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Abstract

The use of telepresence becomes an alternative in scenarios such as deep sea maneuvers,
inspection and maintenance in remote and potentially hazardous environments, and aerial
surveillance tasks for example. In some of these cases, human deployment might be dangerous,
expensive and even not possible yet.

Because of the wide variety and increasing tasks in which remote robots are being used, there
is a desire to reduce the learning curve for navigation with robots and create transparent
systems. To achieve this, intuitive information such as haptic data and force feedback is
proposed. Because of the characteristics of the remote environments and to prevent damage
to the robot and the environment itself, collision avoidance algorithms able to perform safely
under dynamic environments are required.

An additional challenge for the remote deployment of robots are the limitations in the com-
munication channel. Information such as video, audio and control directives share the same
communication channel and hence, the same bandwidth. It is important to have an intelli-
gent data management system for the haptic information to prevent the saturation of such
communication channels.
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Preface

The idea for this MSc thesis project came after performing an internship at Shell. During this
internship, I became aware of the necessities of the Oil and Gas industry regarding robots: the
control of such robots must be an intuitive task as the goal is to decrease the adoption time
of remote robot technologies and this is directly linked to the complexity of such systems.

Haptics have been successfully introduced for dexterous and remote tasks in the past with
robots such as the daVinci surgical robot. The steeper learning curve and adoption of these
technologies are were possible because of the way they transmit the data, i.e. by making use of
our natural way of communication: touch. After learning this, it became appealing to research
and compare systems and technologies that will provide the haptic benefits while being able
to cope with today’s communication limitations, such as limited throughput velocities, delays,
and latencies. Therefore, the aim of my research project is to assemble a set of algorithms to
provide a safe remotely-operated robot navigation system. Moreover, one of the requirements
of such a system is to reduce the workload on the operator.

Throughout the research, I came across several issues, therefore I would like to thank my
supervisor dr.ir. M. Mazo Jr. for his support and assistance during the writing of this thesis.

Delft, University of Technology Raziel Ivan Gonzalez Ramirez
November 12, 2015
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Chapter 1

Introduction

The use of robotics has been exponentially increasing in the past thirty years because of the
advantages they provide: the ability to perform repetitive tasks e�ciently, they can be de-
ployed in areas where humans are not able (because of safety and/or economical reasons), high
availability as they can go through long working timeframes, and tailored designs for specific
tasks. Moreover, robots are able to provide us with access to remote and/or hazardous areas
through telepresence, enabling the interaction with previously unreachable environments.

Several industries can benefit of the use of robots, for example the Oil and Gas (OG) in-
dustry. New challenges will be faced with fields located at harsh and remote areas, with are
challenging for human deployment due to elevated human costs deriving from sophisticated
security equipment, wages, and upkeep; Health, Safety, Security and Environment (HSSE)
frameworks are implemented to prevent risk situations at the work environments, making the
work environment safer which also increases the requirements and may increase the costs.

Because of the aforementioned reasons, high up-time and lower upkeep costs are key fac-
tors for a successful OG industry as this could represent several advantages to the business.
To achieve this, robots and automation have been used both to improve HSSE conditions
and performance in a number of industries over the last three decades; robots are able to
perform repetitive tasks quickly and e�ciently, go through longer working hours, deal with
hazardous materials and keep people out of potentially dangerous environments. Advantages
such as the reduction of human exposure, upkeep, traveling costs, and making information
instantly available to experts all over the world while being able to interact with the remote
environment, are directly derived from the use and implementation of robots.

In order to preserve safety, for the robot and the surrounding environment, a collision avoid-
ance system implemented in the remote robots is a necessary function to prevent collisions
and damage. Because of the characteristics of the environment in which robots are deployed,
e.g. unknown, dynamic and complex environments, a robust collision avoidance system is
designed.

In this project, a shared control scheme is proposed: an operator is in control of the robot
and its navigation throughout the environment, based in visual, auditory and haptic feedback.
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2 Introduction

The haptic feedback data is generated making use of the collision avoidance algorithms, and
in case of an imminent risk situation, the system must take over control and take action to
preserve safety.

1-1 Motivation

In the previous section, the advantages in the implementation of robots in remote environ-
ments have been discussed. Despite of these advantages being enhanced with a fully-automatic
control scheme, human operators are still required in order to make decisions based on the
information obtained by the sensing devices mixed with the expertise and experience. Due
to this desired operator profile, the control must be an intuitive and easy task; to provide
an intuitive method for controlling the robot, haptic data is greatly desired as this is the in-
nate method of communication for human beings, and furthermore training times for remote
control can be reduced through the implementation of such information.

The use of telepresence becomes an alternative to human deployment in scenarios such as
deep sea maneuvers, inspection and maintenance in hazardous environments or surveillance
tasks. The OG industry, has an specific interest in this technology as the scope is to achieve
unmanned facilities, with the advantages previously described and furthermore, the possibility
to work on previously unreachable areas. The use of robotics in the OG industry is growing
as the oil fields are being located in remote and unwelcoming environments.

The limitations delay impose over a system as the one described before, are that it is im-
possible for a command to be applied on the system in less than a one-way delay time T .
Furthermore, the reaction would take at least 2T , limiting the system’s bandwidth. Due to
this, delay represents a major impact not only on the system’s performance but also on the
workload and focus of the operator. Because of this, it is greatly desired that the system’s
performance is able to cope with delays without representing an extra task to the operator.

1-2 Goal of the thesis

The goal of this thesis is to compare collision avoidance algorithms for a shared-control scheme
for telepresence. Such a system provides haptic feedback in the form of attractive and re-
pulsive forces on a haptic interface device, e.g. a steering wheel. Moreover, the inclusion
of the haptic data must not represent an extra payload on the communication channel, thus
haptic data compression is required; the data compression method must preserve the system’s
transparency, even under delayed communications. These requirements aim for a simple and
intuitive system.

Additionally, this project also seeks to test a collision avoidance algorithm, based on Vector
Field Histograms, as a force feedback generator. A successful implementation could represent
computational savings as no dedicated force generator algorithm would be required.
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1-3 Current state of Haptic technologies 3

1-3 Current state of Haptic technologies

Research on remote robotics for di�erent industries is ongoing with the same goal: trans-
parency. Industries such as the Aerospace, Oil and Gas, and Medical Industry, have shared
challenges: hazardous, remote or unwelcoming environments, long distance communication,
limited resources and elevated transport costs. Because the use of robotics and haptics has
been used as an alternative to the aforementioned problems, now the aim of the research is
to increase the transparency, as it linearly improves the performance of the operators. For
example, the European Space Agency (ESA) has ongoing projects dedicated to haptic robots
for dexterous activities with the Telerobotics Lab such as ’Haptics 1’ [1].

Telepresence to solve complex (dexterous) tasks is another alternative for the use of such
robots. The DaVinci surgical robot, developed by Intuitive Surgical Inc. [2], is amongst the
first widely distributed telepresence systems able to solve dexterous tasks. Several studies
have been performed on the challenges derived from the usage of such a telepresence system,
e.g. training times and technology adoption. All of them conclude that the inclusion of
haptics, decreases substantially the training times, which therefore decrease the technology
adoption time [3], [4], [5].

1-4 Thesis organization

Chapter 2 covers the preliminaries required for this project.

Chapter 3 elaborates on the topics: Collision avoidance and Force Feedback and Intelligent
Data Managment, presenting the solutions to be compared in this project. The studied
methods for a collision avoidance algorithm are extensively described explaining the relevancy
with the project. The methods here described form the theoretical basis of the project and
its evaluation. Additionally, the methods to generate repulsive forces based on the obstacles
in the environment are described in this chapter as well. Finally, this chapter covers the
methods that allow a reduction on the communication footprint caused by the haptic data
addition under the intelligent data management scheme. These methods show how the
system is able to perform under compressed and delayed communications.

Chapter 4 describes the experimental setup: the robot, maps and control parameters used
to build a setup for comparison.

Chapter 5 presents the results of the comparison tests. A discussion is presented with the
goal to provide the reader with an insight on the results here achieved.

Chapter 6 Based on the findings on Chapter 5, a set of conclusions and recommendations
are derived.

Master of Science Thesis Raziel Ivan Gonzalez Ramirez
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Chapter 2

Preliminaries

The aim of this chapter is to bring these problems into a mathematical context, basis for the
solutions compared in this project. First, a context is created by introducing the topic of
teleoperation.

Next, current ongoing research in the area of virtual forces is presented, followed by the
two collision avoidance and force feedback methods selected for this project, Parametric Risk
Field (PRF) and Vector Field Histogram + (VFH+). These methods, will convert the char-
acteristics of the remote environment captured by the sensors into kinesthetic information,
i.e. touch information.

Next in this chapter, covers the basis of event-based control as a brief introduction to the intel-
ligent data management approach of this project in order to achieve haptic data compression.
This is followed by dissipativity and passivity theory in order to cope with the delays on to
propose a solution to communication delays based in an energy-supervision scheme.

The modeling for a di�erential-drive robot is presented, as they are the basis for the simula-
tions for this project, and finally, a sketch of the problem to solve is presented.

2-1 Telepresence

Telepresence systems have been growing exponentially in the past few years due to the great
advantages that they represent for humans. Telepresence systems allow humans to be present
and active in environments which were not possible before; remote, hazardous or simply on a
di�erent scale are frequent characteristics for such environments. Because of this, Telepresence
and teleaction systems have been subject of extensive and ongoing research. Figure 2-1 shows
an example of a basic Telepresence system with its three main characteristics:

1. the Human-System Interface (HSI),

2. the teleoperator,

Master of Science Thesis Raziel Ivan Gonzalez Ramirez



6 Preliminaries

3. and the communication channel

The HSI performs both as the data input, e.g. keyboards, joysticks and haptic devices for
position/orientation, and as the data output, e.g. video feeds, auditive and haptic feedback.
The robot is equipped with multiple sensors and actuators which enables interaction with
the environment. Finally, the communication link transports the multimodal data streams
bidirectionally.

Operator
Display Local control

loop Sensors
&

Actuators

Communication
Haptic Display

Local control
loop

Figure 2-1: General overview of a telepresence system [6]

Ensuring that the same kind of information becomes available regardless of the location of the
operator is one challenge here introduced. This is one of the goals of the current project and
it is defined with the name of transparency, defined by the authors of [7] as the design goal of
teleoperation, i.e. creating an immersive environment such that “the human operator cannot
distinguish between direct interaction with the environment and tele-operated interaction”.
Such systems are called transparent.
Because the intended use of such robots will be deployed in complex environments, e.g.
environments with pipelines, rocks, stairs, and unknown objects, etc., high safety precautions
must be considered in order to prevent risk situations that may be derived from the use of
remote robotics therefore, a collision avoidance system is desired.
An important thing to consider for these scenarios is the restricted communication channel.
This is due to the fact that the facilities for which these robots are intended are usually
remotely located and therefore communication is a highly valuable resource. Because of
this, the addition of haptic data should not represent an elevated cost for communications;
optimized and minimal haptic data information is desired while preserving the transparency
of the control interface.

2-2 Di�erential-drive robot

Di�erential drive robots, as the one shown in Figure 2-2 are non-linear systems modeled by
Eq. (2-1) to (2-7) that reside in the Special Euclidean group SE(2). In these equations, Êr

and Êl are the angular velocities of the wheels. As it can be seen, the mapping between
angular velocities of the wheels and the linear velocity of the robot cab be easily performed.
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2-2 Di�erential-drive robot 7

However, it is of common practice to use a simpler model for design purposes. Therefore the
unicycle model is used. This is shown in Equations (2-1), (2-2), and (2-3).

y

xxo

yo

ω
L

ω
R

Rc

d

2R

v

φR

Figure 2-2: Di�erential drive modeling

ẋo = v · cos ÏR (2-1)
ẏo = v · sin ÏR (2-2)

Ï̇R = Ê (2-3)

Through the integration of Equations (2-1 ≠ 2-3), we can obtain the robot’s configuration
(pose) [xo, yo, ÏR]T , however the control characteristics cannot be implemented through this
parameters, as the controllable parts of the robot are the angular velocities of the wheels, i.e.
Êl and Êr. By defining v and Ê as in Eq. (2-4) and Eq. (2-5) and substituting in Equations (2-1
≠ 2-3) we can obtain the models shown in Eq. (2-7) and Eq. (2-7), which can be implemented:

v = R

2 (Êr + Êl) ∆
I

ẋ = R
2

(Êr + Êl) cos ÏR

ẏ = R
2

(Êr + Êl) sin ÏR
(2-4)

Ê = R

d

(Êr ≠ Êl) ∆ Ï̇R (2-5)

Êr = 2v + Êd

2R

(2-6)

Êl = 2v ≠ Êd

2R

(2-7)

The compact version of the non-linear system in Equations (2-1 to 2-7), is then written as:
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8 Preliminaries

� :
I

ẋ = f(x, u)
y = h(x, u)

(2-8)

where:

• x = [xo, yo, ÏR]T œ R3 denotes the state of the robot,

• u = [Êl, Êr]T œ R2 represents the control input to the robot

2-3 Virtual Forces

In order to properly avoid collisions through telepresence, several methods have been derived
and studied for this specific task, all of them with di�erent characteristics. Whether it is a
Unmanned Aerial Vehicle (UAV), deep sea or a ground robot, a common approach has been
studied: the use of virtual forces to represent the remote obstacles through haptic feedback.
How these forces are generated greatly varies on the method chosen for it. In the study
performed by [8], the haptic collision avoidance is intended for a wheelchair, providing haptic
feedback to the user about the surroundings as a function of distance. In [9], the authors
present a deeper and highly relevant discussion on di�erent methods to generate these virtual
forces. They take into account the force’s magnitude in order to use it properly into force
feedback devices as well. The first discussion is regarding the Artificial Force Field (AFF)
and its known problems: di�cult passage through narrow corridors and local minima in the
distance with objects, this could cause a trap for the robot. Generalized Potential Field (GPF)
suggested by [10], an artificial potential field based on the distance between the robot and
the obstacle is generated. The repulsive force is then generated by taking the gradient of this
potential field. In [8, 11], a virtual force is generated as a function of the distance between
the robot and the obstacles in the surrounding environment.

A popular method in teleoperation to create virtual forces is through the use of AFFs, as
first introduced by [12]. This method creates an imaginary area surrounding the robot, based
on di�erent characteristics such as the distance, the velocity vector, and the certainty of the
objects on the remote environment. These methods have been used successfully in shared-
control schemes. [13, 14].

Figure 2-3 shows an example on how the potential fields can be interpreted as hills, driving
away the robot (repelling it), this can be a simple interpretation of the way it works. Goals,
can be represented as sinkholes, representing a smaller cost (e�ort) compared to going uphill
to the obstacles

Raziel Ivan Gonzalez Ramirez Master of Science Thesis



2-3 Virtual Forces 9

Figure 2-3: Virtual force created for a cylinder-shaped obstacle [15]

2-3-1 Artificial force field

Feedback force

The purpose of an AFF, also referred to as “potential field”, is to translate the characteristics
of an environment into haptic data through imaginary forces. In this framework, obstacles
are represented as repulsive forces and in the presence of a goal or target, this could be
represented as an attractive force.
To compute these forces, a risk field is created around the robot with customizable parameter,
which allows a parametric adjustment of the risk field (area where no obstacles are allowed)
as proposed by the authors of [16] with the name PRF. This method uses the distance from
the obstacle to the robot and the current velocity of the robot to generate the repulsive force.

Generating the risk field

The risk field provides an imaginary protection area in which the obstacles are not allowed
and it is a function of the velocity of the robot. The parametrized risk field is shown in
Figure 2-4. The critical region, i.e. where no object is allowed (shown in gray), consists of the
protection radius rpz with a region along the velocity vector v. The length of this region is
defined as the stopping distance of the vehicle, obtained from the velocity v and the maximum
deceleration of the robot amax as shown in Eq. (2-9).

dstop = |v|2
2 amax

(2-9)

The outline if the PRF is determined as a function of a minimum distance from the critical
region dmin. The field is then extended by a distance dahead which depends on v and the time
constant tahead shown in Eq. (2-10), which allows the operator to react to obstacles; this time
constant is empirically determined.
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10 Preliminaries

Figure 2-4: PRF: parameter and variable definitions.

dahead = |v| tahead (2-10)

For all the obstacles that are located outside the outline the risk is zero. To compute the risk
value for point p, two variables are computed: d and d

0

, d is described as the minimum dis-
tance from the point p to critical area outline and d

0

is the distance between the boundary of
the critical region and the outline. With this, the risk value P (p, v) for point p is determined
as shown in Eq. (2-11):

P (p, v)

Y
__]

__[

0 if outside the outline
1 if inside critical region
p(d/d

0

) otherwise
(2-11)

To determine how the risk varies inside the PRF, the function p(d/d

0

) can be freely selected.
Some examples given in literature involve a linear function (Eq. (2-12)), a cosine (Eq. (2-13))
or a shifted cosine function (Eq. (2-14)).

p(d/d

0

) = 1 ≠ d

d

0

(2-12)

p(d/d

0

) = 1
2 cos

3
d

d

0

fi

4
+ 1

2 (2-13)

p(d/d

0

) = cos
3

d

d

0

fi

2 + fi

2

4
+ 1 (2-14)

Determining the risk direction

The theory determines two possibilities to determine the risk direction:

1. radial: The risk vector points in the direction of the center of the vehicle, shown in
Figure 2-6 (a).
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2-3 Virtual Forces 11

Figure 2-5: PRF contours for two di�erent velocities: a) v = 0 and b) v = 4 m/s with r

pz

= 1.5
m, a

max

= 1 m/s2, d

min

= 4.5 m (= 3 r

pz

), and t

ahead

= 2 s).
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12 Preliminaries

2. normal: The risk vector is mapped perpendicular to the object’s surface, shown in
Figure 2-6 (b).

Figure 2-6: PRF: risk direction.

Based on the discoveries achieved in [9], the best haptic data for narrow passages was obtained
through the implementation of the radial direction. Even though the navigation is not focused
on the navigation in narrow passages, the plausibility of this is reason enough to choose for
this method.

Summing multiple obstacles

The risk vectors calculated from each sensor need to be integrated into one final risk vector
before transforming it into an artificial repulsive force vector. To achieve this, there are three
ways:

1. sum: the individual risk vectors are added, creating a final risk vector. With this
method, low risks could be overestimated.

2. mean: the mean of all the risk vectors is taken. With this method a big risk could be
underestimated.

3. max, min: the sum of the largest positive and negative risk vectors with the final
avoidance vector limited to one. This method was chosen to be used in this study.

Finally, the repulsive force Fs can be computed as:

Fs = P (p, v) · Â

where Â is a user-defined scaling factor.
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2-3 Virtual Forces 13

2-3-2 Vector Field Histogram +

In their research, the authors of [17] improved their previous research on Virtual Force Fields,
namely the Vector Field Histogram. This new and improved version named Vector Field
Histogram +, o�ers improvements that result in smoother robot trajectories and increased
reliability. The method is explained below:

1. Cartesian grid A two-dimensional cartesian grid is created. The value c(i, j) contains
information about the certainty of the existence of an object in the cell (i,j). As the robot
moves, a circular window of radius ws moves with it, called the active region Cú; active cells
corresponding to the active region are denoted by c

ú
i,j .

The process of the VFH+ compels the following data reduction steps:

2. Polar histogram The first data reduction step maps the active region Cú of the grid C
into the polar histogram Hp. The content of each active cell c

ú
i,j is treated as an obstacle

vector. The vector direction —i,j is determined by the direction of the active cell to the Robot
Center Point (RCP) as shown in Eq. (2-15).

—i,j = arctan
3

yj ≠ yo

xi ≠ xo

4
(2-15)

where: (xo, yo) © rx,y, are the coordinates of the RCP, and (xi, yj) are the coordinates of the
active cell c

ú
i,j . Once the angle has been computed, the vector magnitude mi,j of an active

cell c

ú
i,j is given by Eq. (2-16) (shown below again):

mi,j = c

2

i,j

1
a ≠ bd

2

i,j

2
(2-16)

where ci,j and di,j are the certainty value and distance to the RCP of cell c

ú
i,j respectively,

and the parameters a and b are chosen according to Eq. (2-17):

a ≠ b

3
ws ≠ 1

2

4
2

= 1 (2-17)

By squaring c

2

i,j , the confidence that high certainty values represent obstacles is shown, as
opposed to low certainty values which may be caused by noise. The vector magnitude also
takes into account the distance from the obstacle to the robot with di,j , closer obstacles
represent higher risks and therefore higher magnitudes. Up until now, this method di�ers in
nothing from the Vector Field Histogram (VFH).
The polar histogram Hp has an arbitrary angular resolution – so that n = 360¶

/– is an integer.
Therefore, there are n number of sectors k corresponding to a discrete angle fl = k –. To
compensate for the width of the robot, the VFH+ method uses a theoretically determined low-
pass filter, i.e. enlarging the obstacle cells by the robot radius (rr), defined as the maximum
distance from the RCP to its perimeter; non-circular robots can be modeled as a circle with
the radius as the longest distance from its center depending on the orientation of the vehicle
[18]. For safety, a minimum distance ds between the robot and the obstacle is added, therefore
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14 Preliminaries

the obstacle cells are enlarged by rr+s = rr + ds. With this, the robot can be treated as a
point-like vehicle.

For each cell, the enlargement angle “i,j is defined by Eq. (2-18).

“i,j = arcsin

A
rr+s

di,j

B

(2-18)

Therefore, the polar obstacle density Hp can be defined for each sector as shown in Eq. (2-19).

Hp
k =

ÿ

(i,j)œ C
mi,j · h

Õ
i,j (2-19)

where:

h

Õ
i,j =

I
1 if k · – œ [—i,j ≠ “i,j , —i,j + “i,j ]
0 otherwise

(2-20)

Additionally, the findings from the previous section can be used here as well to compute the
polar obstacle density such that Eq. (2-21) can be used replacing Eq. (2-19), as proposed by
[19]. The advantage of this method is that the maximum risk will not be underestimated and
a minimum risk will not be overestimated.

Hp
k = max (mi,j) · h

Õ
i,j (2-21)

An example of the polar histogram is shown in Figure 2-7a.

3. Binary polar histogram The second stage of data reduction brings a smoother trajectory
due to the avoidance of oscillations in the steering commands. This is particularly noticeable in
environments with narrow openings, e.g. oscillations are present due to closeness to both sides
of the opening. This resembles a nervous system which is “not committed to the decision”.
To reduce this behavior, a hysteresis approach is follows by creating two thresholds, ·low and
·high. With the data provided by the first histogram, Hp and these thresholds, the binary
polar histogram Hb is created. By replacing the polar density for a binary value, this polar
histogram indicates which directions are free for a robot. To build it, the rules shown in
Eq. (2-22) must be followed. This is shown in Figure 2-7b.

Hb
k,i =

Y
__]

__[

1 if Hp
k,i > ·high

0 if Hp
k,i < ·low

Hp
k,i≠1

otherwise
(2-22)

4. Masked polar histogram To account for the robot dynamics and kinematics, while con-
structing the third histogram, it is not assumed that the robot is able to switch its direction of
travel instantly, as shown in Figure 2-8. It assumes that the robot’s trajectory is based on cir-
cular arcs as a function of the robot velocity defined by Ÿ = 1/r. This becomes highly relevant
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(a) VFH+: Polar histogram.
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(b) VFH+: Binary polar histogram.
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(c) VFH+: Masked polar histogram.

Figure 2-7: VFH+ histograms

a) b)

Figure 2-8: VFH+: Approximation with robot dynamics: a) di�erential drive, b) Ackerman
steering.

for vehicles based on the Ackerman steering model or the tricycle mechanism. Furthermore,
the radius for both sides can be modeled as rr = 1/Ÿr and rl = 1/Ÿl.

Once these parameters are known and with the map grid, the blocked sectors, i.e. the ones
that will collide with the circular trajectories, can be easily detected. To take into account

Master of Science Thesis Raziel Ivan Gonzalez Ramirez



16 Preliminaries

the size of the robot, the obstacles are enlarged again by rr+s. Figure 2-9b shows an example
of blocked directions.

enlarged obstacle cell

obstacle cell
rr+s

di,j

γi,j

rr+s

(a) VFH+: Enlargement angle.

Δyr

y
x

Ѳ

blocked Δyl
Δxl Δyr

rr

rl

rr+s

dr,A

dr,B

A B

blocked
blocked

free

free

rr+s

(b) VFH+: Example of blocked directions.

Figure 2-9: VFH+

The positions of the trajectory centers relative to the current robot position are defined as
shown in Eq. (2-23):

�xr = rr · sin (◊) �yr = rr · cos (◊)
�xl = ≠rl · sin (◊) �yr = ≠rl · cos (◊)

(2-23)

The distances from the active cell c

ú
i,j to the two trajectory centers is given by Eq. (2-24):

d

2

r = (�xr ≠ �x(i))2 + (�yr ≠ �y(j))2

d

2

l = (�xl ≠ �x(i))2 + (�yl ≠ �y(j))2

(2-24)

Now, with this data we can determine which side of the robot is blocked by obstacles that
intersect the circular trajectories by Eq. (2-25):

I
if d

2

r < (rr + rr+s) an obstacle blocks the direction to its right
if d

2

l < (rr + rr+s) an obstacle blocks the direction to its left
(2-25)

By checking this condition, two limit angles can be withdrawn of it, namely Ïr for right
angles and Ïl for left angles. The base limit angle Ïb = ◊ + fi is defined as the direction
opposite to the current motion. In case all trajectories are blocked, this represents the course
of action. The authors of [17] then describe the algorithm that should be followed to e�ciently
implement the method:

1. Determine Ïb. Set Ïr and Ïl equal to Ïb.
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2-3 Virtual Forces 17

2. For every cell ci,j in the active window C with ci,j > · :

(a) If —i,j is to the right of ◊ and to the left of Ïr, check the first term in Eq. (2-25).
If the condition is not satisfied, set Ïr equal to —i,j .

(b) If —i,j is to the left of ◊ and to the right of Ïl, check the second term in Eq. (2-25).
If the condition is satisfied, set Ïl equal to —i,j .

With the values Hb, Ïr and Ïl, the masked polar histogram is built as follows in Eq. (2-26):

Hm
k =

I
0 if Hb

k = 0 and k · – œ {[Ïr, ◊] , [◊, Ïl]}
1 otherwise

(2-26)

The masked polar histogram shows the available directions at the current speed. If all di-
rections are blocked, the robot will have to slow down and determine a new values for Ïr

and Ïl based on a lower speed. If still all values are blocked, the robot would have to stop
completely. This can work as a trap detection algorithm. The output of each of this polar
histograms is shown in Figure 2-7c.

5. Selection of the steering direction Due to the possibility that the masked polar his-
togram may have more than one feasible steering direction, a final assessment on these options
must be performed. The original VFH proposed in [20] is goal oriented. The introduction of
a cost function in [17] takes into account the candidate direction kn with the lowest cost to
be the new direction of motion Ïn = –kn.

First, the candidate openings are categorized between wide and narrow sections. An opening
is considered wide if the di�erence between the borders is bigger than smax sectors. Otherwise
the opening is considered narrow. For a narrow opening, there is only one candidate direction,
i.e. through the center of the gap:

cn = kr + kl

2 (2-27)

For a wide opening, there are three candidate directions: leaning to the left or to the right
of the opening, and the target direction if it lies in between the two of them. The candidate
directions cl and cr drive the robot at a safe distance from the obstacle while ct drives it
towards the goal.

cr = kr + smax

2
cl = kl ≠ smax

2
ct = kt if kt œ [cr, cl]

(2-28)

The best suitable direction is determined by the cost function g in Eq. (2-29).

min
3

g(c) = µ

1

· � (c, kt) + µ

2

· �
3

c,

◊i

–

4
+ µ

3

· � (c, kn,i≠1

)
4

(2-29)
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18 Preliminaries

• The first term of Eq. (2-29) represents the cost associated with the di�erence between
the candidate direction and the target direction. This is the goal oriented behavior.

• The second term is the cost associated to the di�erence between the candidate direction
and the robot’s wheels orientation. This resembles mechanical memory and commitment
to a direction.

• The third term is the cost associated to the di�erence of the new candidate direction
and the previous one Ït,i≠1

. This can create a smoother robot trajectory because of the
commitment to a direction.

The values for µ

1

= 5, µ

2

= 2 and µ

3

= 2 are suggested by the authors for a goal-oriented
mobile robot. If necessary, extra terms can be added to take into account other aspects; if
avoiding narrow openings is a desired behavior, an extra term in the form of µ

4

· �(kr, kl)
could be added. Opposite to this, if narrow openings are preferred, an additional term in the
form of µ

4

· 1

�(kr,kl)
could be added. The function � (·) is implemented as shown in Eq. (2-30).

� (c
1

, c

2

) = min {|c
1

≠ c

2

|, |c
1

≠ c

2

≠ n|, |c
1

≠ c

2

+ n|} (2-30)

6. Velocity Similarly to the navigation method proposed by the Automata in Figure 3-1,
the velocity here is computed as a function of the di�erence between the force applied by the
operator and the repulsive force created by the environment as shown in Eq. (3-5).

2-4 Event-based Control

Event based control has gained noticeable attention as means to reduce the consequences of
communication delays in networked control systems [21, 22, 23, 24], as it has a noticeable
influence on its closed-loop performance. A general structure of the event-based control is
shown in Figure 2-10 [25] and consists of:

• the plant with state vector x(t), the input vector u(t), the output vector y(t) and an
unknown disturbance vector d(t),

• a control input generator which determines the event times at which the loop is closed,
and

• a digital communication network which may cause communication delays ·

Definition 1. Event-based control [26]. Given a system in the form of Eq. (2-8) and
under the assumption that the state variable x is measured without error, we define an
interval ≠� < x < � on which no control action is taken. Therefore the control action u(t)
is defined as:

u(tki
)

I
0 ≠� < x(tki

) < �
”= 0 |x(tki

)| = �

To provide insight on the event-based control, an example is provided as in [26]:
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Control input
generator

u(t)
Plant

Event
generator

x(t)
d (t)

x ( ),t tk k
y(t)

Digital communication medium k

Figure 2-10: Event-based control loop

Example 2. Consider a system to be controlled in the form of:

dx = udt + dv (2-31)

where v(t) is the disturbance and u(t) is the control signal. A region ≠a < x < a is specified.
No control action will be taken if the state is inside this region. Control actions are only
taken at events tk when |x(tk)| = a. Therefore, the control input can be reduced for all the
times on which the states fall within the control region.

To illustrate this, in Figure 2-11, a comparison between three di�erent methods can be seen.
The control objective is to maintain the system at the origin, i.e. x = 0.

The simulation is performed by approximating a continuous behavior by fast sampling. The
states are shown in the upper plots and the control signals below them.

The first case is achieved by periodic sampling with Zero Order Hold (ZOH). With a sampling
period h, the sampled system is then:

x(t + h) = x(t) + hu(t) + e(t) (2-32)

The minimum variance over one sampling period is defined as:

VP ZOH = 3 +
Ô

3
6 h (2-33)

The second case (center of Figure 2-11) is achieved by using an Impulse Hold (IH). The
control signal is applied when an event occurs, as defined in Eq. (2-34), where ” is the delta
function.

u(t) = ≠x(tk) ”(t ≠ tk) (2-34)

This control law implies that an impulse which resets the control to zero is applied. After the
impulse, the closed-loop system is driven by dx = dv and the variance grows linearly until
the system reaches the border of the interval and a control action is needed. The variance
over a sampling interval is then defined as:
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VP IH = 1
2h (2-35)

Finally, the third case in this example is the event based control approach. Here, the steady
state variance is defined as:

VEBC = hE

6 (2-36)

where hE = a

2 is the mean exit time.

Figure 2-11: Simulation of an integrator with periodic sampling and ZOH (left), IH (center) and
event based control with IH (right) [26]

From Figure 2-11 the following things should be noted:

• An event based controller gives a smaller variance than a controller with periodic sam-
pling. The variances are thus related as 4.7h : 3h : a

2,

• an event based controller acts as soon as the error is detected vs. when the sampling
time h occurs,

• the process state remains within the bounds at all times.

Because the event based control approach yields promising results on the process variable
with minimal control action, it has been extended to haptic data savings, this is covered in
Chapter 3.
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2-5 Dissipative and Passive systems 21

2-5 Dissipative and Passive systems

Passivity is a property of physical systems that can be roughly defined in terms of energy
dissipation and transformation. A passive system is then defined as a system that cannot store
more energy that is supplied, i.e. no internal energy generation only dissipation. Therefore, a
system is stable if bounded inputs yield bounded outputs. Furthermore, the interconnection
of two passive systems yields a passive system, therefore if the energy generated by one system
is dissipated by the other one, the closed loop will be stable [27].

energy storage
S

ẋ

∂S/∂x
u   y

Figure 2-12: Power-preserving interconnection structure

Definition 3. Port-Hamiltonian system[28]. A lossless system as an energy storage port
that interacts with the environment through a power-preserving structure as the one shown
in Figure 2-12, yields di�erential algebraic equations (DAEs) of the form:

F (x)
C
ẋ

y

D

= E(x)
C

ˆS
ˆx (x)
≠u

D

, (2-37)

where F (x), E(x) satisfy F (x)ET (x) + E(x)F T (x) = 0. By setting F (x) = I

2◊2

and E(x)
as:

E(x) =
C

J(x) ≠g(x)
g

T (x) 0

D

,

yields the port-hamiltonian system in Eq. (2-38):

ẋ = J(x)ˆS

ˆx

(x) + g(x) u,

y = g

T (x)ˆS

ˆx

(x)
(2-38)

where x œ Rn
, S(x) is the total stored energy, J(x) is a skew-symmetric matrix and u, y œ Rm

are a conjugated input-output pair.

Due to skew symmetry of J(x), the power-balance Ṡ reads:

Ṡ = ˆ

T
S

ˆx

(x)ẋ, = ˆ

T
S

ˆx

(x) J(x)ˆS

ˆx

(x) + ˆ

T
S

ˆx

(x) g(x) u, = u

T
y,

(2-39)
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or equivalently, by integrating the power-balance Eq. (2-39) yields:

S (x(t
1

)) ≠ S (x(t
0

))
¸ ˚˙ ˝

Stored energy

=
⁄ t1

t0
u

T (t) y(t) dt

¸ ˚˙ ˝
Supplied energy

(2-40)

which is known as the energy balance equation for a lossless system.

Definition 4. Dissipativity [27] In the space U x Y, a function is defined as s : U x Y æ R,
called the supply rate. A space state system in the form of in Eq. (2-8), is said to be dissipative
with respect to the supply rate s if there exists a function S: Rn æ R+, called the storage
function, such that for all x

0

, all t

1

Ø t

0

and all input functions u(·)

S (x(t
1

)) Æ S (x(t
0

)) +
⁄ t1

t0
s (u(t), y(t)) dt, (2-41)

where x(t
1

) is the state of � at time t

1

resulting from initial conditions x(t
0

) = x

0

and input
functions u(·). If Eq. (2-41) holds with equality, then � is lossless with respect to s.

Therefore an important choice of supply rate is s(u, y) = u

T
y. Since the time-integral of power

represents energy, the inequality (2-41) expresses the fact that the stored energy S (x(t
1

)) of
� at any future time t

1

is at most equal to the sum of the stored energy S (x(t
0

)) at present
time t

0

and the total externally supplied energy:

E(t) =
⁄ t1

t0
s (u(t), y(t)) dt =

⁄ t1

t0
u

T (t)y(t)dt (2-42)

during the time interval [t
0

, t

1

]. This means that there is no internal creation of energy, only
dissipation. Thus, as stated in [27], “a system that is dissipative with respect to the supply
rate s cannot store more energy than it is supplied to; the input-output mapping u æ y is
passive”.

Definition 5. Passivity [27] The system (2-8) is:

• passive if it is dissipative w.r.t. the supply rate s = u

T
y;

• strictly input passive if ÷ ” > 0 such that it is dissipative w.r.t. s = u

T
y ≠ ”||u||2;

• strictly output passive if ÷ Á > 0 such that it is dissipative w.r.t. s = u

T
y ≠ Á||y||2;

• conservative if it lossless w.r.t. s = u

T
y.

By considering a passive system in the shape of Eq. (2-8). Since the system is passive, it
satisfies the dissipation inequality in Eq. (2-41). By di�erentiating (2-41) and assuming that
[t

0

, t

1

] = [0, t], yields:

Ṡ(x) Æ s(u, h(x, u)), ’ x, y (2-43)
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This means that the rate of change of storage along the trajectories of the system will never
exceed the rate of supply, i.e. no internal energy generation.

Stability of interconnected passive systems

Consider two state-space systems denoted by �
1

and �
2

on the form of Eq. (2-8), i.e.

�i :
I

u̇i = fi(xi, ui)
yi = h(xi, ui)

(2-44)

with xi œ Rni , ui œ Ui, and yi œ Yi. Suppose both systems are passive with storage functions
S

1

(x
1

) and S

2

(x
2

) respectively, i.e.

S

1

(x
1

(t
1

)) Æ S

1

(x
1

(t
0

)) +
⁄ t1

t0
s (u

1

(t), y

1

(t)) dt, (2-45)

S

2

(x
2

(t
1

)) Æ S

2

(x
2

(t
0

)) +
⁄ t1

t0
s (u

2

(t), y

2

(t)) dt, (2-46)

And applying a feedback interconnection as the one shown in Figure 2-13, and with the
feedback constraints u

1

= e≠y

2

and u

2

= y

1

. From here, it can be deduced that u

T
1

y

1

+u

T
2

y

2

=
e

T
y

1

and the addition of both dissipation inequalities (2-45) and (2-46) results in:

S

1

(x
1

(t
2

)) + S

2

(x
2

(t
2

)) Æ S

1

(x
1

(t
1

)) + S

2

(x
1

(t
1

)) +
⁄ t2

t1

1
e

T (t), y

1

(t)
2

dt

Hence the closed-loop system with input e and output y

1

is passive with storage function as
shown in Eq. (2-47). With this, stability can be determined for a complex system if each of
the subsystems is passive [27, 29].

S(x
1

, x

2

) = S

1

(x
1

) + S

2

(x
2

), (x
1

, x

2

) œ Rn1 ◊ Rn2 (2-47)

Σ1

Σ2

y=y1e

+

+

− e−y2

u2 =y1

y1

y2

u1 =

Figure 2-13: Feedback interconnection between two systems
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2-6 Wave transformation

In order to preserve stability of a system under the presence of delays, a method first in-
troduced in [30] and continued in [31] known as scattering is suggested. With this, data is
transformed from the mechanical domain to the waves domain, i.e. packaged in waves, to
allow the data to be sent over the communication channel with a delay · and unwrapped on
the other end preserving passivity of the system.

In the Mechanical domain, the e�ort e and flow f variables are the velocity ẋ and force F .
Therefore, the power function, defined as P = e · f for the mechanical domain is:

P

mech

= ẋ · F

In order to minimize the e�ect of distortions caused by delays on the communication channel,
the following domain transformation is suggested by [30]:

u = ẋ

Ô
2b ≠ v

F = ẋ b ≠ v

Ô
2b

(2-48)

By rearranging Eq. (2-48) and solving for the wave-variables u and v we have:

u = b ẋ + FÔ
2b

v = b ẋ ≠ FÔ
2b

(2-49)

From Eq. (2-49), the power function becomes:

P

wave

= 1
2u

T
u ≠ 1

2v

T
v, (2-50)

from which it can be seen that the power function now becomes a summation, making it less
sensitive to the distortion caused by the communication channel.

2-7 Sketch of the solution

The goal of this project is to compare the performance of a remotely-controlled robot navi-
gation system by implementing two collision avoidance algorithms paired with force feedback
systems. The virtual forces are meant to provide extra information to the operator through
a haptic device. The testing setup is based on a non-linear robot as the one described in
Section 2-2 and shown in Eq. (2-8). As the system is meant to be used in a Teleoperation
scheme as shown in Figure 2-1, the performance of the system is dependent on the communi-
cation channel, therefore a reduction on the information transmitted is explored through the
use of event-based control. Finally the stability of the whole telepresence system is going to
be preserved through passivity as introduced in Section 2-5.
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2-7 Sketch of the solution 25

Additionally, the implementation of the Vector Field Histogram as a feedback force generator
is going to be investigated as a mean to reduce the number of algorithms that need to be
executed to achieve the collision avoidance with haptic feedback system.
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Chapter 3

Solutions

In this chapter, the di�erent methods compared in this project are described. Because of
the characteristics of the project, it can be divided into two main areas of focus: Collision
avoidance and Force feedback methods covered in Section 3-1 and Data compression and delay
management methods are covered in Section 3-2. The first section will describe the methods
available to translate objects into haptic data and how this can be used for collision-free
navigation. The second section describes the methods to compress haptic data without losing
the transparency of the system.

3-1 Collision avoidance and Force feedback

3-1-1 Artificial force field

As described in Section 2-3-1, the first approach to follow is the Parametric Risk Field (PRF).
The parameters used are:

dmin 0.01 m
amax 2 m/s2

rpz 0.25 m

Table 3-1: Parameters used for the PRF algorithm

This guarantees that when an obstacle is at a distance dobs Æ dmin = 10 cm, the repulsive
force will be on its maximum value.

Collision Avoidance and attractive force

As discussed in Section 2-3-1, the PRF algorithm computes a series of obstacle vectors, contain
information such as the shortest distance to an obstacle and the risk area, and its direction.
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With this information and the goal coordinates, the collision detection algorithm can be
implemented as an automata to determine the direction of the feedback forces. The output
of the following algorithm is a direction on which it is safer to move. A user configurable
parameter, – œ [0, 1], should be set in order to determine the behavior of the system.
The algorithm proposed by [32] is as follows:

1. Get the distances detected by the sensors (PRF),

2. transform these values into the robot frame by the use of a rotation matrix shown in
Eq. (3-1). Here, the robot is considered a point in space and therefore, no translation
is performed, hence x = 0, y = 0 and Ï = Ïs,i is the angle of the sensor si (PRF),

R(Ï) =

S

WU
cos (Ï) ≠ sin (Ï) x

sin (Ï) cos (Ï) y

0 0 1

T

XV (3-1)

3. transform into the world frame values by using Eq. (3-1) with: Ï = robot’s orientation
with respect to the Z axis, x = xrobot and y = yrobot,

4. compute the distance from each of the detected obstacles to the Robot Center Point
(RCP) and multiply it by a gain-matrix Ks with size [1 x n], where n = i is the number
of sensors. The purpose for this matrix is to increase the weight of front-facing sensors
and diminish the e�ect of the side-sensors for the collision avoidance algorithm.

5. with the minimum distance to the obstacles, the automata model shown in Figure 3-1
is followed. The guard conditions are based on the distance,

6. based on the current machine state the robot is located, the direction for the feedback
forces are computed and sent over the communication channel. Back to step 1.

Machine state description

As shown in Figure 3-1, the active state depends on the distance from the robot to the
obstacle and the robot to the goal. Each one of the states has a di�erent approach for the
robot navigation and they are explained below:

no obstacle This state, as its name suggests, is triggered when there is no obstacle detected
within a user-defined obstacle distance dobs = 0.7m. This distance is always smaller than the
sensor’s max distance. The direction “c for the attractive force is computed by the di�erence
of the robot’s current position and the goals, the go-to-goal vector ÛGT G as shown in Eq. (3-
2); the allowed speed is the maximum achievable speed vr = vmax as there are no repulsive
forces acting on the robot.

ÛGT G =
C
gx ≠ xo

gy ≠ yo

D

(3-2)

“c = atan
1
ÛGT G

2
= atan

3 ry ≠ gy

rx ≠ gx

4
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Figure 3-1: Automata: Shared-control scheme
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at obstacle the condition to access this state is that the sensed distance ds,i is smaller than
the obstacle distance and greater than the safe distance dmin, i.e. dmin < ds,i < dobs. The
direction “c in this state is computed by blending the obstacle avoidance vector ÛAO and the
go-to-goal vector ÛGT G (Eq. (3-3)):

“c = atan
1
ÛAO_GT G

2
= (– · ÛGT G) + (1 ≠ –) · ÛAO (3-3)

where – œ [0, 1] is the trade-o� value between a goal-seeking (– = 1) or a collision avoidance
direction (– = 0) and ÛAO is defined as in Eq. (3-4):

ÛAO =
nÿ

i=1

1
dwfx,y (i) ≠ rx,y

2
· Ks (3-4)

where n is the number of sensors, dwfx,y (i) represents the coordinates of the obstacle i in the
world frame, rx,y the robot’s coordinates and the sensor-gain matrix Ks.
On this state, the maximum velocity is determined by the repulsive forces created by the
PRF algorithm. Therefore, the velocity is a function of the di�erence between the operator’s
force on the controller Fm and the repulsive force Fs, this is:

vr = f (Fm ≠ Fs) (3-5)

unsafe this state is activated when the condition ds,i < dmin is fulfilled, representing an
imminent danger to the robot and its surroundings. The direction “c for this state is the
opposite direction of the current robot’s orientation, i.e. “c = ÏR + fi. Once this state is
reached, the algorithm takes over the control and takes action to prevent collision. Once
this has been fulfilled (back to operator state) it grants the control back to the operator. To
prevent the collision, this state will drive the robot until the system leaves this state, i.e.
reaching the at obstacle state.

close to goal is a shared-control state. This state is activated when the distance between the
robot and the goal is within a threshold da, i.e. when the condition |robotx,y ≠ goalx,y| <= da

is met. On this state, the maximum speed of the robot vr = ÿ vmax with ÿ œ [0, 1] is limited
to increase the precision.

at goal the guard condition for this state is that the robot has reached the goal, i.e. that
rx,y = gx,y.

3-1-2 Vector field histogram

In Section 2-3-2, the method to create a collision avoidance algorithm is explained. To
implement it on these tests, the window size ws = 3.5m. A minimum distance of 0.1 m
was determined in order to prevent collisions; this means that the robot’s size has been
extended by 10 cm in all directions, guaranteeing enough space to turn and choose a new
path without collisions. The thresholds ·high = 15 and ·low = 5 were assigned and a value of
smax = 10 determines when an opening is considered wide or narrow.
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Force feedback

As discussed in Section 2-3-2, the Vector Field Histogram + (VFH+) algorithm is an algorithm
intended for navigation. To take advantage of the information collected by the collision
avoidance, the following operations to generate the repulsive force are proposed:

1. In order to generate the repulsive force, the output of the polar histogram can be used
as it computes a force magnitude based on the certainty ci,j and the distance di,j .

2. In order to take into account the direction of movement, the sectors k of interest are
±30¶ of the robot’s orientation,

3. the maximum magnitude in the sectors k ± 30¶ is used as the repulsive force:

Fs = max (mŸ) · Â where Ÿ œ [k ≠ 30¶
, k + 30¶] (3-6)

where Â is a user-defined scaling factor for the magnitude.

3-2 Intelligent Data Management

3-2-1 Delay management

In order to preserve stability of the system under constant delay · , the passivity method
introduced in Chapter 2 is used. To guarantee stability, the proposed approach is passivity
preservation through the wave transformation.

Wave transformation

To be used in a teleoperation scheme, the wave transform introduced in Section 2-6 will be
used with the following changes: a forward moving wave um (master-to-slave communication)
and a backward moving wave vs (slave-to-master communication) are defined as follows:

um = Fm + b ẋmÔ
2b

us = Fs + b ẋsÔ
2b

vm = b ẋm ≠ FmÔ
2b

vs = b ẋs ≠ FsÔ
2b

(3-7)

where ẋm represents the Human-System Interface (HSI) velocity, Fm is the force applied
by the environment to the HSI, ẋs is the desired speed (coming from the operator or the
automata), Fs is the force generated by the environment on the slave side, and b is the char-
acteristic impedance, a strictly positive parameter; the consequence that the characteristic
virtual impedance has on the closed-loop system, the higher this characteristic impedance
becomes, the faster the poles are regardless of the delay [30, 31].

The scattering (wave) variables um (forward path) and vs (backward path) are transmitted
over the communication channel and arrive at the receiver with a time delay · :
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us = um(t ≠ ·) vm = vs(t ≠ ·) (3-8)

The wave transformation scheme proposed is shown in Figure 3-2. It is important to note
that when a wave transformation scheme is used, wave reflections may occur at both local
and remote sites. In the context of teleoperation, these waves are not desired as they would
corrupt the information and cause oscillatory behavior, creating an extra workload on the
operator in order to compensate for them. To avoid these reflections, an impedance matching
term I = b is applied [30].
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Figure 3-2: Wave transformation scheme for teleoperation [31].

Example 6. In Figure 3-3a we can see the results of applying the wave transformation in a
master-slave tracking system. The test scheme is the same as the one implemented in [9] with
the master controller is modeled as a mass-spring-damper system with a transfer function
Gm(s) and the slave Gs(s) as follows:

Gm(s) = 1
0.0175s

2 + 2.2s + 3.5 Gs(s) = 1
1.45s

(3-9)
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Figure 3-3: Master-slave tracking with delay.
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3-2-2 Data compression

In the following section, di�erent techniques to compress the haptic data without losing trans-
parency are presented. These techniques work on an event-based control approach. In order to
set the state limits described in Chapter 2, a minimum perceivable threshold (just-noticeable
di�erence (JND)) on the haptic force change is used. This follows the research performed
b E. H. Weber [33], known as Weber’s law, which states that there exists a discrimination
threshold for haptic stimuli. Based on this approach the following techniques are studied.

Deadband

Hirche et al. [34] propose a deadband algorithm based in event-based control as described in
Chapter 2. This method has two subdivisions, a constant and a relative deadband approach.
With deadband control, only relevant packages are sent over the network. In order to de-
termine which packages are relevant, a deadband is implemented by comparing the last sent
packet with the current one, if the di�erence between the current package and the previous
one falls within the deadband the packet will not be transmitted, otherwise it is transmitted
and used as a reference for the following haptic data packet.

In their research, [34], the authors show that haptic data “behaves approximately to Weber’s
law , i.e. linearly increases with the stimulus intensity”. Therefore the deadband control works
by comparing the value um,s(t≠1) with the current value um,s(t) for t≠1 > t. If the absolute
di�erence is below this deadband threshold value �, the value will not be transmitted. The
event indicator �(t) is then formulated as:

�(t) =
I

1 if |um,s(t ≠ 1) ≠ um,s(t)| Ø �
0 otherwise

where 1 indicates a packet transmission and 0 otherwise.

Constant deadband. This states that the deadband value has a constant width (hysteresis).
If the most recent transmitted value is close to the origin i.e. um,s(t ≠ 1) < �, the sign could
change, therefore as soon as it changes sign it must be transmitted. To consider this exception,
the deadband is defined as follows:

|um,s(t)| œ
I

[0, |um,s(t ≠ 1)| + �) if |um,s(t ≠ 1)| < �
[|um,s(t ≠ 1)| ± �] if |um,s(t ≠ 1)| Ø �

with this, the sign condition
um,s(t) um,s(t ≠ 1) > 0 (3-10)

between transmitted and current values is guaranteed.

Relative deadband. The width for this deadband grows linearly with the magnitude of the
value of um,s(t ≠ 1). The proportional value ‘ is a value which should be tuned for a desired
performance on the haptic interface. With this, the relative deadband value is defined by:
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�um,s(t≠1)

= ‘ · |um,s(t ≠ 1)| (3-11)

If the signal um,s(t≠1) is close to the origin, the deadband becomes infinitely small, therefore
the authors suggest a lower bound � Ø �

min

. In order to guarantee the sign consistency
argument (3-10) the relative deadband is implicitly defined by:

|um,s(t)| œ
I

[0, |um,s(t ≠ 1)| + �
min

) if |um,s(t ≠ 1)| < �
[|um,s(t ≠ 1)| ± �um,s(t≠1)

] if |um,s(t ≠ 1)| Ø �

Limitations In teleoperation applications, it is pretty common to encounter haptic devices
with two or more Degrees of Freedom (DoF), usually composed of two or more cartesian
components of the current velocity or force. The deadband approach discussed in this section
only takes into account systems with one DoF; applying it to every DoF is a straightforward
extension, however ine�cient [6]. The reason behind this is described by the authors: “if
random movements with identically distributed directions and magnitudes of forces and ve-
locities are examined, the com- ponent with the lowest magnitude and therefore the smallest
deadband is mostly responsible for packet generation.” Therefore, the number of DoFs is
inversely proportional to the performance of this approach. An extension to multiple DoF
can be found in Section B-1

Stability

Each time a packet is not sent, empty packet instances can be found at the receiver side. To
cope with this, the emptied data needs to be estimated. Under the assumption that the most
recent data ur arrived at the time t

ú = t ≠ 1 + · where · is a time delay, the reconstruction
operator can be denoted by:

ur(t) =
I

um,s(t ≠ ·) if �(t ≠ ·) = 1
’(ur(tú), t) otherwise

(3-12)

where ’(·) denotes a reconstruction algorithm.

Deadband Passivity

In order to preserve passivity of the system, an “Energy Supervised Data Reconstruction”
algorithm is implemented. The passivity observer is proposed as follows:

’(t) =
I

’np(t) if E(t) Ø 0
’p(t) otherwise

(3-13)

where ’np and ’p are a standard reconstruction strategy and a strictly passive strategy, re-
spectively. Two strategies derive from here, a Hold Last Sample (HLS) or zero order hold,
and a modified HLS (strictly passive), presented in [34] as follows:
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3-2 Intelligent Data Management 35

The communications between master and slave (um and vs respectively), are transmitted over
the network and arrive with a time delay · as shown in Eq. (3-14):

us(t) = um(t ≠ ·); vm(t) = vs(t ≠ ·) (3-14)

If no data packet has been received at the time t, corresponding to �(t ≠ ·) = 0, then the
value at the sender um(t≠·), and therefore us(t), must lie within the deadband interval. The
modified HLS algorithm:

’(us(tú), t) = us(tú) ≠ sign {us(tú)} · � (3-15)

reconstructs the missing data. As discussed before, it has a passivity preserving character
by considering the energy balance Eq. (3-18). By computing the wave value as shown in
Eq. (3-13), the reconstruction algorithm results in Eq. (3-16):

u

2

s(t) =
I

u

2

m(t ≠ ·) if �(t ≠ ·) = 1
(|us(tú)| ≠ �)2 otherwise

(3-16)

With this transformation, the power balance of the communication system is defined by:

Pc,in = 1
2

1
u

2

m ≠ u

2

s

2
≠ 1

2
1
v

2

s ≠ v

2

m

2
(3-17)

Passivity of this system is then guaranteed if

Ecf,in(t) =
⁄ t

0

1
u

2

m ≠ u

2

s

2
d· Ø 0 (3-18)

holds for the forward path and equivalently for the backward path. Therefore, taking into
account the output wave power in (Eq. (3-12)) and the reconstruction algorithm in (3-15),
yields:

u

2

s(t) =
I

u

2

m(t ≠ ·) if �(t ≠ ·) = 1
(|us(tú)| ≠ �)2 otherwise

This algorithm is interpreted by the authors as “a worst case estimation of the untransmitted
data corresponding to a minimal wave input energy assumption”, i.e. dissipating energy in
order to preserve passivity and therefore, stability.

3-2-3 Force Discrimination

The following table, obtained from [35], presents the force discrimination criteria for haptic
related activities. From here the deadband thresholds can be obtained.
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Physical property JND Experimental conditions
Force 7 ± 1% arm/forearm

ca. 15% arm, static force
ca. 10% arm/forearm [36, 37]

Movement 8 ±4% arm/forearm
Position 8 ± 2% arm/forearm
Sti�ness 23 ± 3% arm/forearm

8% pinch-fingers

Table 3-2: Perceptual discrimination thresholds JNDs for haptic-related properties

From the previous table, it can be seen that a Force discrimination of 7% ≠ 15% has been
detected. Based on these findings, the constant deadband will make use of these discrimination
rules by using a discrimination threshold of 10%.
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Chapter 4

Experimental Setup

4-1 Simulations

4-1-1 Setup

The simulator used is V-REP [38], a computer simulator developed to solve the problem
derived by the integration of actuation, sensing and control, which makes robotics systems
powerful, but complicates their simulation. This software is a versatile, scalable, yet powerful
general-purpose robot simulation framework. The main interface is shown in Figure 4-1.
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Figure 4-1: V-REP: a robot simulation framework.

4-1-2 Robot

The robot chosen for this experiments is the Pioneer P3-DX [39]. This robot is chosen because
of its wide capabilities and software interaction. A 3D model representation of this robot
comes with V-REP, allowing a more intuitive interaction with the simulator. The schematics
of the P3-DX are shown in Figure 4-2b.

(a) Pioneer P3-DX

455

62 195 

210
237 381

Dimensions (mm)

(b) Pioneer P3-DX schematics

Figure 4-2: Pioneer P3-DX

The Pioneer P3-DX’s technical specifications are listed in Table 4-1:
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Body 1.6 mm aluminum (powder-coated)
Tires Foam-filled rubber

Robot Weight 9 kg
Operating Payload 17 kg

Turn Radius 0 cm
Swing Radius 26.7 cm

Max. Forward/Backward Speed 1.2 m/s
Rotation Speed 300¶/s

Sensors 16 ultrasonic sensors

Table 4-1: P3-DX specifications

Other relevant parameters of this robot are shown in Table 4-2.

Wheel radius R 19.5/2 cm
Axis length d 38.1 cm

Table 4-2: P3-DX parameters

4-1-3 Maps

There are three maps that will be used for the simulations. They di�er from one another
based on the type of objects; obstacles besides walls should be considered for the collision
avoidance.

In Figure 4-3a we can see the first map. The starting point is illustrated by the robot’s
position and the goal is represented by the red cylinder. The size is approximately 100 m2

with a trajectory of 12 meters approximately. On the first map, no obstacles are on the
robot’s path, only walls determining the path-to-follow are used.

The maps’ complexity increases gradually for the second and third map by adding obstacles
in the shape of a sphere with radius of 0.4 meters, as shown in Figure 4-3b. This represents
the second simulated environment, the size is the same as in Figure 4-3a. Finally, the third
simulation environment is shown in Figure 4-3c. In order to increase the complexity of the
environment, the obstacle size was decreased by half, i.e. spheres with 0.2 and 0.4 meters of
radius are added in the robot’s path.

4-1-4 Controller

Autopilot

Several studies have been performed to model a human in a teleoperated-robot system loop
as the one shown in Figure 4-4 [40]. First in the automotive domain [41] on which laterial,
longitudinal, path-following, headway control and obstacle avoidance tasks are studied. Fur-
thermore, physical characteristics unique to human are described; example driver models are
generated to predict performance.
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(a) Map 1 (b) Map 2

(c) Map 3
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Experiments have shown that time delays greater than 40 ms produce degradations in per-
formance for simple positional control tasks [42]. Furthermore, reaction-time experiments
show that visual response times are about 180 ms. Comparable auditory and tactile response
times are about 140 ms [43, 44]. Therefore, the presence of these delays generate a need for a
shared-control scheme on which the operator shares the control with the collision avoidance
algorithm.

U(t) Controller
Plant
model

Feedback
model

User model

✓ u

y

Robot Model

Inner loop

Outer loop

Figure 4-4: Elements in teleoperation. The robot processes run in the inner loop, while the
operator provides control for the outer loop.

Even though the complexity of a human operator makes it hard to model it precisely, low
order models are often su�cient for several control tasks, e.g. navigation [45], in the form of
discrete-time ARX models for closed-loop control tasks. Good performance was obtained for
both models for a tracking path model, however no testing has been performed for collision
avoidance.

In the paper written by Arif and Innoka [46] experiments have been done to study the human
capability to perform tasks by learning iteratively. It is concluded that the human operator
performs the repetitive task by modifying his control action using the perception of error
and error rate, in each iteration. Therefore, it becomes reasonable to implement an autopilot
through the implementation of a feedback control scheme. The chosen controller therefore
is a PD controller based on the orientation error ek = “ ≠ Ï̂R, where “ is the output of the
collision avoidance systems described in Section 3-1, and Ï̂R is an estimation of the current
robot’s orientation.

From Eq. (4-2), we have the desired angular velocity as a function of the error. This value
becomes an input for the P3-DX block and through Eq. (4-1) and the values in Table 4-2, the
angular velocity for each of the wheels of the di�erential drive robot is computed. This creates
a new orientation Ï̂R. The block diagrams for such a structure are shown in Figure 4-5.

Êr = 2v + Êd

2R

Êl = 2v ≠ Êd

2R

(4-1)
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PD P3-DX
“

ek w

Ï̂R

≠

Figure 4-5: Autopilot PD control

ek = “ ≠ Ï̂R

Ï̇ = Ê

Ê = KP · ek + KD · ėk

(4-2)

where KP , and KD are the PD gains.

The values for each of the PD gains were based on the Ziegler-Nichols ultimate sensitivity
method [47]. Several revisions have been made to this method [48, 49]. However, these revised
methods are intended for auto-tuning controllers, which lie out of the scope of this project.
The Ziegler-Nichols parameters are shown in Table 4-3.

Type KP TI TD

P 0.5 kc

PI 0.4 kc 0.8 Tc

PID 0.6 kc 0.5 Tc 0.125 Tc

Table 4-3: Ziegler-Nichols ultimate sensitivity method

where Tc is the ultimate period and kc is the critical gain. After online tuning the PD
controller using the non-parametric tuning methods [50], the resulting gains are shown in
Eq. (4-3), the system’s behavior under a step input is shown in Figure 4-6. It can immedi-
ately be seen that the controller performance shows undershoot, which is desired as minimal
overshoot could represent a risk situation; studies in human behavior while steering show
this kind of behavior for human operators [51, 52]. The controller yields the values shown in
Table 4-4.

Rise time 1.6 [s]
Overshoot 0%

Settling time 2.8 [s]
Steady-state error 0.01 [rads]

Table 4-4: Transient response with PD control.

KP = 3 (4-3)
KD = 0.2
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Figure 4-6: Step response with PD control

Force to velocity mapping

Due to the properties of the wave variables and to implement the force feedback in the setup,
the scheme used in Figure 4-7 is implemented. Here, as it can be seen, a simulated steering
wheel is used to map the feedback force Fm to a velocity ẋFm (similar to the implementation
in [53]), which is then added to the velocity vref provided from the Automata, which results
in the velocity ẋm, which is sent over the communication channel.
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Figure 4-7: MATLAB block description

4-1-5 Algorithm-specific parameters

4-1-6 Parametric Risk Field

To take into account the data provided by the sensors, a gain-matrix K is defined as K =
[0.06 0.2 0.5 1 1 0.5 0.2 0.06 ] and – = 0.1, this represents a collision avoidance seeking
behavior.
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Vector Field Histogram +

As suggested by the authors in [17], in order to select the steering direction a good set of
parameters for a goal-oriented mobile robot is: µ

1

= 5, µ

2

= 2, and µ

3

= 2.

4-1-7 Wave transformation

The virtual impedance parameter b was selected as b = 10.

4-1-8 Complete setup

The pose of the robot
1
[xo, yo, ÏR]T

2
and the feedback force Fs are the inputs for the

controller shown in Figure 4-7. A predefined goal location is used for the autopilot. Based
on this data, the direction is determined using the algorithms discussed in Section 3-1. The
controller works based on the orientation error, which is computed and then fed to the PD
controller which converts this error into a desired angular velocity Êm. The linear velocity
of the robot, ẋm is computed as the di�erence of the reference velocity vref , that comes
from the Automata in Figure 3-1, and the velocity resulting from the feedback force ẋFs ,
obtained by mapping the force Fs to ẋs through a simulated steering wheel with a mass
of 1 kg. The deadband compression algorithm is applied and two conditions are derived
from it, i.e. whether or not the value must be sent. If no value is sent, the returning wave
vm(t ≠ ·) = vm(tk ≠ ·), i.e. the previous received value. Once all the subsystems have been
explained, the block diagram in Figure 4-8 shows the complete test setup.
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Figure 4-8: Teleoperation and collision avoidance implementation

4-2 Experiments

Data Collection

The data to be captured for each of the experiments is described in Table 4-5:
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No. Variable Units Characteristics
1. Bandwidth bits per second Required communication capacity
2. Standard deviation (‡) Quality of data
3. Variance (Var) Quality of data
4. Mean time seconds Simulation time
5. Reduction % Reduction percentage
6. Collisions % Percentage of simulations stopped by collisions

Table 4-5: Simulation data definition

The bandwidth value resembles the amount of data created per second. It is computed by
storing the data that needs to be sent over the communication channel, i.e. the angular
velocity Êm. This still needs to be inserted in a packet and sent over the communication
network; the size of this packets varies depending on the communication architecture and
security, therefore only the data created by the algorithm is analyzed. The source figures for
the dataset here capture are presented in Section A-1.

4-2-1 Simulation sets

In order to obtain datasets of required transmitted data and system’s performance for com-
parison, the scheme shown in Figure 4-8 is used in di�erent simulations.

In order to test the performance of the system under delay, a delay · = 200 ms is introduced
as shown in Figure 4-8. To test the compression algorithms, the deadband approach is applied
to the feedback force Fs, as shown in Figure 4-8. This feedback force is intended to be applied
to a haptic controller, i.e. a steering wheel with force feedback. The characteristics of each
of the simulations are explained below:

• No delays - No compression The first simulation set will be ran with · = 0, i.e.
the ideal case with no delays on the communication channel and a relative deadband
�um,s = 0, i.e. no compression. A set of 20 simulations are performed for each of the
maps.

• 200 ms of delay - No compression a delay · = 200 ms is introduced in order to test
the performance of the system under such circumstances. The relative deadband value
remains equal to zero.

• 200 ms of delay + Compression The delay is kept at · = 200 ms and the compression
is tested with two algorithms:

– the relative deadband value �um,s = 0.2 ◊ |um,s(t ≠ 1)|.
– the constant deadband value �um,s = 0.1, which accounts for a 10% di�erence in

the force Fs, lining up with the data on Table 3-2.

• 200 ms of delay + Compression + measurement noise Here, measurement noise
d is introduced on the sensors as shown in Figure 4-9 to generate obstacle uncertainty
and measure the system’s performance. The reason to test the system’s performance
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under such uncertainties is to take into account some possible remote environmental
characteristics that may a�ect the sensor’s performance, e.g. UV rays, high vibrations,
etc. The noise is composed of a normal distribution of random values in the following
sets:

1. |d| Æ 0.01 m
2. |d| Æ 0.05 m
3. |d| Æ 0.1 m

4. |d| Æ 0.25 m

5. |d| Æ 0.5 m
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Figure 4-9: Measurement uncertainty on the sensors
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Chapter 5

Results and Discussion

5-1 Results

5-1-1 Benchmark dataset

As discussed before, this simulation set is executed under ideal circumstances, i.e. without
delays or compression algorithms. The results show that both algorithms create the same
amount of data (a bandwidth of ¥ 630 bits per second (bps) is required) and therefore a
comparison after the compression algorithms are applied will be based in this number. The
complete results are shown in Table 5-1 to 5-3. It can be clearly noted that as the complexity of
the map increases, so does the simulation times (going from 24 [s] up to 33 [s]). Furthermore,
there is a noticeable increase in the time for the Vector Field Histogram + (VFH+) algorithm.

Variable PRF VFH+
Bandwidth 631 b/s 634 b/s

(‡) 3.76 2.01
Var 14.13 4.07

Time 23.67 s 23.73 s
Reduction N/A N/A
Collisions 0% 0%

Table 5-1: Simulation results for Map 1

Variable PRF VFH+
Bandwidth 621 b/s 633 b/s

(‡) 3.38 6.06
Var 11.45 36.81

Time 24 s 26.29 s
Reduction N/A N/A
Collisions 0% 0%

Table 5-2: Simulation results for Map 2
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Variable PRF VFH+
Bandwidth 622 b/s 634 b/s

(‡) 3.72 1.4455
Var 13.39 2.09

Time 25.82 s 33.53 s
Reduction N/A N/A
Collisions 0% 0%

Table 5-3: Simulation results for Map 3

5-1-2 Performance with delay

Once a delay · = 200 ms in the communication channel has been introduced, the system’s
performance is measured again, this time the number of trials were reduced from 20 to 10 due
to computation times. If a collision occurred during the testing, the simulation is stopped
and registered as unsuccessful due to collision. The results collected for the simulation with
delay for both algorithms behave similarly to the results without delay. This was expected
due to the passivity properties of the wave transformation. The bandwidth remains bounded
(in the neighborhood of 630 bps) and simulation times below 30 seconds. Here, the VFH+
algorithms continues to represent higher simulation time in comparison to the Parametric
Risk Field (PRF) algorithm. These results are shown in Table 5-4 to 5-6.

Variable PRF VFH+
Bandwidth 630 b/s 632 b/s

(‡) 4.12 8
Var 16.98 64

Time 24.34 s 23.64 s
Collisions 0% 0%

Table 5-4: Simulation results for Map 1

Variable PRF VFH+
Bandwidth 622 b/s 634.29 b/s

(‡) 4.66 5.22
Var 21.71 27.30

Time 24.5 s 27.58 s
Collisions 0% 0%

Table 5-5: Simulation results for Map 2

Variable PRF VFH+
Bandwidth 624 b/s 635.85 b/s

(‡) 2.13 1.65
Var 4.55 2.2842

Time 25.55 s 33.85 s
Collisions 0% 0%

Table 5-6: Simulation results for Map 3

5-1-3 Delay + Deadband

Once the system’s behavior under delay was assessed, two passivity-based compression meth-
ods are applied in order to verify their performance and the whole system’s performance: a
relative deadband of �um,s = 0.2um,s(t ≠ ·) and a constant deadband �um,s = 10%Fm,s are
used on the feedback force FS .
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Relative Deadband

Following the conclusions of [34], the relative deadband shows compression rates of 95%≠97%
for the PRF algorithm; the VFH+ paired up with the relative deadband has a compression
rate of 42% ≠ 53.5%. The results are shown in Table 5-7 to 5-9.

Table 5-7 to 5-9 are for the Relative Deadband while Table 5-10 to 5-12 show the data for
the Constant deadband compression method.

Constant Deadband

A constant deadband of 10% of the feedback force is used following the just-noticeable di�er-
ence (JND) in Table 3-2 as discovered by [36, 37]. The performance of the constant deadband
compression method for both the PRF and the VFH+ algorithms remains similar to the
previous algorithm. These results are shown in Table 5-10 to 5-12.

Variable PRF VFH+
Bandwidth 29.12 b/s 366.62 b/s

(‡) 1.94 11.10
Var 3.79 123.40

Time 23.94 s 24.96 s
Reduction 95.26% 41.94%
Collisions 0% 0%

Table 5-7: Simulation results for Map 1

Variable PRF VFH+
Bandwidth 23.33 b/s 293.11 b/s

(‡) 9 14.37
Var 81 206.63

Time 24.5 s 27.58 s
Reduction 96.25% 53.79%
Collisions 0% 0%

Table 5-8: Simulation results for Map 2

Variable PRF VFH+
Bandwidth 18.1 b/s 295.44 b/s

(‡) 2.82 7.27
Var 7.99 52.83

Time 25.55 s 33.85 s
Reduction 97.10% 53.54%
Collisions 0% 0%

Table 5-9: Simulation results for Map 3

Variable PRF VFH+
Bandwidth 29.12 b/s 388.85 b/s

(‡) 1.94 15.65
Var 3.79 245

Time 23.94 s 25.27 s
Reduction 95.26% 38.53%
Collisions 0% 0%

Table 5-10: Simulation results for Map 1

Variable PRF VFH+
Bandwidth 23.33 b/s 348.3 b/s

(‡) 9 24.55
Var 81 603

Time 24.5 s 26.56 s
Reduction 96.25% 44.40%
Collisions 0% 0%

Table 5-11: Simulation results for Map 2

Variable PRF VFH+
Bandwidth 18.1 b/s 303 b/s

(‡) 2.82 10.96
Var 7.99 120.3

Time 25.55 s 31.71 s
Reduction 97.10% 52.25%
Collisions 0% 0%

Table 5-12: Simulation results for Map 3
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5-1-4 Performance under measurement noise

The results to be evaluated in this section are mainly the results obtained through the force
feedback algorithm under high measurement noise circumstances, as explained before. The
results are shown in Table 5-13 and 5-14 for the PRF algorithm and Table 5-15 and 5-16 for
VFH+.

The robustness of both algorithms was tested here, and the performance decreased as the
uncertainty increased as collisions appeared in the simulations. The collisions happened
more often with objects in the environment and not with the surroundings, i.e. the walls.
Both algorithms exhibited the same behavior under 0.5 [m] of uncertainty for the sensors:
unavoidable collisions.

Uncertainty CR RR CC RC

0.01 m 0% 95% 0% 93.7%
0.05 m 10% 95% 0% 93.48%
0.1 m 0% 93.9% 0% 91.17%
0.25 m 100% 75% 100% 80.85%

0.5 100% 76% 100% 69.74%

Table 5-13: Results for Map 1 with PRF.

Map 2 Map 3
Uncertainty CR RR CC RC CR RR CC RC

0.01 m 0% 97.24% 0% 95.76% 0% 96.81% 0% 95.80%
0.05 m 0% 96.6% 0% 94.82% 0% 96.82% 10% 95.23%
0.1 m 20% 94.9% 0% 93.16% 70% 94.88% 70% 87.94%
0.25 m 100% 81% 100% 79.82% 100% 72% 100% 79%

0.5 100% 78% 100% 70.56% 100% 78.82% 100% 76%

Table 5-14: Results for Map 2 and Map 3 with PRF.

Uncertainty CR RR CC RC

0.01 m 0% 42% 0% 42.57%
0.05 m 0% 39.73% 0% 42.88%
0.1 m 0 % 42.58% 0% 46.93%
0.25 m 10% 53.6% 10% 62.7%

0.5 60% 60% 40% 73%

Table 5-15: Map 1 with VFH+.
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Map 2 Map 3
Uncertainty CR RR CC RC CR RR CC RC

0.01 m 0% 49.70% 0% 50.63% 0% 50.73% 0% 44.68%
0.05 m 0% 44.15% 0% 47.05% 10% 47.70% 0% 42.07%
0.1 m 20% 40% 0% 42.40% 20% 41% 0% 41.72%
0.25 m 30% 47% 0% 48.88% 20% 43.27% 20% 49.81%

0.5 90% 56% 100% 56% 90% 56% 100% 58.5%

Table 5-16: Results for Map 2 and Map 3 with VFH+.

5-2 Discussion

5-2-1 Virtual forces

Throughout the experiments, the two di�erent methods to create virtual forces, PRF and
VFH+ have been assessed under close-to-real deployment circumstances. As the purpose of
the virtual forces is to provide with an insight of the remote environment to the operator in
order to avoid collisions, robustness of such an algorithm is appreciated.
From the previous experiments it can easily be observed that the compression rates are greater
for the PRF algorithm in comparison to the VFH+. Upon examination of the forces created
(see Figure 5-1 for a reference), it can be seen that the virtual force created by the PRF
algorithm is smoother than the one created through the VFH+ algorithm. Therefore, greater
compression rates are expected for this method.
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Figure 5-1: PRF (left) vs. VFH+ (right) virtual force
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5-2-2 Compression methods

Benchmark set As seen in Table 5-1 to 5-3, the first experiment successfully creates a bench-
mark dataset. The information created in each of the three experiments is close enough to
each other to work as a reference to compare the data savings when applying the compression
methods. An average of 630 bits per second is created as a feedback force. The standard
deviation for the bandwidth is ‡ Æ 0.95, which further indicates a trustworthy measure.
Therefore, any reduction on the 630 bps benchmark is considered as an improvement in the
following experiments.

Delay management While testing the system’s performance over a delayed communication
channel, the system’s performance decrease is barely noticeable. Tables 5-4 to 5-6 show
the stability properties derived from the domain switch to the wave-variables domain, as
the data captured remains closely to the benchmark set in Section 5-1-1. Up to this point,
no compression algorithms have been implemented. Simulation times vary slightly without
making them highly relevant.

Compression The data presented in Table 5-7 to 5-9 show how an event-based control ap-
proach, i.e. the relative deadband approach, greatly decreases the amount of data created for
the feedback force. The action the deadband takes upon the feedback force can be considered
similar to a low-pass filter. As an example, in Figure 5-2 the comparison between the force
feedback created at the robot’s side vs. the force feedback applied to the steering wheel is
shown; clearly resembles a low-pass filter.

Time [s]
16 16.1 16.2 16.3 16.4 16.5 16.6 16.7 16.8 16.9 17

F
o

rc
e

 [
N

]

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

Original
Compressed

Figure 5-2: Deadband compression in action

From the tables, it is obvious how the compression achieves better results with the PRF
algorithm when compared to the VFH+ algorithm, going from 95%+ of compression rates, in
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words this means that 95% of the original data is discarded. These results were achieved under
ideal circumstances, i.e. no measurement noise d. To further test the system’s performance
under closer-to-real circumstances, a disturbance is added and evaluated next.

5-2-3 Robustness

The results for the system’s performance under high measurement uncertainty as described
in Section 4-2-1. Here the collision and compression rates are the basis for the evaluation.

Following the performance in the previous simulations with ideal measurement conditions, the
compression is highest with the PRF algorithm. However, this algorithm does not perform
well under high measurement uncertainties, d Ø 0.1m: the algorithm cannot distinguish
properly between measurement noise and obstacles in the environment and therefore shows
a less-smoother trajectory which ends up in a collision for d Ø 0.25 [m]. It is also observed
that the compression rates decrease greatly under high uncertainty as the force’s fluctuation
frequency increases dramatically as a consequence of the noise.

The VFH+ algorithm is able to handle the uncertainty and avoid collisions better than the
PRF and up to an uncertainty of d Ø 0.5m. Data compression rates remain constant for the
VFH+ algorithm (ranges between 40% to 50% of compression rates).

While there is a performance deterioration in comparison to the previous experiments under
ideal circumstances, the VFH+ certainty-based grids clearly outperforms the PRF under high
measurement uncertainty, based on the collision rate.
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Chapter 6

Conclusions and Recommendations

6-1 Conclusions

Based on the results of the previous chapter, the following comparison between the collision
avoidance algorithms can be derived:

• The Parametric Risk Field (PRF) algorithm generates a smoother feedback force, which
based on the compression characteristics of the event-based control algorithm, i.e. dead-
band, a smoother function allows for greater compression.

• Both methods are able to create scalable forces, therefore adjustments can be performed
in order to suit specific haptic feedback controllers and fitted to operator’s preferences.

• The domain switch from the Mechanical domain (forces and velocities) to the wave-
domain (u and v) based in the passivity-preservation scheme, is less influenced by dis-
tortions created by the delays in the communication channel and therefore, is able to
perform under delay up to 200 [ms].

• Under low uncertainty (d Æ 0.1 [m]) the PRF algorithm is best suited as it achieves
better compression rates, and a smoother feedback force generation. If high uncertainty
(measurement noise) is present, the PRF is no longer the best suitable option, as it
cannot eliminate the e�ect of the disturbance d properly, and therefore the Vector Field
Histogram + (VFH+) algorithm becomes a viable option.

• There is a trade-o� on the performance in high uncertainty (VFH+ algorithm) and the
compression rates (achieved with the PRF algorithm.

The implementation of the VFH+ algorithm as a force feedback generator yielded promising
results. The compression rates can be increased through passive compression methods as the
ones presented in Section B-1-2. The next step for this algorithm is to be implemented in a
real setup and measure the performance with an operator, specifically workload and ease of
use, in order to line up with the goals of this project.
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6-2 Recommendations

Force magnitude In the experiments used for this project, the force magnitude was selected
from 0 to 1 for as an example and to lower the computational requirements, however in a
physical implementation of the methods here discussed, a proper scalability for the force must
be performed prior its use. The output of the feedback force algorithms here discussed can
easily fit any force magnitude and resolution of the haptic controller.

Because the feedback force generated by the two algorithms here compared di�er in the
smoothness, it is interesting to compare the workload on the human operator due to this
feedback force.

Bandwidth requirements As discussed before, the results here analyzed only take into ac-
count the information generated by the algorithm, without taking into account TCP/IP or
similar communication protocols for the communication, as they depend on the properties
of specific communication methods and security protocols. The data savings here exposed
follow a scenario on which the communication protocols are already implemented for other
data (e.g. audio and/or video streams) and haptic data is attached to them, representing
savings on the haptic data communication.

Deadband extension to multiple Degrees of Freedoms (DoFs) The scope of this project
was to test these algorithms on robots that are part of the Special Euclidean group SE(2),
i.e. with three DoF. This setup required a 1 DoF deadband implementation. Research
has been done regarding the extension of these compression algorithms to multiple DoFs,
e.g. the multi-dimensional approach proposed in [6], based on the validity of a straight-
forward extension of Weber’s Law to multiple dimensions. In two dimensions, the deadband
then becomes a circular area. In 3-D, a spherical volume element serves as the deadzone p

(multiple-dimension deadband). The new criterion for transmission is based in vectors vi and
vc, denoted in bold letters; d represents the magnitude of their di�erence. Accordingly, the
deadzone criteria reads as follows:

d = |vi ≠ vc|
d Æ p · |vi| æ Do nothing
d > p · |vi| æ Transmit new vector vc

(6-1)

An extended explanation can be found in Section B-1.

Delays The domain transformation resulted in a system that is able to perform normally
under delays up to 200 [ms]. However, it would be interesting to study the behavior of the
system with higher delays. The virtual impedance b used in the wave transformation could
be increased, resulting in a faster system that could perform under higher communication
delays, however the system’s stability should be studied and the energy function monitored.
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Appendix A

Figures

A-1 Experimental Figures

A-1-1 Benchmark dataset

The following figures show the bandwidth used by each one of the simulations with ideal
circumstances, i.e. without noise nor delays on the communication channel. Figure A-1
shows the bandwidth for the Parametric Risk Field (PRF) algorithm while Figure A-2 shows
the Vector Field Histogram + (VFH+) algorithm.
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Figure A-1: Bandwidth required for the PRF algorithm.
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Figure A-2: Bandwidth required for the VFH+ algorithm.

A-2 Compression rates

In the following Figures, comparisons between the uncompressed and compressed data are
shown. Lining up with the results achieved in Chapter 5.
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Figure A-3: Compression achieved (in yellow) for the PRF algorithm with delay · = 200 [ms].
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Figure A-4: Compression achieved (in yellow) for the VFH+ algorithm with delay · = 200 [ms].

A-3 Force feedback

In this section, examples of the generated feedback force Fs under di�erent circumstances are
shown.
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Figure A-5: Feedback force and compression for the PRF (left) and VFH+ (right) algorithms
with delay · = 200 [ms].
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Figure A-6: Feedback force and compression for the PRF (left) and VFH+ (right) algorithms
with delay · = 200 [ms] and uncertainty d Æ 0.10 [m].

Raziel Ivan Gonzalez Ramirez Master of Science Thesis



Appendix B

Elaboration in future work

In this section, an elaboration on the tools used throughout the project is included. These
tools were not used in the current project as they fall out of the scope of it, however they are
relevant for future work on this project as they would provide tools to extend the project into
other tasks such as dexterous tasks.

B-1 Deadband

B-1-1 Deadband extension to multiple Degrees of Freedom

To overcome this limitation, a multi-dimensional approach is proposed in [6], based on the
validity of a straight-forward extension of Weber’s Law to multiple dimensions. In two di-
mensions, the deadband then becomes a circular area as shown in Figure B-1. In 3-D, a
spherical volume element serves as the deadzone p (multiple-dimension deadband). The new
criterion for transmission is based in vectors vi and vc, denoted in bold letters; d represents
the magnitude of their di�erence. Accordingly, the deadzone criteria reads as follows:

d = |vi ≠ vc|
d Æ p · |vi| æ Do nothing
d > p · |vi| æ Transmit new vector vc

(B-1)
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vi - vc
p · |vi|

Deadzone  p = 25%

vc

vi

α

vi

vc

vi vi
vi

vi
vi

vc vc

vc Do nothing

Transmit new value

Deadzone p = 25%

Figure B-1: Two-dimensional deadband (deadzone)

To compute the deadzone, the size of the circle depends on the length of the vector vi and
the maximum of the angle – depends on the deadzone factor p. The angle – then reaches its
maximum when vc is tangential to the deadzone circle, as shown in Eq. (B-2)

vc‹vi ≠ vc

and
|vi ≠ vc| = p · |vi|

(B-2)

If p << 1 is assumed, –max can be computed as shown in Eq. (B-3):

sin –max = |vi ≠ vc|
|vi| = p · |vi|

|vi| = p

–max = arcsin p,

(B-3)

and therefore |vc–max
| would be:

cos –max =
|vc–max

|
|vi|

|vc–max
| = cos –max · |vi|
= cos (arcsin p) · |vi|

(B-4)

Eq. (B-4) shows that the magnitude of a sample two-Degrees of Freedom (DoF) variable is not
relevant, once it changes its direction by –max, an update will be sent. Hence this algorithm
is magnitude-independent, an important property of the isotropic deadzone applicable to this
project, as the two DoFs considered here involve di�erent magnitudes, m/s for v and rad/s

for Ê.
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B-1-2 Passive compression methods

Model-Based prediction

To further on reduce the transmitted packets, a linear signal prediction is used in both sides of
the teleoperation system as shown in Figure B-2. On the operator’s side, a force predictor is
used to estimate the future force values based on interpolation, on the teleoperator (robot’s)
side, the predictor uses the sent values, an extrapolative method. These methods are further
on discussed in Section B-1-2. As an example, the authors of [6] propose the following linear
predictor (B-5):

vi =

Y
]

[
v

new

value sent/arrived
vi≠1

+ vnew≠1≠vnew≠2
tnew≠1≠tnew≠2

· (ti ≠ ti≠1

) else
(B-5)

HSI

Prediction
model

Deadband

Prediction
model

Prediction
model

Deadband

Robot

Position + Velocity

Prediction
model

Force

Figure B-2: System with deadzone and model-based prediction

Lossy compression methods

Passive interpolative downsampling Kuschel et al. [54], present two lossy-data-compression
(LDC) algorithms, these are a frame-based passive interpolative downsampling (iDS) and a
sample-based passive extrapolative downsampling (eDS). In order to apply these algorithms,
the authors make use of scattering techniques described below in Section 2-6. These methods
make used of an energy-supervision function to preserve stability of the system.

Interpolative Compression Stategy The main idea behind this method, is to approximate
the original signal by its mean value, i.e. a number of kF samples are accumulated to a frame,
then the parameter vector p is replaced by a single element, which corresponds to its mean
value (Eq. (B-6)) within the interpolation frame tF and the resulting value is transmitted
over the network.

Master of Science Thesis Raziel Ivan Gonzalez Ramirez



64 Elaboration in future work

p = 1
TF

⁄ tj+TF

tj

ur(t) ’tF = [tj , tj + TF ] (B-6)

where TF is an induced delay and it is defined as:

TF = kF

fs
(B-7)

where fs is the sampling frequency and tj the starting time of the frame j. It becomes
obvious then, that the compression rate of communications is defined as CRiDS = kF : 1.
This resembles a low-pass filter. Interpolating with the mean value yields minimal energy if
the waves remain constant, making the passivity condition in Eq. (2-41) true, and therefore
guaranteeing stability of the system. Therefore, a condition that should be monitored for the
iDS (an extension of Eq. (2-41)) is shown in Eq. (B-8):

⁄ tj+TF

tj

u

2

s(t)dt Ø
⁄ tj+2TF +·

tj+TF +·
u

2

m(t)dt (B-8)

The compression method relies on the size of the vector kF : the longer it is, the higher the
compression rate CR, however, as shown in Figure B-3, there exists an induced delay TF (B-7)
and a reduction on the system’s transparency; there is a trade-o� between the compression
and the transparency.
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Figure B-3: Principle of interpolative compression iDS.

The advantages of this method in comparison to the Deadband method shown in Section 3-2-2
are:

• Freely adjustable data rate, i.e. the size of kF and the sampling frequency fs can be
adjusted to satisfy communication and bandwidth limits,

• arbitrary algorithms, apart from the mean value, can be used as long as the energy
output condition in Eq. (B-8) is satisfied.
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Extrapolative Compression Strategy This strategy estimates future samples up to an esti-
mation horizon TEH ; this method resembles Model Predictive based controllers, without the
need of a model. It works as follows: a number of kEH are estimated and an encoded signal
is constructed based on assumptions, resulting in a parameter vector p which is sent over the
network and reconstructed by the decoder. For every kEH samples, the estimation for the
following kEH values is computed. The extrapolation horizon is computed in a similar way
as the induced delay in the iDS method:

TEH = kEH

fs
(B-9)

The compression principle is shown in Figure B-4.

Figure B-4: Principle of extrapolative compression strategy: eDS.

Similar to the iDS method, the passivity condition derived from Eq. (2-41) is shown in Eq. (B-
10).

⁄ tj

0

u

2

rdt ≠
⁄ tj+T

0

u

2

l dt Ø
⁄ tj+TEH+T

tj+T
u

2

l dt (B-10)

The main idea of this algorithm is to extrapolate the future signal by a single value. There
are two possibilities: if the last value measured satisfies the passivity criterion (B-10), then it
is considered as extrapolation through the extrapolation horizon. If on the other hand, the
passivity criterion does not hold, i.e. energy was created, then a value reduced in energy is
computed such that (B-10) holds. Therefore the active passivation is defined as:

pg,l =
I

ur(t ≠ 1) if (B ≠ 10) holds
ur such that (B-10) holds

’t = [tj , tj + TEH ] (B-11)
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B-2 Traps and Virtual Force Fields

Virtual Force Field (VFF) algorithms such as the Parametric Risk Field (PRF) have one
drawback: potential traps. Research on these kind of traps [12, 55] has been performed and
throughout the research the following traps were derived:

1. Trap situations due to local minima. This trap may occur when the robot runs
into a dead end.

2. No passage between closely spaced obstacles. When the robot attempts to go
through to closely positioned obstacles, the repulsive forces generated by them cause an
oscillation in the robot, rendering it di�cult to control.

3. Oscillations in the presence of obstacles.

4. Oscillations in narrow passages.

Because of the shared-control approach in this project, these traps are negligible, however
looking forward to a supervisory-control scheme on which the human operator will only in-
teract with the robot when required, these traps must be taken into account. Below, an
introduction to the potential solutions for these traps are presented.

B-2-1 Virtual Force Fields with Traps

In order to research further on methods that will provide a solution to the aforementioned
traps, [55] take a deep look into mobile robot path planning and its application. To achieve
this, the relative distance between the robot and the goal is also taken into account. This
problem is then denoted as Goal Non Reachable with Obstacle Nearby (GNRON). This
problem is due to the fact that as the robot approaches the goal, the repulsive potential
increases as well in the presence of obstacles. To counteract this, a new repulsive potential
function is constructed, taking into account the relative distance to the goal. Even though the
proposed potential function assures that the goal is the global minimum of the total potential,
it cannot eliminate other local minima due to obstacles between the robot and the goal.

B-2-2 Virtual Force Fields with Traps: Wall Follow Method

study the various VFF traps for automated navigation and finally present a plausible solution
to the trap problems, this is by an trap-detection algorithm. This algorithm works by simply
monitoring the speed of the robot. If the robot is caught in a trap, the speed will become
zero. In a dynamic system, the robot will either oscillate or run in a closed loop. Therefore,
the authors’ proposition is to monitor the robot-to-target direction. If this direction is greater
than 90¶, the robot is moving away from the target and is likely to get trapped. Once this
condition is detected, the robot switches to a recovery algorithm, namely the Wall-Following
Method (WFM). This will allow the robot to follow the contour of the obstacle until it starts
heading back into a direction less than 90¶ o�-target.
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Throughout the experiments, this new algorithm presented promising results until more than
one trap was detected. In given case, the authors came with another method. Two possible
WFMs can be used: L- or R-mode, i.e. when the robot follows a wall to its left or to its
right. In a given run, the robot can select either method for the first trap situation, but then
it must stick to the selected method for the whole run.

One last exception addressed by the authors is when the robot is on a WFM on an inside wall
of a closed room. In this case the robot will follow that wall indefinitely since the condition
to leave the WFM will never be reached. To detect this situation, the sum of the changes
of the target direction (angle) is monitored. Therefore, when this summation is greater than
360¶ indicates that the robot has traveled at least one full loop around the target (and is
currently on a trap). Once this is detected, the robot is forced out of the WFM and back into
the normal target pursuit.
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List of Acronyms

UAV Unmanned Aerial Vehicle

AFF Artificial Force Field

GPF Generalized Potential Field

PRF Parametric Risk Field

VFF Virtual Force Field

GNRON Goal Non Reachable with Obstacle Nearby

WFM Wall-Following Method

OG Oil and Gas

HLS Hold Last Sample

LDC lossy-data-compression

iDS passive interpolative downsampling

eDS passive extrapolative downsampling

HSSE Health, Safety, Security and Environment

VFH Vector Field Histogram

VFH+ Vector Field Histogram +

RCP Robot Center Point

DoF Degrees of Freedom

HSI Human-System Interface

ZOH Zero Order Hold
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74 Glossary

IH Impulse Hold

JND just-noticeable di�erence

bps bits per second
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