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A B S T R A C T

Byzantine consensus protocols are designed to build resilient systems to achieve
consensus under Byzantine settings, maintaining safety guarantees under any net-
work synchrony model and providing liveness in partially or fully synchronous
networks. However, several Byzantine consensus protocols have been shown to vio-
late liveness properties under certain scenarios. Existing testing methods for check-
ing the liveness of consensus protocols check for time-bounded liveness violations,
which generate a large number of false positives.

In this thesis, for the first time, we check the liveness of Byzantine consensus pro-
tocols by the temperature and lasso detection methods and precisely detail ad-hoc
system state abstractions that should be used to test these algorithms. We pro-
vide a theoretical analysis of the recently-published safety and liveness attacks and
whether the existing test method is able to detect them. To investigate the issues,
we focus on the streamlined blockchain consensus, particularly the HotStuff proto-
col family, which has been recently developed for blockchain consensus. Among
these protocols, the HotStuff protocol itself is both safe and live under the partial
synchrony assumption, whereas 2-Phase Hotstuff and Sync HotStuff protocols can
violate liveness in subtle fault scenarios. We implemented our liveness checking
methods on top of the Twins automated unit test generator to test the HotStuff pro-
tocol family and explored the scenarios with message delay. Our results indicate
that our methods successfully detect all known liveness violations and produce
fewer false positives than the bounded liveness checks.

Keywords. Liveness checking, Byzantine consensus, HotStuff protocols, Twins,
Lasso detection, Temperature checking.
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1 I N T R O D U C T I O N

Fault tolerance is a crucial component required for providing reliable large-scale
distributed services. Significant work has been done to ensure high-performance
systems resilient to crash bugs and robust to be deployed. Nevertheless, distributed
systems that guarantee high security against malicious Byzantine faults [40], con-
tinue to pose intriguing challenges to academia and enterprise-level applications.

Byzantine Fault Tolerance (BFT) is a paradigm that gives distributed systems the
ability to tolerate a limited proportion of arbitrary faults (i.e., Byzantine faults) such
as equivocation (i.e., sending conflicting messages to different nodes) and loss of in-
ternal state. Most BFT protocols utilize State Machine Replication (SMR) on multiple
replicas, enabling them to tolerate up to a limited proportion of arbitrary faults. In
particular, BFT consensus protocols aim at solving the consensus problem among
n nodes that might include up to f faulty nodes. BFT consensus protocols aim at
ensuring the safety and liveness properties. Safety ensures that the correct nodes
always decide on the same value, while liveness ensures that the protocol always
eventually progresses.

Practical Byzantine Fault Tolerant (PBFT) [17] has been long-termly regarded as a
cornerstone of Byzantine protocols. It is a voting-based algorithm similar to Paxos
[38]. PBFT has inspired numerous follow-up protocols aimed at improving perfor-
mance and security [66]. Zyzzyva [37] achieves better performance and throughput
by utilizing speculative execution. Tendermint [11] features a communication pat-
tern similar to PBFT but employs gossip-based communication, reducing overhead.
HotStuff [65] achieves a similar linear view change property that permits an hon-
est leader to drive a decision within linear time complexity, attaining optimistic
responsiveness, where any correct designated leader only needs the first quorum of
responses to progress to the next proposal.

Guaranteeing the liveness of a BFT consensus protocol is a difficult and error-
prone process. For example, 2-phase HotStuff is a consensus protocol that Yin
et al. discuss for pedagogical purposes and that could initially be considered
live [65]. However, a particular scenario is shown to prevent the system from mak-
ing progress, as nodes alternatively vote on two conflicting blocks. A similar attack
called the force-locking attack [46], breaks both the safety and the liveness of a pre-
liminary version of the Sync HotStuff protocol by maliciously delaying messages.
These examples of liveness violations call for effective testing methods that will
assist researchers and developers in detecting and tracing them.

However, testing and verifying the correctness of a consensus protocol remains
a complex and challenging task, particularly given the dynamic and intricately dis-
tributed nature of such systems. Previous testing works on consensus have mostly
focused on analyzing crash-tolerant protocols. For example, Jepsen testing tool [43]
simulates network partitions for distributed systems, and it has detected several
consensus violations [33, 34, 31]. Twins [7] is one of the few testing systems that
have been specifically designed to test the safety of BFT consensus protocols under
Byzantine scenarios. Twins can detect safety violations using scenarios that involve
only a few communication rounds. However, most existing testing systems do not
check for liveness violations, which require the generation of infinite executions.

A common approach to finding liveness violations is to check for bounded live-
ness, i.e., checking whether the properties are satisfied within a bounded amount
of time[32, 48]. To do so, the programmer sets some bounds for an event to hap-
pen and reports the executions that exceed the specified thresholds. In the case of

1



2 introduction

consensus protocols, correct processes should accept the same value within a cer-
tain delay or within a given number of execution steps. However, it is difficult for
developers to correctly estimate adequate bound values, in particular in real-world
production-level consensus applications. Low bound values lead to false negatives
while using very large bound values incurs high running times.

Specific liveness testing methods have been proposed for distributed systems.
Temperature-based detection algorithms [32, 47] maintain a temperature variable that
is increased each time the system transitions to a hot state, whose definition is
system-specific. The lasso detection approach [47] relies on state caching to identify
whether a system reaches the same hot state multiple times and therefore discover
potential liveness violations. Little work has been done to effectively apply these
techniques to test liveness violations in the blockchain consensus.

In this thesis, we investigate Byzantine attacks in blockchain consensus protocols
that have been found so far. Our purpose is to analyze whether these attacks can
already be tested by existing techniques, and if not, how can we apply and extend
existing techniques to detect these challenging attacks.

This thesis applies temperature and lasso detection methods to test the liveness of
BFT consensus algorithms. We focus on the HotStuff family of protocols that have
been designed for Blockchain consensus, which are sometimes called streamlined
as they rely on a leader to reach a linear communication complexity and use a block-
locking approach. We believe that our approach can be generalized to all protocols
that rely on views, and in particular to all partially-synchronous protocols that rely
on a leader.

1.1 research questions
The main research questions we explore and investigate in this thesis are:

RQ1 What are recently-detected BFT attacks? Can testing methods be used to de-
tect some interesting and challenging attacks?

RQ2 How can we adapt existing liveness checking techniques for testing blockchain
systems?

RQ3 Can the Twins testing system be extended to incorporate these liveness check-
ing techniques? Can timing violations due to Byzantine faults be detected?

RQ1 investigates what attacks exist in the latest blockchain consensus protocols and
which can not yet be tested. To answer RQ2, we are going to explore how can we
adapt some liveness problem-checking methods for detecting existing violations,
and investigate what kind of protocols can our methodology be applied to. RQ3
technically explores if the Twins testing system can successfully use the techniques
in RQ2 to accomplish the goals in RQ1.

1.2 contributions
In this thesis, we contribute solutions to the above research questions. In summary,
this work makes the following contributions:

• We present a summary of recently published BFT attacks in blockchain con-
sensus protocols and analyze their types, causes, and feasibility of testing.

• We define the notion of partial state and hot state for the HotStuff family of
protocols, which are required for the implementation of the temperature and
lasso detection methods.
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• Then, we present a variant of the lasso detection approach, which, differently
from previous works, does not use a controlled scheduling environment to
check for the existence of lassos.

• We also describe how to extend the Twins framework to support the temper-
ature and lasso detection methods for the liveness testing of BFT consensus
algorithms.

• We evaluate the performance of our testing methods on state-of-the-art proto-
cols from the HotStuff protocol family and compare their accuracy to one of
the classical bounded-liveness checking methods.

1.3 thesis outline
This thesis is structured as follows:

Chapter 1 provides brief background knowledge of the topic, the aim of our re-
search, and contributions that we have made. Chapter 2 introduces some basic
concepts and the network models of BFT protocols. Chapter 3 reviews previous
research work on BFT consensus that has been conducted so far, including details
of some related protocols in this thesis and recently-published attacks. Chapter 4

overviews the temperature and lasso-detection based liveness checking methods.
Chapter 5 provides the definition of hot states for streamlined protocols and de-
scribes our extensions to the liveness checking methods for these protocols. Chap-
ter 6 evaluates our methodology’s performance through experiments and analyzes
the results. The final Chapter 7 concludes the thesis.





2 B F T C O N C E P T S

2.1 overview of byzantine fault tolerance

2.1.1 Byzantine generals problem

The Byzantine generals problem [40], first formalized by L. Lamport et al., high-
lights the challenges of coordinating a decision among generals who communicate
through messengers. As is shown in Figure 2.1a and Figure 2.1b, traitors may send
fake votes, and when a lieutenant is betrayed, it may mislead another lieutenant
to retreat. Similarly, a betrayed commander equivocates messages to different lieu-
tenants. The solution to this problem is to add more generals to at least 3f+1, as
illustrated in Figure 2.2a and 2.2b. When a lieutenant is malicious, other lieutenants
can still receive 2 correct messages to make a decision. Similarly, when the comman-
der has betrayed, the lieutenants cannot agree on a decision. They realize that the
current commander might be a traitor and need to re-elect a reliable one.

In real-world distributed systems, a leader is a commanding general, and a replica
is a lieutenant. Behaviors like message lying, deliberate message delay, and message
faking are known as Byzantine behaviors. The goal of a BFT system is to help
distributed systems maintain resiliency against malicious Byzantine general attacks.

2.1.2 The 3 f + 1 bound

The case of a common node abruptly crashing is called a non-Byzantine fault or
Crash Fault Tolerance (CFT). Consider a scenario with two different requests. As
f replicas may be faulty, the client requires at least N − f replies as a Quorum
Certificate (QC) to proceed. The intersection between the two quorums is (2n −
2 f )− n = n− 2 f . If there are only crash failures, we have to ensure that at least
one intersected replica survives (n − 2 f > 0). Hence, at least 2 f + 1 replicas are
required against CFT.

However, scenarios with Byzantine faults are complicated because it is hard for
the system to determine whether faulty nodes crash or act maliciously. At most
f replicas may be Byzantine. In such cases, we must exclude a quorum of honest

(a) Lieutenant 2 is a traitor. (b) Commander is a traitor.

Figure 2.1: Scenarios with 2f+1 generals (f =1).

5



6 bft concepts

(a) Lieutenant 3 is a traitor. (b) Commander is a traitor.

Figure 2.2: Scenarios with 3f+1 generals (f =1).

nodes and ensure that at least one honest replica survives against Byzantine nodes
(n− 2 f > f ). Thus, at least 3 f + 1 replicas are needed for BFT systems.

Note that we do not consider the use of trusted components in this work, which
would lower the necessary number of replicas to 2 f + 1 [22].

2.1.3 State machine replication

State machine replication (SMR) is a technique used in distributed computing to
ensure that a group of nodes agree on a consistent state. Each node maintains
a replica of the state machine and executes the same sequence of operations. The
nodes communicate with each other to exchange information and ensure agreement
on the current state. Byzantine SMR protocols typically consist of three components:
consensus, checkpoint, and view change. The consensus module is based on a
reliable total order broadcast protocol where requests are executed and committed
by honest replicas in a determined order. The checkpoint is used to verify log
information performed by replicas. The view change mechanism is triggered when
faults are detected to elect a new leader. We assume a static membership and
consider dynamic adaptation to be out of the scope of this work [55].

2.1.4 Properties

In order to check the correctness of BFT systems, distributed BFT protocols can be
characterized into these properties:

1. Safety: A safety property guarantees that the correct nodes always decide on
the same value.

2. Liveness: A liveness property guarantees that the protocol always eventually
progresses.

3. Validity: The decided value is a valid proposal.

The validity condition can be referred from the notation proposed by Cachin et.al
[13]. This property ensures the validity of the blocks and the decided value. Specif-
ically, it guarantees that a blockchain implementation can accept a block signed by
valid replicas and decide on a block containing legitimate transactions.
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2.2 network model

2.2.1 Synchronous system

A synchronous consensus system requires a group of nodes must agree on a value
or decision within a bounded time interval, denoted as ∆. This assumes that mes-
sage delivery time and node processing times are known and bounded and that the
network is reliable and predictable. However, it is challenging to ensure network
synchrony in real-world distributed systems due to network partitions and other
practical constraints. It may not be a practical solution for high-performance appli-
cations because a large number of lock-step rounds between nodes leads to high
latency.

2.2.2 Asynchronous system

An asynchronous system allows for arbitrary manipulation of message delivery tim-
ing, which enables adversaries to arbitrarily delay their messages as long as they
guarantee eventual delivery. In practice, consensus verification is challenging in
large asynchronous systems, especially in convoluted network environments with
intertwined message delivery, loss, and delay. The FLP impossibility result [28]
proves that deterministic asynchronous consensus cannot achieve liveness, even
with a single crash failure. This restriction can be mitigated by extended features
such as timing manipulation, randomization, and other approaches in practice.

2.2.3 Partially synchronous system

Partially synchronous systems, as defined in [26], strike a balance between syn-
chronous and asynchronous systems by assuming an unknown Global Stabilization
Time (GST) and a finite upper bound ∆ on message delivery times. The adver-
sary can arbitrarily delay, drop, or reorder messages until the GST, but once the
GST is reached, the network becomes fully synchronous, and message delivery is
guaranteed. The system can tolerate long delays, such as those due to network
congestion or overload, as any message sent at time t has to be delivered by time
∆ + max(t, GST).

Partially synchronous consensus protocols can achieve high performance during
periods of full synchrony while still maintaining a high degree of fault tolerance
during periods of partial synchrony. This allows them to scale to large distributed
systems while still providing the safety and liveness guarantees necessary for con-
sensus.

2.2.4 P2P communication

Peer-to-peer (P2P) networks are a communication model in that data are stored and
shared collectively by peer nodes, enabling all clients to provide resources. The dis-
tributed nature of P2P networks increases the robustness of the network by replicat-
ing data across multiple nodes and eliminates the need for a central indexing server
to discover data. In blockchain consensus, P2P networks offer better security and
resiliency to malicious attacks, making them immune to Denial-Of-Service (DOS) at-
tacks and ensuring fault tolerance. P2P gossip is widely used to disseminate data
to all members of the network, preventing centralization and ensuring network re-
silience [16, 15]. We assume that all replicas are directly connected to each other,
which simplifies the implementation of distributed computing primitives [10].





3 B F T P R OTO C O L S A N D AT TA C K S

3.1 partially synchronous byzantine consensus

3.1.1 PBFT

PBFT is a seminal practical BFT protocol proposed by Castro and Liskov in 1999 [17].
It is a typical state machine replication algorithm that tolerates Byzantine malicious
behaviors in a partially synchronous system.

A normal standard PBFT view, is completed in five phases: REQUEST, PRE-
PREPARE, PREPARE, COMMIT, and REPLY, as shown in Figure 3.1:

1. When the process is invoked, the leader node receives a REQUEST message
sent by the client and verifies the message’s validity. The leader then assigns
a sequence number n to the current request message and broadcasts a PRE-

PREPARE message to all other backup replicas.

2. The backups authenticate the received PRE-PREPARE message and broad-
cast PREPARE messages along with a digest of the requests in the previous
message. These two phases ensure that every non-faulty replica agrees on the
order of requests in the same view.

3. Once any replica receives a quorum of 2 f + 1 PREPARE messages, it broad-
casts a COMMIT message to all other replicas. This signals that a quorum of
replicas has completed the persistence and promises to commit the request in
its local history.

4. Finally, any replica that receives a quorum of COMMIT messages caches the
client’s current request and replies with a REPLY message back to the client.
When the client receives f + 1 REPLY messages, a decision can be made.
Otherwise, the request is re-transmitted.

In the event that the leader node is down, the view change phase is initiated when
backups are waiting for the leader to respond over a specified timeout duration. The
process comprises three phases. Each backup replica broadcasts a VIEW-CHANGE

message, which contains the set of stable checkpoints and PREPARE messages. If
the new leader replica receives 2 f VIEW-CHANGE messages, it broadcasts a NEW-

VIEW message. The new leader continues to execute any unfinished request from
the previous view. After the other replicas verify the NEW-VIEW message, they
synchronize and enter a new view.

3.1.2 Tendermint

Tendermint [58] propagates messages over a wide-area P2P gossip network. It em-
ploys a novel view change strategy in which the leadership automatically rotates to
another replica based on a predefined leader selection algorithm. It applies a lock-
ing mechanism that instructs how the current replica votes for previously locked
values, defending against some safety issues.

As illustrated in Figure 3.2, a leader relays the request and broadcasts a new PRO-

POSAL message. Other replicas echo the proposal and broadcast a PREVOTE mes-
sage. Once a majority of votes are received, the node locks this value and gossips a

9
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Figure 3.1: PBFT protocol.

PRECOMMIT message. After a majority of PRECOMMIT messages are received,
they decide on the current value. Then, a new leader is rotated. It is important to
note that in each phase, Tendermint schedules a local timeout to progress.

3.1.3 HotStuff

HotStuff [65] is a leader-based BFT replication protocol whose message complexity
is linear with the number of processes instead of quadratic as in PBFT. To achieve
this goal, HotStuff’s normal case consists in four communication phases that involve
leader-to-replicas or replicas-to-leader communication, and its view-change proce-
dure is embedded in its normal case. Classically, HotStuff uses n = 3 f + 1 processes
to tolerate f faults and guarantees responsiveness because the leader initiates the
next phase when it receives n− f equal votes and because an unresponsive leader
leads the replicas to initiate a view-change. HotStuff also mentions using threshold
signatures and pipelining its operations to further improve its performance. Note
that for simplicity, we focus on the non-pipelined version of HotStuff, which is
called Basic HotStuff. The liveness and safety properties of HotStuff have been
proven in partially synchronous networks, and testing our liveness checking tools
on HotStuff allows us to evaluate possible false positives.

HotStuff processes maintain and extend a chain of blocks that contain user trans-
actions that is initialized with a genesis block. All processes maintain the latest
prepared and locked blocks they know of. In a nutshell, HotStuff proceeds accord-
ing to five phases, which are illustrated in Figure 3.3. These phases can be described
as follows.
(1) New-view 1/2-phase. All processes send the latest prepared block they know of
to the leader.
(2) Prepare phase. The leader waits for 2 f + 1 identical prepared blocks and sends a
propose message to all processes that contain a block that extends it. All processes
are expected to vote for this new block by sending to the leader their signature on
it. In this phase, a process votes on a block if it extends the latest block it locked
(for safety) or if it originates from a more recent view (for liveness).
(3) Pre-commit phase. The leader gathers 2 f + 1 votes and aggregates them into
a quorum certificate, which it sends to all processes. Upon receiving a quorum
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Figure 3.2: Tendermint protocol.

certificate, a process marks the block as being prepared and sends its vote for this
block to the leader.
(4) Commit phase. The leader gathers a quorum certificate on a prepared block and
forwards it to all processes. Upon receiving a quorum certificate in this phase all
processes mark this block as being locked and send their vote for it to the leader.
(5) Decide 1/2-phase. The leader assembles a quorum certificate on a locked block
and forwards it to all processes. Upon receiving this QC all processes execute the
block.

3.1.4 2-Phase HotStuff

2-phase HotStuff is a variant of Basic HotStuff that Yin et al. discuss for pedagogical
reasons in the original HotStuff paper [65]. 2-Phase HotStuff is very similar to
HotStuff and only differs from it by the fact that it combines the Precommit and
Commit phases into a single phase. In 2-Phase HotStuff, a process can lock on a
block once it receives a quorum certificate in the Prepare phase.

3.1.5 Sync HotStuff

Sync HotStuff [3] is a variant of HotStuff for synchronous networks. Sync HotStuff
uses a minimum of n = 2 f + 1 processes to tolerate f Byzantine processes.

Assuming that the communication latency is bounded by ∆, Sync HotStuff’s la-
tency is bounded by 2∆. In the steady case, upon entering a new view, all processes
send their highest locked block to the new leader. After waiting for an initial 2∆ pe-
riod where it receives the highest locked blocks from all correct processes, an honest
leader broadcasts a new block proposal that extends over the highest locked block
along with a quorum certificate for the highest locked block to all processes. All
honest processes subsequently broadcast their vote on the leader’s proposal during
the following round and initialize a local 2∆ commit timer associated with this pro-
posal. If a process does not detect a conflicting block when its commit timer expires,
then it commits the block and all its ancestors and otherwise drops it. While wait-
ing for commit timers to expire, the leader keeps proposing blocks, and processes
keep voting on blocks, which is shown with blocks B1 and B2 in Figure 3.4a. In the
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Figure 3.3: HotStuff protocol.

steady case, an honest leader, therefore, keeps proposing and committing blocks
every 2∆.

Whenever it votes on a block, a process resets a local blame timer to 3∆. A view
change (Figure 3.4b) is triggered if a process’s timer expires, if it refuses to vote on a
block, or if detects that the leader broadcasts conflicting blocks, then it broadcasts a
blame message. Upon receiving f + 1 blames, a process broadcasts them and stops
voting in view r, waits for 2∆, and finally moves to view r + 1.

Sync Hotstuff supports different models to enhance its robustness against safety
violations. The mobile sluggish model adds an extra PRECOMMIT phase to tol-
erate network delays for messages. The optimistic responsive model increases the
quorum size to 3n/4. These models can share some utility modules, such as a
common event queue and network library.

3.1.6 Casper & Gasper

Casper [12] aims to reduce message complexity by merging PREPARE and COM-

MIT messages into a single VOTE message [60]. This feature allows Casper to be
essentially considered a variant of Chained Tendermint, with a Two-Chain commit
rule. It is designed to ensure strong accountability and penalize the misbehavior of
faulty validators to defend against long-range attacks and catastrophic crashes.

As shown in Figure 3.5a, Casper defines its checkpoints using common tree struc-
tures like height, leaf, and child. A checkpoint refers to an on-chain block, and a su-
permajority link is a connection between two checkpoints that a higher checkpoint
has accepted a quorum of votes from the lower one, e.g. G =⇒ B1. A checkpoint B
is called justified if it has a supermajority link A =⇒ B from a justified checkpoint
A. If this supermajority link is directly extended from a parent block, e.g.B2 =⇒ B3,
then we call the parent (B2) finalized.

Gasper [4] combines Casper with an LMD-GHOST fork choice rule [57, 4]. Figure
3.5b provides an example of this algorithm. It considers the latest block messages to
determine the heaviest observed subtree. This decision rule provides Gasper with
network partition tolerance and the ability to finalize or validate, blocks, which can
protect against protocol violations.
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(a) Steady case with 2 successive blocks B1 and B2. Block B1 is committed by a process 2∆ after it votes
on it.

(b) View change.

Figure 3.4: Sync HotStuff’s steady case and view change procedures.

(a) Casper protocol. (b) LMD-GHOST fork choice rule.
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3.2 byzantine behaviors

Equivocation

Equivocation is a most common Byzantine behavior where a replica proposes con-
flicting proposals to different replicas, leading to safety violations if different sets
of replicas commit different values. This behavior involves signing multiple votes
in the same round at a given height.

Amnesia

Amnesia is a scenario where a faulty replica forgets its prior vote for a proposal in
the current round and double-votes or double-signs, leading to equivocated votes
in the same round.

Timing attack

Timing attacks involve distorting the timing of message transmission by delaying or
reordering messages to disrupt the consensus protocol’s execution. Attacks that im-
pact message delays, for example, can increase the view change timeout or instruct
honest replicas to withhold and delay their votes to a certain time slot.

Forking attack

The forking attack is a common chain-based attack that overwrites previous blocks
that have not yet been committed. A Byzantine leader can deliberately generate
conflicting forks from the honest leader. This attack can delay commitment, making
it hard to build a direct parent-child chain and resulting in wasted resources spent
on the forked blocks.

3.3 existing attacks

Overview

The table 3.1 presents an overview of existing attacks to the best of our knowledge
in BFT consensus protocols. We list the Byzantine attacks along with their paper
names, authors, attack type, whether they have been detected, and whether they
have been fixed. For those attacks that we speculate can already be tested with
Twins, we call it ”Twins-able”. As a result, this table aims to provide a compre-
hensive overview of the potential vulnerabilities that can undermine the safety and
liveness of BFT consensus protocols, thereby informing potential improvements and
refinements for these protocols. A detailed discussion of testing will be in the fol-
lowing Chapter 4.

3.3.1 Safety attacks

Zyzzyva, hBFT, EZBFT’s safety attack

A safety attack [1] is described to violate the safety of Zyzzyva [37], which is later
fixed [2]. Similarly, hBFT and EZBFT [53, 54] break their safety under a similar
attack scenario. Here is an example scenario in Figure 3.6. This figure includes 4

replicas, p1,p2,p3,p4 of which p1 is a faulty leader.

Round 1: Leader p1
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Protocol Year Violation Type Detected? Fixed?

Zyzzyva [1] 2017 safety Equivocation Twins-able Yes
hBFT [54] 2019 safety Equivocation Twins-able -

EZBFT [53] 2019 safety Equivocation Twins-able -
Tangaroa [14] 2017 safety Network delay (loss) Twins-able -

dBFT [62] 2021 safety Network delay Twins-able Yes
Algorand [63] 2020 safety Fork - Yes

2-phase HotStuff [65] 2019 liveness Non-Responsiveness attack Not yet (Twins) Yes
Tendermint [6] 2018 safety & liveness Silence & Malicious delay Not yet (Twins) Yes

Sync HotStuff [46] 2019 safety & liveness Timing attack Not yet (Twins) Yes
Casper [49] 2019 liveness Malicious delay Not yet (Twins) Yes
Gasper [50] 2021 safety & liveness Equivocation & Malicious delay Not yet (Twins) Yes

FaB [1] 2017 liveness Equivocation Twins-able Yes
PBFT [8] 2021 liveness Isolation Not yet (Injection) Yes

PBFT [45] 2016 liveness Malicious delay Yes (Miller et al. [45]) -
PoS Ethereum [51] 2022 safety & liveness Fork attack Not yet (Twins) -

DBFT [21] 2018 liveness Algorithm design problem - -

Table 3.1: Attacks in BFT consensus protocols

Figure 3.6: Zyzzyva’s safety attack.

1. p1 proposes a PREPARE message for value a to other replicas in a solid line
and equivocates its vote for value b to p4 in a dotted line.

2. p2,p3,p4 receive PREPARE messages and broadcast COMMIT messages to
other replicas. However, only p3 receives 2 f + 1 COMMIT messages for value
a and commits value a at sequence number 1. For simplification, we omit
extra lines.

Round 2: Leader p2

1. In the next round, p1,p2,p4 blame VIEW-CHANGE messages: p1,p4 carry
value b (p1 equivocates). 2 f + 1 VIEW-CHANGE messages elect p2 as the
new leader. p2 accepts f + 1 votes for value b and proposes it.

2. p2 broadcasts PREPARE messages, and further these replicas except p3 nor-
mally commit conflicting value b at the same height. Hence, safety breaks.
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Figure 3.7: Tangoroa’s safety attack.

Tangoroa’s safety attack

IBM Research group points out a Tangoroa’s [20] safety issue in [14]. Tangoroa
extends Raft’s [52] messaging structure but it is not Byzantine resilient.

In Figure 3.7, we demonstrate this attack scenario with 4 nodes: p1,p2,p3,p4 of
which p1 is a faulty leader initially. The malicious leader broadcasts a payload a to
its peers while it deliberately omits to send p2 the “AppendEntries” message either
due to message loss or delay. p3 echos the proposal while it does not complete
delivery and further commit. Only p4 delivers and commits the payload a. Then
the leader rotates to p2, p2 has no prior knowledge of a and delivers another payload
b that does not equal a. Then the two correct nodes decide on different payloads
and violate the safety.

dBFT’s safety attack

Wang et.al [62] present a theoretical security analysis on dBFT, demonstrating at-
tack scenarios that violate safety, which is caused by network delays and partitions.
Figure 3.8 shows the details of this scenario. The initial setting includes 7 replicas,
of which p2 is faulty. p1 can also be seen as compromised with message delay.

Round 1: Leader p1

1. p1 proposes a PREPARE message for value a to other peers. Only half of the
replicas (p5,p6,p7) receive and accept value a, while the other half (p2,p3,p4)
know nothing about the proposal and time out.

2. The number of votes is undoubtedly lower than a majority, thus the VIEW-

CHANGE messages are broadcast.

Round 2: Leader p3

1. In the next round, a new leader p3 proposes another value b. The delayed
messages are received by p2,p3,p4. The malicious node p2 accepts the message
and fakes a RESPONSE for the previous value a. Then, p2 collects a quorum
of responses for value a from p1,p5,p6, and p7, which is sufficient for deciding
on this block.

2. Meanwhile, other replicas p3,p4,p5,p6, and p7 execute normally and decide on
value b. So far, the system has decided on two conflicting blocks in the same
round at the same height, hence safety breaks.
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Figure 3.8: dBFT’s safety attack with f =1.

Algorand’s fork attack

In [63], Wang points out Algorand can easily create forks. Typically, the possibility
for the Algorand to fork is relatively low (at most 1/109). Suppose that there is a
chain with r blocks, and we define r1 where 3 ∗ r1 < r. The adversary can corrupt
all r1 corresponding user sets, and then construct a new chain r + 1 long forked
from the position r1. The longer chain is legal and successful, thus for this kind of
proof-of-stake blockchain, the users are able to create a conflicting chain easily.

3.3.2 Liveness attacks

2-phase HotStuff’s liveness attack

The lack of a Precommit phase prevents 2-phase HotStuff from making progress
in some particular scenarios, even though it remains safe. In these problematic
scenarios, different processes lock on conflicting blocks and never get to execute any
or update their locks. More precisely, in each view, a subset of processes locks on the
block that is proposed while others reject it, and view changes that are triggered
by network asynchrony prevent sufficiently enough processes from adopting the
newest proposed block. Under these circumstances, the system fails to progress
and is stuck in an infinite loop.

Figure 3.9 illustrates one of these problematic scenarios with four processes P1, P2,
P3, and P4. Process P1 is faulty, while the other processes are correct. The scenario
this Figure illustrates is the following. Originally, all processes are locked on the
same block B0 (e.g., the genesis block). In the first view, process P1 is the leader
and proposes a new block B1 only to P3 and P4 in the Prepare phase, and then only
sends the quorum certificate it assembles to P3 in the Commit phase. The messages
that P1 omits to send are shown using dashes. At the end of the first view, P3 is
the only correct process to lock on B1. In the next view, P2 is the leader. Processes
P1 and P4 send block B1 on which they are locked to P2, but P3’s message, which
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Figure 3.9: 2-phase HotStuff’s liveness attack.

contains block B1, is delayed (shown using dashes). Consequently, P2 proposes a
block B2 that extends over B0 but is in conflict with B1 in the Prepare phase to all
processes. Eventually, processes P2 and P4 lock on B2 while P3 rejects it and remains
locked on B1. The system is then deadlocked in future views if P1 remains silent
because no quorum of 2 f + 1 processes can be assembled by any leader.

Sync HotStuff’s force-locking attack

Momose and Cruz’s force-locking attack has shown that an adversary that controls
the faulty processes and the network delays can break both the safety and the live-
ness of a preliminary version (eprint 20190312:115828) of Sync HotStuff [46].

Sync HotStuff processes keep processing the messages they receive during the 2∆
period that follows the reception of f + 1 blames. During this period of time, some
correct processes might receive a quorum certificate from a leader. In that case,
these processes are then forced to update their locked blocks, while other honest
processes might not be able to do so. If different honest processes are led to lock
on conflicting blocks, then the system may never be able to make progress in the
future, in particular, if faulty processes subsequently remain silent since no locked
block can ever collect enough votes.

The safety attack on Sync HotStuff builds on the situation where honest processes
have locked on different blocks. In subsequent views, the adversary is assumed to
be able to leverage network delays and use the votes of the Byzantine processes to
lead different subsets of correct processes to commit different blocks.

Tendermint’s liveness attack

A liveness violation [14] in the preliminary version of Tendermint is highlighted.
This vulnerability is demonstrated by Amoussou-Guenou et al. in [6] with a com-
plex 7-round scenario where two different replicas alternately lock their own pro-
posed value at different heights. This attack is caused by the leader’s silence and
message delay, which allows the faulty leader to remain silent until the end of the
view and delay message delivery to specific replicas.

We illustrate it in Figure 3.10. We drop PRECOMMIT messages to shorten the
illustration.

Round 2: Leader p2

1. In round 1, p1 has already proposed and locked a value v1.
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Figure 3.10: Tendermint’s liveness attack.

2. The leader p2 proposes its value v2 but p1 rejects the proposal and votes for
its locked value v1. The faulty replica p4 remains silent and only p3 echoes p2,
so no quorum is formed in this round.

Round 3: Leader p3

1. The leader is rotated to p3 and it proposes v3. Still, p1 rejects this proposal
again. p2,p3 send their PREVOTE messages for v3 to other replicas, while p4
only prevotes v3 to p3 before the timeout, delaying its PREVOTE messages to
p1 and p2.

2. Only p3 collects a quorum and locks its proposed value v3.

Round 4: Leader p4

1. The faulty leader p4 remains silent so nothing happens.

2. Although delayed messages from round 3 are received, they do not change
the situation.

Later, p1 can update its lock again but other replicas do not change their locked
values, leading to an infinite scramble for control over the proposal.

Casper’s bouncing liveness attack

A bouncing attack on Casper FFG has been identified, which causes damage to
liveness under the partially synchronous model. Casper has two tiers, and the fork
choice should always prioritize the justified checkpoints currently at the highest
depth. The bouncing attack is caused by inconsistency between the latest justifica-
tion layer and the fork-choice layer.

Assume that there are two candidate chains collecting votes from validators. One
chain has initially justified a block. In the next round, the attacker deliberately
delays its votes to justify another chain’s block. This situation can repeat infinitely,
with both chains growing, preventing a chain from being committed on a direct
child block.

Gasper’s balancing liveness attack

A Gasper vote contains a Casper vote and a GHOST vote. However, a liveness vi-
olation has been detected by Neu et al. in [50]. This attack is not only similar to
Casper’s bouncing attack, but it also causes faulty replicas to split votes between
two chains, breaking safety even without a network partition. The adversary should
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Figure 3.11: Gasper’s balancing attack.

be able to know when fork choice is executed, deliver a message to specific valida-
tors at a specific time, and prevent honest validators from exchanging their recently
received messages with each other.

Figure 3.11 depicts the details of this attack. Gasper splits progress into C times-
lots in each epoch. In the attack scenario, the adversary proposer kicks off the attack
by equivocating two conflicting blocks with the ’left’ and ’right’ chains in slot 1 of
epoch 0. For each following slot except the last one in epoch 0, a pair of validators
delay their current votes to the next slot in order to selectively ensure the equality
between the ’left’ and ’right’ votes in slot i + 1. For each following slot in epoch
0, another pair of validators delay their current votes to the next epoch in order to
selectively ensure equality between the ’left’ and ’right’ votes in slot C + i. If there
is a vacancy for honest validators, the faulty proposer assigns a fake node to fill the
gap.

In Epoch 1, the adversary releases the additional votes backlog in the previous
epoch to keep splitting honest validators into two chains. During this Epoch, the
adversary is still instructing honest validators to believe that the chain they previ-
ously voted on is still leading the execution. This scenario can continue infinitely,
with neither chain able to reach a consensus.

FaB’s liveness attack

A liveness attack [1] is presented on FaB [44], a precursor of Zyzzyva with a two-
phase commit fast track. This attack is simple and similar to Zyzzyva’s safety vio-
lation. It also starts with a faulty leader splits the honest replicas into two groups
with conflicting proposals value a and b: (1) group a: f + 1 votes for value a and (2)
group b: f votes for value b. Only one replica A of the group a receives 2 f + 1 votes
for value a and form a QC. During the next view change phase, there is a QC for
value a and f + 1 VIEW-CHANGE messages for value b including one equivocated
view change blame from the faulty leader. The progress can stop when this replica
A and 2 f replicas in group b do not create a new QC.
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Figure 3.12: PBFT’s read-only optimization liveness attack

PBFT’s read-only optimization liveness attack

Berger et al. [8] present a liveness violation in PBFT when the read-only optimiza-
tion request is applied. All operations including reads and updates have to wait
for a quorum of replies from the client. If a malicious leader selectively omits to
send PREPREPARE messages to up to f correct replicas, such replicas lack infor-
mation about the client request and cannot participate in the further commit phase,
violating liveness. The authors conjecture that this attack can be extended to similar
protocols, such as HQ, PBFT-CS, and BFT-SMaRt.

From Figure 3.12 we can see an example scenario: the Byzantine leader p1 delib-
erately omits to send the PREPREPARE message with the proposed value v to p4,
so p4 is unable to prepare for v in the next phases and can not take part in the fur-
ther PREPARE and COMMIT phases. According to the reasons above, the liveness
breaks when the system times out.

PBFT’s delaying liveness attack

In the HoneyBadger [45], a delay attack is described that can thwart the progress
of PBFT by simply delaying the scheduler’s message delivery to the current leader.
This forces the leader to withhold its PREPREPARE message until the timeout trig-
gers a view change. Moreover, the scheduler delays the receipt of VIEW-CHANGE

messages from the last round, making it difficult for the new leader to catch up
with the latest progress. This cycle can be repeated, breaking liveness.

PoS GHOST’s balancing liveness attack

Neu et al. [51] present a generic attack discovered on PoS GHOST variants. This
attack is illustrated with k = 5 number of initial honest blocks in Figure 3.13. Honest
nodes on the left build a chain, while faulty blocks on the right fork the same blocks
and equivocate a sub-tree grown from the genesis. Honest nodes create another new
chain on top of node 2; however, the faulty blocks again fork another sub-tree to
replace honest nodes. Finally, all honest nodes can be replaced. If the total number
k of initial honest blocks is large enough, the adversary can replace Θ(k2) honest
blocks.
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Figure 3.13: PoS GHOST’s avalanche attack.

DBFT’s non-deciding liveness attack

DBFT [21] is a leaderless Byzantine consensus for blockchain where each node
shares a similar priority in the decentralized execution of the consensus. DBFT sup-
ports an asynchronous communication network, and the authors provide a binary
Byzantine consensus (BBC) using a strategy called BV-broadcast, which is quite
similar to randomized consensus [45]. In each round, BV-broadcast proposes an
estimated value and then decides upon the estimated convergence to the round
number modulo 2. The decision process still loops because it may help other peers
to converge in the next two rounds. The authors have addressed this issue in the
same paper and proposed a fix.



4 B F T T E S T I N G S Y S T E M S A N D
A LG O R I T H M S

4.1 consensus testing

4.1.1 Twins

Facebook proposed Twins [7] based on their own product, DiemBFT [23], which is
a highly scalable and secure protocol based on HotStuff. It systematically generates
test case scenarios with Byzantine faults and explores them. It models Byzantine
behaviors using twin copies of the processes, i.e., processes with the same identities
and credentials. It runs the cluster with twin replicas and network partition, where
the twin replicas exhibit Byzantine behaviors such as equivocation, double voting,
and loss of internal state, which causes them to forget their voted values.

Figure 4.1 presents a Twins system architecture with its components. The scenario
generator employs a round-by-round generation style. Given that the number of
parameters (nodes, leaders, rounds) is determined, it produces various scenarios
and feeds them into the executor. The generation can be summarized into several
steps:

1. The scenario generator first produces all the possible node partitions.

2. Then the scenario generator assigns each partition to all possible leaders.

3. The scenario generator generates all possible ways to arrange the leader-partitions
scenario pairs over a given number of rounds.

4. Finally, the generated scenarios are sent to the scenario executor for execution.
The execution results are saved to logs, especially the information on buggy
scenarios.

The research team claimed that several famous BFT attacks have been reinstated
and successfully detected with only a few nodes and a few minutes. However, it is
open work to rigorously characterize the attacks that Twins can cover. To the best
of our knowledge, Twins has not yet been extended to detect liveness bugs.

4.1.2 Other testing methods

There is a large body of work that propose new BFT consensus algorithms, make
them robust against Byzantine faults [19], or model-check the correctness of consen-
sus algorithms [39, 36, 35]. In this section, we focus on the most related work on
testing BFT consensus implementations.

Several existing methods for testing consensus systems focus on analyzing crash-
fault tolerant protocols and exercise different executions of the systems under asyn-
chrony, network faults, and crash process faults [5, 24]. e.g.Jepsen [43] is an effort
to test the safety of distributed databases and consensus protocols. It simulates
network partitions for distributed systems, and it has detected several violations in
the consensus systems [33, 34, 31]. However, Jepsen is not designed for Byzantine
consensus.

Targeting BFT systems, BFTSim [56] explores the system’s behavior under unex-
pected network conditions and faults using a network simulator. Turret [41] detects
performance attacks on BFT systems by generating Byzantine attack scenarios with

23
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Figure 4.1: Twins system.

malicious message deliveries, including message dropping, delay, duplication, and
diversion. Apollo [61], is designed as SBFT’s [29] testing framework. The main
design of the testing strategy is that it provides reusable functions, specific compo-
nents, and methods applicable to its specific instances. Several works [42, 27, 25]
provide testing frameworks that can model and inject network and Byzantine faults
into the executions of BFT protocols.

Netrix [25] provides a domain-specific language and a controlled networking en-
vironment that allows programmers to specify restrictions on the generated execu-
tions or implement their unit tests with network and Byzantine faults.

Recent work ByzzFuzz [64] generates test executions with randomly sampled net-
work and Byzantine process faults. It models Byzantine faults using small-scope
mutations to the original contents of the protocol messages and randomly injects a
parameterized number of mutations.

4.1.3 Discussion

In this thesis, we primarily use Twins as our test system. First, Twins is an innova-
tive approach specific for BFT consensus testing, while prior testing work focused
more on crash faults. Second, Twins is easy to implement and adopt, which gives
us sufficient space for extension. Third, Twins has already theoretically proved that
it is able to reinstate some known attacks presented in our Table 3.1. Although
Twins hasn’t yet implemented the detection of Zyzzyva’s safety violation, we be-
lieve Twins can easily detect it within several rounds, and further extend to detect
similar safety violations caused by equivocation or network delay in Table 3.1. Fi-
nally, Twins does not implement any strategies or algorithms to detect liveness
bugs. All the discussions of liveness issues are that Twins can theoretically repro-
duce FaB’s liveness issue and Twins is unable to resolve timing attacks in Sync
HotStuff. It is calling for some open work such as detecting liveness violations and
tackling multiple pairs of Twins, which is highly related to our topic.

To the best of our knowledge, we do not find a more suitable BFT testing system
or method to start our thesis than Twins.

4.2 liveness checking
In this section, we introduce two approaches that aim at identifying liveness vio-
lations. The first one is bounded liveness checking (also referred to as temperature
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checking) [32, 47] and lasso detection with partial state caching [47]. These methods
build on the notion of a hot state, which is a system-wide state in which the sys-
tem does not satisfy some of its properties or produce useful results. Intuitively,
the temperature-checking method reports a violation if the system remains in a hot
state for a long time. On the other hand, lasso detection methods detect the ex-
istence of a cycle of states (i.e., a lasso) where the system can possibly get stuck
forever following its transitions.

4.2.1 Temperature method

Temperature checking checks for bounded liveness, which means that it reports a
violation if an execution does not produce a useful result (i.e., produce a new block
in the case of blockchain consensus) for a specified amount of time. The method
maintains a temperature variable temp, which is equal to the number of successive
hot states the system remained in. It reports a violation if the temperature reaches
a certain threshold value TT provided by the programmer.

Algorithm 1 provides the pseudocode of temperature checking. The checking
temperature method is called whenever the system reaches a state s after executing a
sequence of system events trace. This function increments the system’s temperature
temp if state s is a hot state (line 2), and resets it to 0 otherwise (line 7). Violations
are detected when the temperature reaches the temperature threshold (line 3), and
therefore directly depend on the value of parameter TT that is provided by the user.
A low threshold value might result in a high number of false positives, while a high
threshold value leads to longer execution traces that are more difficult to interpret.

Algorithm 1 CheckTemp
Input: Current state s
Input: Current trace Trace
Input: Current temperature Temp
Input: Threshold TT
Output: Updated temperature value

1 if Hot(s) then
2 Temp← Temp + 1
3 if Temp = TT then
4 REPORT-LIVENESS-BUG(Trace)
5 end
6 else
7 Temp← 0
8 end
9 return Temp

4.2.2 Partial-state caching method

Liveness checking based on lasso-detection aims at finding a cycle of states (i.e., a
lasso) where the system might get stuck and repeat its state infinitely often.

Detecting lassos in the executions of distributed systems is challenging because it
is impractical to register the entire state of complex software systems. However, one
can rely on the partial-state caching method [47]. This method captures only part
of the system state to check whether a partial state is repeated during an execution.
Since the state caching is only partial, repeating the same partial state does not
ensure repeating the same state in the execution. The existence of the cycle is then
verified by replaying the execution of the detected trace using a controlled scheduler
that enforces the execution of certain events and traces.
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Algorithm 2 and Algorithm 3 details the partial-state caching algorithm. Given
an execution of a trace Trace that has reached a system state s, it checks whether the
current execution may cause a liveness violation. To do so, it uses a hash function
Hash to hash the partial state information, which ideally maps each partial state to
a different hash value. For each new state s that is reached during the execution, it
then checks if Hash(s) has been seen earlier. If it is the case, then it means that a
potential cycle in the state transition system has been identified. The cycle forms a
liveness violation if the states in the traces do not satisfy the system’s properties, i.e.,
if all the events e ∈ trace are in hot states. If the algorithm finds a cycle with a hot
trace, it then verifies the existence of a real cycle by checking each state’s enabled
processes and, if so, reports a liveness violation.

The partial caching method is clearer for developers to analyze than the temper-
ature method because it is easy to target the position where the system fails.

Algorithm 2 CheckLasso
Input: Current state s
Input: Current trace Trace
Input: Threshold value RT
Output: Updated trace
Output: New current trace

1 for i← 0 to Len(Trace) do
2 if Hash(s) = Hash(Trace[i]) then
3 C ← Trace[i..len(Trace)]
4 if Hot(C) ∧ Fair(C) then
5 return ReplayCycle(s, C, Trace, RT)
6 end
7 end
8 end

Algorithm 3 RepeatCycle
Input: Current state s
Input: Current trace Trace
Input: Potential cycle C
Input: Threshold RT
Output: New current state
Output: Updated trace

1 for j← 0 to RT × Len(C)− 1 do
2 i← j mod len(C)
3 m← scheduled(C[i])
4 if m /∈ Enabled(s) then
5 return (s,Trace)
6 end
7 s′ ← T(m, s)
8 Trace← Trace + (m, Enabled(s), Hot(s), Hash(s))
9 s← s′

10 if ¬IsHot(s) ∨ Enabled(s) ̸= enabled(C[i + 1 mod len(C)]) then
11 return (s,Trace)
12 end
13 end
14 REPORT-LIVENESS-BUG(Trace)
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4.2.3 Other liveness checking work

There are some other works focusing on liveness checking. Biere et al. [9] present
a transition from checking liveness violations to safety properties (LTS). This paper
discusses lasso-shaped state traces and counter-based liveness checking, which is a
prior work similar to the partial-state caching algorithm. k-LIVENESS [18] checks
the liveness of finite-state systems by counting and bounding the number of a fair-
ness constraint. This method is simpler than LTS yet performs better with fairness
constraints. Tsuchiya and Schiper [59] uses model checking to verify asynchronous
consensus algorithms. They reduce the challenging and infinite consensus problems
to finite bound checking scenarios.

In our thesis, we do not adopt these methods because they are either too old,
complicated, or impractical for a blockchain system.





5 A P P LY L I V E N E S S C H E C K I N G
T E C H N I Q U E S

overview

Based on the analysis of the attacks listed in Chapter 3.3, it is clear that Twins
can quickly capture most existing safety violations. Checking safety properties in
the execution of a protocol is straightforward since we can check whether they are
violated in the states that the system reaches.

The liveness attacks listed in the Table 3.1 are caused by conflicting locks or dis-
turbing message orders. For streamlined protocols such as Tendermint, 2-Phase
HotStuff, and Sync HotStuff, their liveness breaks when two chains lock conflicting
blocks and therefore do not vote for each other. Casper’s liveness violations are
triggered by delaying votes, while it also enters a similar scenario that replicas are
not allowed to progress conflicting votes. Gasper’s liveness attack is more compli-
cated as its adversary controls several pairs of replicas to withhold their votes and
balance the number of votes between two chains across different epochs. It requires
tackling multiple pairs of twins and more precise message control over multiple
views. Detecting these liveness violations is more difficult than detecting safety
properties since it requires finding an infinite execution that the system actually
does not progress.

While the temperature and partial state caching methods provide a practical so-
lution for checking the liveness of software systems, they are not directly applicable
to blockchain consensus systems for several reasons. First, there does not exist a
common notion of a partial state that captures relevant information during the ex-
ecution of blockchain systems. Defining partial states is a delicate task. On the
one hand, a partial state that overly abstracts the system information may fail at
capturing essential state information and therefore suffer from a high rate of false
positives. On the other hand, a partial state that would include too much informa-
tion would not be impractical with large software systems. Second, the notion of
hot state has not been defined for streamlined blockchain systems and is required
by the temperature and lasso detection methods, which we aim to use. Finally, the
lasso detection method requires a controlled scheduler to check whether a detected
potential cycle is replayable. More specifically, it uses the scheduler to enforce the
system to run the sequence of events that produced the detected cycle of system
states; it checks if the cycle is replayable and only reports a violation if it is re-
playable. This makes the lasso detection method difficult to apply for systems that
do not have a controlled event scheduler.

In this work, we address these issues by: (i) formulating a partial-state definition
that captures the essential state information during the execution of a streamlined
BFT consensus algorithm; (ii) defining hot states, which are states that model bad
states, for streamlined BFT consensus; and (iii) using the execution state space for
checking the existence of lassos (i.e., state cycles).

29
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5.1 definitions

5.1.1 Partial State in the HotStuff Protocol Family

The liveness of the HotStuff protocols in Table 3.1 can be violated in the presence of
conflicting locks among the processes of a system. Essentially, our partial process
state encapsulates essential information about the state of a process, which is mod-
ified through the various phases of the protocol execution. The HotStuff authors
have provided various variables to describe the protocol state, such as the locked
block, the last executed block, the height of the last voted block, the prepared block,
the current view id, and the leader id. After having listed the variables that a pro-
cess maintains, we realized that storing prepared blocks in process states is not
necessary to detect the known liveness bugs in HotStuff protocols. However, locked
blocks are instrumental in known liveness violations. In addition, executed blocks
allow us to identify situations where two locked blocks exist in the system, which is
a necessary condition for liveness bugs, but one has been executed, which indicates
progress. We, therefore, define partial process states as follows.

Definition 1 (Partial process state). We define the partial state s of a process p as a tuple〈
H(bprepared), H(block), H(bexec)

〉
where H(.) is a hash function, bprepared is the last block

that the process prepared, block is the block that is locked by the process and bexec is the last
block it executed.

In the context of the HotStuff protocol, the system’s state is defined as the set of
states of all processes within the system. It is worth noting that, for the purpose
of defining hot states, the state of the network channels may not be necessary to
include.

Definition 2 (Partial system state). The partial system state is a tuple ⟨stateMap⟩ where
stateMap : P 7→ S maps each process p to its partial state Sp ∈ S.

We calculate the hash of a system state once and store it to test whether two
states are equal based on their hashes. This approach can reduce the computational
burden and improve the efficiency of the protocol. It is important to note that if
the locked blocks stem from the same blockchain, we do not need to compute a
new hash to avoid introducing too many distinct states. This strategy can also help
improve the performance of the system by minimizing the number of necessary
computations to check for system state equality.

5.1.2 Hot State in the HotStuff Protocol Family

We define hot states for streamlined consensus protocols based on their locking
phase, where a node locks on a block once it learns that a Byzantine quorum has
committed to it.

Definition 3 (Hot state for streamlined protocols). We say that a streamlined blockchain
system is in a hot state if it satisfies these conditions: (i) the correct processes hold at least
two locks on conflicting blocks, (ii) there is no locked block on which a quorum certificate
could be generated if all correct processes that have not locked on a block decided to lock on
it, and (iii) a correct process has not executed a block.

The first condition (i) checks for conflicting locked blocks in the system, where
two different processes have simultaneously locked distinct blocks. Condition (ii)
states that the processes are not able to generate a quorum certificate on one of
the existing locked blocks to reach consensus in this view, i.e., no locked block
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Figure 5.1: Two locks in the system.

can accumulate enough votes from processes that either already locked on it or
could lock on it (because they have not locked a conflicting block). Condition (iii)
guarantees that the system does not execute a block or respond to client requests,
preventing any further updates until the conflicting state is resolved. In Figure 5.1,
we present a scenario that there are some honest replicas locking on two conflicting
blocks, and f − 1 replicas that do not or have not yet locked any block. According
to HotStuff’s voting rule, these two groups of replicas never vote for each other
because their proposal does not extend their previous block. If f − 1 replicas vote
for one group, all the 2 f votes are not enough to create a new quorum.

Given Definition 3, which provides a general definition of hot states for stream-
lined blockchain protocols, it is possible to adapt the general hot definition for
HotStuff, 2-Phase HotStuff, and Sync HotStuff given their quorum certificate sizes
(i.e., 2 f + 1 for HotStuff and 2-Phase HotStuff, and f + 1 for Sync HotStuff).

Hashing

To check whether the system is in a hot state, we use a liveness monitor, which
keeps track of the current state of the processes. In particular, we save the hashes
of the prepared (bprepared), locked (block), and the last executed block (bexec) for each
process, and we ignore other variables. The probability of two hashes colliding
is extremely low at 4.3 ∗ 10−60, and it is believed that hash collision never occurs
during testing.

Execution cases

In real executions, there can be three main situations that could occur. They are
labeled to be Safe, Hot and Recover. A Safe execution means the system never enters
a hot state and successfully commits a decision. A Hot execution is when the system
remains in hot states until the end of the execution. A Recover execution is when
the system experiences a finite number of hot states but eventually recovers from
them.

5.2 detect liveness issues in 2-phase hotstuff

5.2.1 Attack scenario

To describe the attack scenario when we reinstate the liveness violation in Twins,
we set 4 processes and 1 twin as our default configuration. Nodes 1,2,3,4 are honest,
and node 4

′ is the twin of node 4, with the system unable to distinguish between
them. Suppose the twin node not only equivocates but also loses states (i.e., locked
block and double voting), we present an example scenario and observe the state
transition as shown in Figure 5.2:
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Figure 5.2: State transition.

View 1 Node 4 is selected as the first leader, with the partition {[1,2,4′], [3,4]}. Nodes
4 and its twin propose different blocks, but since the system can’t distinguish
between them, only QC([1,2,4′]) B1 is created.

View 2 Node 1 is selected as the next leader, with the partition {[1,4′], [2,3,4]}. Node
1 and node 4

′ receive messages and lock the previous QC B1 although they
can not collect any new QC. The system enters a state S2.

View 3 Node 3 is selected as the next leader, with the partition {[1,4′], [2,3,4]}. Node
3 knows nothing about the previous QC due to the partition and creates a new
QC([2,3,4]) B2.

View 4 Node 4 is selected as the next leader, with the partition {[1,2,4′], [3,4]}. Nodes
3 and 4 lock the previous QC B2, resulting in the system entering the hot
state S3. If honest node 2 is partitioned at the end of this view, no progress
can be made since nodes [1,4′] and nodes [3,4] will never vote for each other,
resulting in the system looping in hot state S3.

View n After some views, the Byzantine node may lose its lock and return to S3. If
the system recovers from hot states, it will enter state S5 or S7.

5.3 detect safety & liveness issues in sync hot-
stuff

In this section, we discuss how to detect the force-locking attack on the preliminary
version of Sync HotStuff (discussed in section 3.3.2). This attack was summarized
in the Twins paper, but it couldn’t be detected due to the message delivery timing
required.

5.3.1 Attack scenario

The force-locking attack involves an honest leader only collecting f votes when
other f + 1 honest replicas time out and blame the current view. The leader then
receives a delayed vote from the twin node, creates a certified block, and is forced
to update locks. Other replicas quit the current view, knowing nothing about the
highest certified block.
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5.3.2 Adaptation

Among the protocols on which we apply our liveness-checking methods, Sync Hot-
Stuff is the only one that cannot be directly simulated on top of Twins, since it does
not rely on a lock-step process. More specifically, in the steady state, a leader in
Sync HotStuff keeps proposing blocks every 2∆ until any equivocation or network
delays prevent progress. However, a Twins scenario requires a new leader to be
specified for each view, while Sync HotStuff’s steady operating mode uses a leader
until a view-chance occurs.

Therefore, we simulate Sync HotStuff on top of the view mechanisms that support
the HotStuff protocols. In a nutshell, we allocate enough ∆ periods of time per view
so that messages generated by two successive views in Sync HotStuff never exist
concurrently in the system, which would needlessly complicate implementation
efforts. So the steady operating mode can also successfully proceed with a new
leader and network partition like HotStuff.

5.3.3 Delay bounds

The force-locking attack on Sync HotStuff is possible when messages can suffer from
network delays (i.e., outside of the strictly synchronous network model). However,
Twins does not support test scenarios with message delays and cannot detect these
attacks. We extended Twins to generate test execution scenarios that delay the
delivery of messages at 0.5∆ increments.

In Sync HotStuff, there are four types of messages: PROPOSE, VOTE, NEW-

VIEW, and BLAME. We do not delay NEW-VIEW and BLAME messages.
For PROPOSE messages, according to the view-change rule, proposals later than

3∆ are regarded as failed requests. It is meaningless to generate a case where an
honest leader is completely unable to send a valid proposal and drop it. Therefore,
we set the maximum proposal-delay bound to 3∆.

For VOTE messages, according to Sync HotStuff’s voting rule, after a proposal is
received, replicas simultaneously send votes and start counting down a 2∆ commit-
timer. If the vote-delay is longer than the commit-timer (2∆), the votes arrive too late
and the leader can never collect a quorum of votes. Thus, we bound the maximum
vote-delay by 2∆.

5.3.4 Scenario description (delaying and re-ordering)

To trigger the force-locking attack, we inject message delays into the scenario gener-
ator. We put up two abstractions, a coarse one that delays all messages uniformly,
and a fine one that more precisely controls messages.

Coarse-abstraction

The coarse-abstraction scenario handles messages roughly. According to the delay
bounds, we randomly delay Propose messages with delays that belong in [0, 1

2 ∆, 1∆, 3
2 ∆, 2∆, 5

2 ∆, 3∆]
and delay all Vote messages with delays that belong in [0, 1

2 ∆, 1∆, 3
2 ∆, 2∆]. We use

uniform distribution to make scenario generation simpler.

Fine-abstraction

The fine-abstraction scenario allows for more precise handling of messages, with the
scheduler delivering messages to specific parties at specified timestamps. We must
specify how each message is handled, including the kind of message delayed/re-
ordered, the duration of delays, the timestamp a message starts delivering, the se-
quence of message orders, the sender and receiver, and even the priority to execute
a specific message if it’s re-ordered.
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Generating this kind of scenario is more complicated, and many parameters must
be randomized in each view. The scientific analysis of how a test case would be
executed in practice can be difficult. We believe a coarse-abstraction scenario is
sufficient to reveal the force-locking attack.

5.4 scenario generation

5.4.1 Generation algorithm

In Algorithm 4, we present an example of generating a coarse-abstraction scenario
for Sync HotStuff to describe our scenario generation algorithm.

We start by enumerating all the possible combinations of different parameters,
such as randomly generating delays and adding nodes to different partition sizes
(line 9). Then, in each view, we use a uniform distribution to randomly select one
from them as the configuration for that view (line 20). This selection is fair because
there is no priority assigned to any specific case. In this way, the generated scenarios
can also be viewed as shuffled test cases. To avoid generating duplicate cases, we
record the generated test cases for deduplication (line 25).

5.4.2 Scenario prioritization

A potential issue for detecting liveness bugs with Twins is that its generator should
generate long scenarios, which adds difficulty to testing due to redundant cases. In
previous Twins, the focus is on safety violations, with each scenario being short (4-7
rounds). For liveness bugs, a few rounds are not sufficient. When testing 10 rounds,
the number of scenarios that need to be generated is extremely large ( 1032).

We set several rules to prune the number of scenarios that the Twins generator
can produce.

Rule A: Use two partitions with fixed sizes: {[2f+1], [n-(2f+1)]} .

To detect liveness violations, we need at least one partition with a quorum size.
We don’t consider cases with more than two partitions because we only need to ob-
serve two conflicting partitions of locks. Furthermore, when the number of rounds
is large enough, we can discard partitions with a super-quorum because they oc-
cupy a large proportion of scenarios that actually run duplicated scenarios.

Rule B: Drop duplicated replacing cases.

If we already have a partition such as {[1,4], [2,3,4′]}, we would consider parti-
tions like {[2,4], [1,3,4′]}, {[3,4′], [1,2,4]} as duplicated cases because they just switch
the places of honest replicas. Since we don’t specifically distinguish between these
honest replicas, we find that they have a lot of repetitions when tested, so we only
need to keep one of them.

Rule C: Twins are split into two partitions.

This rule only removes the cases in which both twins are allocated into the parti-
tion. When the twin node is a leader, consider {[1,4,4′], [2,3]}. This case violates the
rule that each node votes for only one proposal in a round, and only one proposal
is valid after voting and view-change. We can drop this case if we require the twins
to propose conflicting blocks at the same height.
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Algorithm 4 Scenario generation
Input: Node set Nodes
Input: Partition sizes Sizes
Input: Number of nodes n
Input: Number of rounds r
Input: Number of scenarios s
Output: Generated scenarios Generated

1 // enumerate all the possible cases

2 cases← []
3 for i← 0 to n do
4 for j← 0 to len(Sizes) do
5 // get random uniform-distributed delay from [0, 0.5∆, ..., delayBound]
6 pd← getProposeDelay()
7 vd← getVoteDelay()
8 p← addNodes(Nodes, Sizes)
9 append(cases, {L : Nodes[i], P : p, PreposeDelay : pd, VoteDelay : vd})

10 end
11 end
12 // generate a certain number of distinct scenarios

13 casesLen← len(cases)
14 used← []
15 count← 0
16 while count < s do
17 idx ← []
18 for i← 0 to r do
19 // get random uniform-distributed case from [0, casesLen]
20 idx[i]← randInt(0, casesLen)
21 end
22 if contains(used, idx) then
23 continue
24 else
25 append(used, idx)
26 scenario ← []
27 for j← 0 to r do
28 case← cases[idx[j]]
29 append(scenario, case)
30 end
31 append(Generated, scenario)
32 count← count + 1
33 end
34 end
35 return Generated
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5.5 application in twins

5.5.1 Checking for temperature

For the temperature checking method, monitoring whether the system is in a hot
state and maintaining the temperature variable to track the duration in which the
system stays in a hot state is sufficient to detect potential liveness violations. The
method requires two basic variables: (i) the temperature variable, denoted as Temp,
to count the steps the system remains in the hot states, and (ii) the temperature
threshold, denoted as TT, to determine which execution should be identified as a
liveness bug. If Temp exceeds TT, a liveness bug is immediately reported, while a
situation where the temperature does not reach the threshold or quickly recovers
indicates a healthy case.

5.5.2 Checking for lassos

Typically, the standard approach for verifying the existence of a cycle is by replaying
the detected cycle with a controlled scheduler. If the events’ schedule in the detected
cycle can be repeated, a violation could be confirmed and reported. However, one of
the main challenges in replaying a cycle of system states is the need for a controlled
event scheduler to enforce executing a particular event and reaching a particular
state in the execution. Unfortunately, the majority of distributed systems and testing
frameworks do not possess a controlled environment, making it difficult to confirm
and report violations.

The existing Twins approach conducts test execution scenarios with specific Byzan-
tine behaviors and network faults. However, it lacks the ability to control the execu-
tion of protocols at message granularity. Therefore, it cannot enforce the execution
of a given schedule of events to check whether some detected cycle can be replayed.
However, it is still possible to observe the states that the system reaches.

In this work, we check for lassos on the state transition graph of the system, which
increases the likelihood of detecting potential cycles of states reachable in the ex-
ecutions and also does not require a controlled scheduler. We construct the state
transition diagram using the information we collect in the test executions we run
on the system.

During each test execution, we collect the state reachability information about
the observed (partial) states and build a state transition graph. Starting from the
initial system state, we observe the system states that are reached after running a
round of the protocol. The execution of the protocol gives us a sequence of system
states, where we transit from one state to another by running a protocol round.
By recording these transitions, we can effectively build a graph that represents the
possible system states and transitions that can occur during the execution of the
protocol.

We maintain a single state transition graph G = ⟨S, T⟩ where S keeps the set of
observed system states and T corresponds to the transitions between these states.
The graph contains an edge from states s1 to s2 if we observed a transition from state
s1 to s2 during one of the test executions. The state transition graph summarizes the
set of states and the transitions between them that are encountered in a set of exe-
cutions. We update the graph after each test execution with information about the
new states and transitions. We made the choice of maintaining a single transition
graph to increase the chances of observing a cycle. However, this choice implies that
correctly identifying a cycle does not mean simply reaching a previously observed
state since it does not necessarily create a cycle in the graph. Therefore, cycles have
to be explicitly searched for in our state transition graph. It is sufficient to search
for cycles after the state transition graph has been updated by all executions.

Figure 5.3 illustrates the state transition graph, its maintenance, and the appear-
ance of a cycle in a simple example. In this example, a state transition graph G1
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Figure 5.3: Update of the state transition graph.

keeps three system states S0, S1, and S2, and their state transitions. Assuming that
we run an additional test execution in which we observe that the system moves
from S2 to S1, then we extend the graph by adding an edge from S2 to S3. The
resulting graph G2 contains a cycle between states S1 and S2, which is a potential
lasso in the execution.

Note that differently from Algorithm 2, we do not check for fairness in Algo-
rithm 5 because we only require to observe the occurrence of a lasso to report a
liveness violation and do not need to check for a fair cycle or for starvation. The
resulting state transition graph can then be analyzed for the presence of lassos,
which represent potential cycles of system states. If a lasso is detected, we can then
investigate further to confirm whether a violation exists. This technique has the
advantage of not requiring a controlled scheduler, as the state transition graph can
be built from the information obtained during test executions.

Algorithm 5 CheckLasso
Input: Current state s
Input: Current trace Trace
Output: Updated trace

1 for i← 0 to len(Trace) do
2 if Hash(s) = Hash(Trace[i]) then
3 C ← Trace[i..len(Trace)]
4 if Hot(C) then
5 if checkCycle(s, ..) then
6 REPORT-LIVENESS-BUG(Trace)
7 end
8 end
9 end

10 end
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5.6 discussion
This section discusses the definitions and methods we use.

For the streamlined protocols, our hot state checks if the system does not progress
due to conflicting locks. This design is based on the published attack scenarios, and
we believe this definition can be modified to detect any more challenging attack
scenarios.

Specifically for Sync HotStuff, our attack scenario only extends message delays.
In fact, we have provided a fine-abstraction scenario to theoretically support arbi-
trary message delaying and re-ordering, however, it is not fully explored.

The adaptation of the partial-state caching algorithm is not perfect. We believe
that there are always better solutions to apply liveness checking techniques, which
is left for future work.
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We check the liveness of HotStuff, Sync HotStuff, and 2-Phase HotStuff by running
a set of test executions and using the temperature and lasso detection methods to
detect liveness violations in these executions. Then, we compare the performance
of the temperature and lasso detection methods to a baseline bounded liveness
checking method.

6.1 evaluation setup

6.1.1 Twins Framework

DiemBFT1 officially implements Twins with its testing modules and interfaces.
However, Diem is a real-world decentralized application that is not easy to revise
and extend its core when the codebase is complex with lots of intertwined compo-
nents.

Instead, we built our experiments on top of the relab/hotstuff framework2. The
framework implements a chained version of HotStuff and Twins testing suite, op-
erating in a round-by-round manner similar to DiemBFT. In each round, an honest
leader proposes a leaf block that extends the longest safe chain known to it. Repli-
cas update their states and vote for the current proposal in order to generate a new
committed QC.

6.1.2 Extension to Twins

To support the experiments presented in this thesis, we extended the Twins frame-
work for our evaluation as follows.

First, we implemented the 2-phase HotStuff and Sync HotStuff protocols based
on the consensus interfaces provided by the Twins framework. We rely on the im-
plementation of HotStuff which is provided by Twins. Note that Fast HotStuff [30]
is also implemented in Twins. We do not consider Fast HotStuff in our experi-
ments because it would be redundant with the use of HotStuff’s: the liveness of
both protocols has been demonstrated. Second, we implemented additional func-
tions to capture the system state and maintain the state transition diagram. Our
implementation of the state transition diagram is thread-safe to support the parallel
execution of test scenarios. Third, we extended the testing framework to generate
and execute scenarios that can introduce message delays in the test executions. We
used message-delaying test cases to test the executions of the Sync HotStuff pro-
tocol, whose correctness depends on the timing of the delivery of the messages.
Finally, we implemented the temperature and lasso detection methods for checking
liveness.

1 https://github.com/diem/diem
2 https://github.com/relab/hotstuff
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Protocol Rounds Number of scenarios to generate
HotStuff &
2-Phase HotStuff

10 ∼ 1× 109

20 ∼ 1.2× 1018

Sync HotStuff
10 > 1× 1032

20 > 1× 1032

Table 6.1: The number of Twins scenarios generated under various configurations.

Protocol Rounds Tmean (s) Tstd (s)

2-Phase HotStuff
10 0.759 0.351

20 2.194 1.398

HotStuff
10 0.838 0.245

20 2.813 0.919

Sync HotStuff
10 3.100 1.062

20 4.156 2.151

Table 6.2: Execution time of a unit test scenario in seconds under various configurations.

6.1.3 Experimental setup

Our experiments run on an HP laptop (ZBook-Studio-G5) equipped with a 2.6 GHz
Intel Core i7 (12 cores), 16 GiB memory, and a UHD Graphics 630.

Scenario generator. Table 6.1 presents the number of scenarios that can be gener-
ated for different protocols and rounds. The scenario generator runs the ”one-time
computational cost”: it tries to enumerate all the ways in which all the nodes can
be distributed among different network partitions and injected message delays. All
the scenarios are configured with 2 network partitions, 4 honest processes, and 1

Byzantine (twin) process, and are executed for 10 or 20 rounds (blocks). In our
experiments we do not explore tackling more than a pair of twins, so we do not in-
crease larger permutations (e.g.7 processes with 2 twins) to present more complex
scenarios. For Sync HotStuff, we only need 3 honest processes, but we have to addi-
tionally enumerate the message delays. The number of possible scenarios is much
larger. If it is larger than 1× 1032, we did not record the exact number because it
was already prohibitively large. Compared with benchmark results reported in [7],
we were able to prune the number of scenarios to more than 10% of that with the
same configuration.

Scenario executor. Table 6.2 provides the time required for Twins to execute a
unit test that involves 10 or 20 blocks with HotStuff and Sync HotStuff. For each
configuration, we randomly selected and executed 1,000 Twins unit test scenarios
and report the average. For HotStuff, we apply a fixed network delay of 10 ms. For
the execution of Sync HotStuff, we set ∆ to 50 ms. The table lists the average exe-
cution times Tmean and the standard deviations Tstd for each protocol and number
of blocks. The times required to execute a scenario with Sync HotStuff are larger
than those of 2-Phase HotStuff and HotStuff since Sync HotStuff requires the use
of longer network delays and malicious delaying by the adversary. For example,
with 20 blocks, Sync HotStuff requires 4.156 s to execute a scenario, while 2-Phase
HotStuff and HotStuff respectively require 2.194 s (47% less) and 2.813 s (32% less).

Time-Bounded Liveness Checking

As a baseline, we checked the bounded liveness of the consensus algorithm execu-
tions using a time bound. This method takes a time bound parameter from the
programmer and reports a potential liveness violation if the system does not reach
a consensus within the given specified delay.
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The effectiveness of the time-bounded liveness checking method depends on the
actual value of the time-bound parameter chosen by the programmer. In our eval-
uation, we selected three representative bound values per protocol based on its
expected normal case execution time, which we have presented in Table 6.2. We uti-
lized different values for the time-bound parameter: i) a small bound value Tsmall =
Tmean; ii) an intermediate bound value Tmid = Tmean + Tstd, which covers 84% of
the values of a normal distribution; iii) a large bound value Tlarge = Tmean + 2Tstd,
which covers 98% of the values of a normal distribution.

For a given time-bound parameter value, an execution is expected to reach con-
sensus before the time-bound and, if not, will be associated with a potential liveness
violation. Consequently, one can expect that increasing the value of the time-bound
parameter decreases the number of false positive liveness violations, but it also in-
creases the computational overhead. Selecting the right time-bound value is, there-
fore, a delicate process.

6.2 experimental evaluation
All experiments in our research are measured by their performance differences and
their ability to detect vulnerabilities. We do not discuss the baseline performance
between the protocols or the performance between different experimental setups or
benchmarks.

6.2.1 Parameters

There are several critical parameters to measure our approach:
1. Rounds: This parameter indicates the length of each scenario. In our experi-

ments, we set the number of rounds to 10 or 20. We do not test scenarios that are less
than 10 rounds in length since we think they are not long enough to demonstrate a
standard liveness problem.
2. Threshold: This parameter indicates the temperature threshold for the temper-

ature method and the time threshold for the time-bounded checking method when
we report a liveness bug.

3. Time taken: This parameter measures the total runtime to run the tests (in
seconds), including the execution of all generated scenarios, initialization of net-
working and configurations, and analysis of the execution results.

4. Trace length: This parameter measures the average number of rounds to report
a violation (or a dash ”-” if there are no violations).
5. Buggy rate: This parameter calculates the ratios of safety and liveness viola-

tions detected in the executions.
6. False positive rate: This parameter calculates the false positive rate over all the

reported bugs.
Other relevant parameters are not explicitly revealed in the tables:
(1). Type of lassos: This parameter indicates the number of types of lassos that

exist in our state transition cache.
(2). Types of states and hot states: This parameter measures the number of

distinct states captured in our state transition cache after executing all generated
scenarios. The number of total states counts in thousands. Thus we believe the
system is safe from hash collisions (i.e.the possibility is 4.3 ∗ 10−60).

(3). Command requests: This parameter measures the number of commands
contained in each block. To simplify the testing, we default to one command per
request for each view.

(4). Scenario sources and destinations: This parameter acts as the input and
output for the experiments. We generate these scenarios into an input file and feed
them into the executor. The executor outputs buggy scenarios (either liveness or
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Rounds Method Threshold Time Trace length
% Safety

violations
% Liveness
violations

% False
positives

10

Temperature 5 17 min 3 s - 0 0 0

Lasso detection - 17 min 16 s - 0 0 0

Small-Timeout 0.8s 14 min 50 s 8 0 98.8 100

Mid-Timeout 1.2s 20 min 23 s 9 0 96.4 100

Large-Timeout 1.6s 31 min 43 s 10 0 94.3 100

20

Temperature 5 52 min 26 s - 0 0 0

Lasso detection - 57 min 3 s - 0 0 0

Small-Timeout 2.8s 48 min 43 s 15 0 95.7 100

Mid-Timeout 3.8s 1 h 5 min 12 s 18 0 94.1 100

Large-Timeout 4.8s 1 h 19 min 34 s 20 0 90.6 100

Table 6.3: Liveness and safety violations detected with the temperature checking, lasso de-
tection, and bounded liveness methods on the executions of the HotStuff protocol.

safety bugs) into a new JSON log file. This file should be configured the same as
the input JSON file so that these scenarios can be re-evaluated.

6.2.2 False positives

False positive liveness violations can be detected based on the analysis of the repli-
cas’ local variables, such as their view number, prepared and locked blocks. How-
ever, the analysis of the remaining positives requires a thorough manual evaluation
of the execution by developers. Indeed, this analysis is not straightforward, because
network partitions and message drops might prevent the processes’ view numbers
to not be synchronized. We observe that the identification of false positives consists
in distinguishing whether there are really two conflicting chains in the system so
that it can no longer make progress. In our evaluation, we, therefore, consider an
execution to be a false positive if we cannot identify two conflicting locked blocks in
the process states it generates, or if there are two conflicting locked blocks such that
one is extending the other for HotStuff. In the latter case, the SafeNode predicate
in HotStuff would still allow progress to be made.

6.2.3 Results

Checking HotStuff’s Liveness

Table 6.3 lists the results of testing the HotStuff protocol with 10,000 randomly se-
lected Twins test scenarios and checking the liveness of the executions using the tem-
perature and lasso-detection based methods, along with the baseline time-bound
checking. For the safety property, we checked the agreement of the protocols by
comparing their executed blocks. For the liveness property, we used time-bound
and temperature methods to check whether the liveness properties are satisfied
within a bounded duration of execution (bounded by temperature and time, respec-
tively) and the lasso detection method to check whether the system can stay in a
cycle of hot system states and therefore does not satisfy its property.

For the temperature method, we estimated a temperature threshold equal to 5

rounds, i.e., we report a violation if the system states in a hot state for 5 rounds.
We use the same temperature threshold for 2-Phase HotStuff and Sync HotStuff
protocols. With this temperature threshold value, the temperature-based and the
lasso detection-based methods did not report any violations for HotStuff (i.e., 0 in
the safety and liveness violations columns).

On the other hand, the time-bounded liveness checking baseline reported many
potential liveness violations, where the executions could not reach a consensus in
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Rounds Method Threshold Time Trace length
% Safety

violations
% Liveness
violations

% False
positives

10

Temperature 5 16 min 25 s 9 0 0.23 0

Lasso detection - 16 min 19 s 8 0 0.42 0

Small-Timeout 0.8s 14 min 21 s 8 0 77.8 98.2
Mid-Timeout 1.2s 19 min 44 s 9 0 74.6 94.5

Large-Timeout 1.6s 30 min 11 s 10 0 58.6 88.6

20

Temperature
5 51 min 13 s 12 0 1.92 0

10 53 min 30 s 17 0 0.74 0

15 54 min 2 s 20 0 0.17 0

Lasso detection - 52 min 26 s 13 0 2.04 0

Small-Timeout 2.2s 38 min 52 s 12 0 78.8 97.6
Mid-Timeout 3.6s 59 min 12 s 16 0 66.4 90.4

Large-Timeout 5.0s 1h 20 min 33 s 20 0 46.5 77.9

Table 6.4: Liveness and safety violations detected with the temperature checking, lasso de-
tection, and bounded liveness methods on the executions of the 2-Phase HotStuff
protocol.

the given amount of time. The results for time-bounded liveness checking show
that using a small timeout reports a lot of violations. For example, with 20 rounds
and the small timeout value, the time-bounded liveness checking method reported
that 78.8% of the executions contain liveness violations. However, 95.7% of those are
false positives where consensus has not been reached within the allocated number
of rounds because of network partitions. In fact, it is very likely that the Twins
test generator produces scenarios that cannot gather a quorum of votes because of
network partitions and lack of leader replacement. Most of such test scenarios have
not even completed their executions before timing out, and then they are labeled
as violations. Albeit fewer, using a larger timeout bound still leads to reporting a
high number of false positive liveness violations in which the system does not even
enter a hot state. For example, still with 20 rounds, using the large timeout value
decreases the proportion of executions that contain liveness violations to 90.6%.
Overall, time-bounded checking reports them as potential liveness violations since
these scenarios cannot reach a consensus due to frequent network partitions.

Checking 2-Phase HotStuff’s Liveness

Table 6.4 lists the results we obtained by executing randomly selected unit test sce-
narios on 2-Phase HotStuff, which is known to violate liveness in certain scenarios.
Similar to the results for HotStuff, we observe that time-bounded liveness Similar
to the results for HotStuff, we observe that time-bounded liveness checking meth-
ods provide a higher amount of false positives than temperature and lasso-based
methods. To evaluate the effect of the temperature value on the amount of reported
false positives, we ran the tests for a varying number of temperature bounds (5,
10, 15) and checked if the system execution can reach those temperature bounds in
the execution of 20 rounds. We observed that increasing the temperature thresh-
old increases the required time to complete the test executions while it reduces the
amount of reported false positives. For example, replacing the small timeout by the
large timeout with 20 rounds increased the computation time from 38 min 52 s to
1 h 20 min 33 s, and reduced the proportion of false positives from 97.6% to 77.9%.
Similarly, the time taken for the time-bounded checking also increases with the
time-bound. For the lasso detection method, the execution time does not depend
on a predefined bound but on the execution time of the test case together with the
time required for cycle detection.
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Rounds Method Threshold Time Trace length
% Safety

violations
% Liveness
violations

% False
positives

10

Temperature 5 6 min 54 s 7 3.1 1.8 2.2
Lasso detection - 6 min 38 s 6 2.6 1.3 2.6
Small-Timeout 3.1s 5 min 49 s 7 0.3 33.6 96.4
Mid-Timeout 4.1s 6 min 41 s 8 2.5 32.4 92.7

Large-Timeout 5.1s 8 min 37 s 10 2.6 20.7 84.8

20

Temperature
5 8 min 36 s 9 1.7 1.9 3.6

10 9 min 4 s 14 1.1 0.5 0

15 9 min 12 s 18 0.7 0.1 0

Lasso detection - 8 min 42 s 8 2.1 1.6 3.4
Small-Timeout 4.2s 7 min 2 s 7 0 34.2 95.3
Mid-Timeout 6.4s 10 min 24 s 15 0.3 24.2 91.2

Large-Timeout 8.6s 14 min 9 s 20 1.6 16.7 81.2

Table 6.5: Liveness and safety violations detected with the temperature checking, lasso de-
tection, and bounded liveness methods on the executions of the Sync HotStuff
protocol.

Checking Sync HotStuff’s Liveness

Table 6.5 shows the execution results of testing Sync HotStuff (eprint version 20190312:115828)
with ∆ set to 50ms. Overall, our findings for testing Sync HotStuff are mostly sim-
ilar to the observations we made with HotStuff (Table 6.3) and 2-Phase HotStuff
(Table 6.4). One significant difference, however, is the fact that this version of Sync
HotStuff can violate both safety and liveness in certain test scenarios. For exam-
ple, we found that the lasso detection method identified that 2.1% and 1.6% of the
executions respectively contained safety and liveness violations with 20 rounds. Ad-
ditionally, we have observed slightly more false positive liveness violations in Sync
HotStuff than with HotStuff and 2-Phase HotStuff. We believe that this higher false
positive rate comes from the adaptations we had to make to run Sync HotStuff on
top of Twins.

6.3 discussion
Our evaluation shows that time-bounded liveness checking introduces a significant
number of false positives when applied to streamlined protocols, as compared to
temperature-based and lasso-based techniques. We believe that most of the attacks
examined for RQ1 can be tested by flexibly adapting the abstractions and meth-
ods developed for RQ2 and RQ3. We find that using a small timeout for liveness
checking is not practical, as it fails to detect actual violations; rather, it detects a
considerable number of false positives.

Even when increasing the timeout duration to a larger value, the rate of false
positives remains high, and the execution time significantly increases. In contrast,
temperature-based and lasso-based techniques utilize the concept of hot states to
detect the occurrence of a violation, making them more precise and reducing the
likelihood of false positives.



7 C O N C L U S I O N

7.1 conclusions
This thesis aims to answer the following research questions:

RQ1 What are recently-detected BFT attacks? Can testing methods be used to de-
tect some interesting and challenging attacks?

RQ2 How can we adapt existing liveness checking techniques for testing blockchain
systems?

RQ3 Can the Twins testing system be extended to incorporate these liveness check-
ing techniques? Can timing violations due to Byzantine faults be detected?

In Chapter 4, we delve into BFT protocols, and undertake an in-depth analysis of
their susceptibility to safety or liveness violations, in order to respond to RQ1. We
meticulously examine various attacks existing in BFT consensus algorithms, and we
believe that our findings cover most Byzantine behaviors.

Chapter 5 addresses RQ2 by scrutinizing the existing liveness violations in stream-
lined Byzantine consensus protocols, specifically, the HotStuff protocol family. We
found out that existing time bounded checking methods generate a high number of
false positives. To overcome this limitation, we have adopted temperature and lasso-
detection liveness-checking techniques to streamlined Byzantine consensus proto-
cols, for the first time. We focused on the HotStuff protocol family and propose
necessary definitions of system state abstractions (namely partial and hot states).

To address RQ3, we demonstrate that the implementation of our methods on
top of the Twins testing framework successfully detects the liveness violations in
2-Phase HotStuff and in an early version of Sync HotStuff.

Both the temperature and the lasso-detection methods are shown to be practical
for the liveness-checking of blockchain consensus algorithms. Our results indicate
that these methods identify liveness violations with fewer false positives than the
time-bounded liveness checking baseline. However, adequately selecting the thresh-
old of the temperature-based method is a delicate task that can lead to false posi-
tives or high computational overhead, while lasso detection might be more memory
intensive for complex systems.

7.2 limitations and future work
This section discusses the limitations of our designs and experiments and highlights
potential areas for future work.

Extending attack coverage. We have only investigated a subset of the Byzantine
behaviors, and liveness checking techniques have not been extended to other BFT
testing systems. Our study focused on streamlined BFT blockchain protocols while
non-lock-step asynchronous protocols have been excluded. Exploring and detect-
ing liveness attacks in diverse protocols would be an exciting direction for future
research.

Refining message timing. Our approach to message timing is limited to schedul-
ing messages at a relatively coarse granularity. Further research could refine the ap-
proach by considering a more detailed message processing model and developing a
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more precise algorithm to detect liveness violations in BFT protocols. For example,
future work could explore more sophisticated attack scenarios where Gasper’s ad-
versary arbitrarily controls multiple Twins pairs to balance votes to specific replicas,
which may require more fine-grained timing data and precise algorithms to capture
the behavior.
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