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Battery energy storage systems (BESSs) have been used in AC Microgrids (AMGs) for frequency control (FC) and
energy management (EM). AMGs with low inertia might suffer large frequency deviations with high rates
without the required reserve power for FC. This paper proposes a linear model for the optimal operation of grid-
connected AMGs considering frequency security constraints. BESS and photovoltaic systems both participate in
primary FC (PFC) and EM. PVSs can decrease their generation in power surplus conditions. They can release the
energy of their DC-link capacitors in power shortage conditions. Through coordinated use of BESS and PVSs, the
required BESS power for PFC decreases considerably, which allows the BESS to participate in EM more effec-
tively and hence reduces the AMG operational cost. Frequency simulation studies show that PVSs can consid-
erably assist BESS for PFC. Moreover, the optimization results show that without PVSs’ support, load shedding is
unavoidable which increases the AMG operation cost significantly. In this regard, deterministic and stochastic
optimization show that PVSs’ participation in PFC results in 24 % and 24.2 % reduction in the AMG operation
cost compared to those when BESS is only used for PFC. Therefore, the PVSs’ assist in PFC, even though short, has

large impact on the optimal operation of the AMG.

1. Introduction
1.1. Microgrid, its components and modes of operation

Renewable energy sources such as photovoltaic systems (PVSs) play
avital role in clean energy generation. Their proliferation in distribution
networks has facilitated the formation of Microgrids (MGs). In addition
to PVSs, other types of distributed generators (DGs), such as diesel
generators and energy storage systems (ESSs) have been widely used in
MGs [1]. In AC grids, MGs operate either in grid-connected mode or
islanded mode [2].

Due to the increased penetration of renewable resources, the overall
inertia of grids is decreasing, leading to faster frequency variations [3,
4]. As MGs have relatively less inertia, their frequency variations are
more severe than bulk power systems, showing the necessity of reliable
FC schemes for AC MGs (AMGs) [5], which ensure the power balance
between the supply and demand [6]. The power exchange with the
upstream grid prevents any power shortage or surplus in the AMG;
hence, the AMG frequency remains stable. The optimal AMG operation
is ensured through this power exchange and the generation control of
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AMBG energy resources like distributed generators (DGs) and the ESSs
[7].

1.2. BESS’s role in AMG frequency regulation and energy management

The ESSs can absorb and release energy when energy prices are low
and high, respectively, to decrease the AMG operational cost. However,
an unintentional islanding stops the power exchange with the upstream
network, and consequently upsets the AMG demand-supply balance [8].
Fast frequency response is imperative to maintain the frequency stability
of the islanded low-inertia AMG [9]. The generation of distributed
generators (DGs) cannot be instantly changed to restore the balance.
Conversely, energy storage systems (ESSs) can do this, making them
suitable for primary FC (PFC). For secondary FC (SFC), dispatchable DGs
are used, which restore the frequency to the nominal value [10].

Battery ESSs (BESSs) are commonly used for grid applications [11].
They are used for both PFC [12] and energy management (EM) [13,14]
in isolated grids such as AMGs. One BESS is capable of both tasks. BESS
can emulate the response of a synchronous generator by controllers like
the droop characteristics using which BESS power can be decreased or
increased in case a frequency rise or drop occurs [15]. On the other
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Nomenclature

Abbreviations and symbols

AMG AC microgrid

BESS Battery ESS

D Duty cycle

DEG Diesel generator

DG Distributed generator
DIM Dimension

DLC DC-link capacitor

DLCV  DLC voltage

EM Energy management
ESS Energy storage system
fame AMG frequency

fo AMG nominal frequency
FC Frequency control

Fcuc Frequency-constrained unit commitment
FD Frequency deviation
FDB Frequency dead-band
Smax Maximum frequency rise
FR Frequency regulation
Haumg Overall AMG inertia

HPF High-pass filter

MILP Mixed-integer linear programming
MP Maximum power

MPP MP point

MPPT  MPP tracking

P Active power reference for EM
PFC Primary FC

Pp Power demand

Py, Active power reference for frequency regulation
Pg Power generation

Poys PVS rated power

Ppys Actual power generation of PVS
Pres BESS active power reference
PVS Photovoltaic system

RoCoF  Rate of change of frequency

SFC Secondary FC

SOFC Solid-oxide fuel cell

Sets and indices

g Set of non-renewable DGs

gl Set of renewable DGs

i Index used to linearize battery degradation cost

m,nk Represent dimensions of 3-DIM table that represents
required BESS power for PFC

t/T Index/set of time periods

Parameters

ag,bg,c;  Cost coefficients of non-renewable DGs

CBP,CBE Power and energy rating cost of battery

dg,eq,f;  Penalty emission cost coefficients of non-renewable DGs

DODPMin/DODM™  Minimum,/maximum values of DOD in each
segment

EB" BESS rated capacity

Fg Operation cost function of dispatchable DGs

Mg,M;;  Maintenance cost coefficients of DGs

Neyete Battery number of life cycles

Ny number of synchronous generators

PDGgﬂ“,PDG;“a" Minimum and maximum power limits

PB",EB" Power and capacity rating of battery

7Tp/ T Price of buying/selling energy

UCg,DCg Start up and shut down cost of DGs

ymin /ymax - Minimum,/maximum values of each segment of LCCBt
NBESs BESS efficiency

Ps Probability of scenario

Variables

CDBAT Battery degradation cost

CLS Load shedding cost

CUG Power exchange cost of with the utility grid

DOD; Depth of discharge

EBff /EB?( Required SOC for discharge/charge for PFC

IC, Avoids simultaneity of discharge and charge

IU, Avoids simultaneity of buying and selling grid power

LCCB;  Battery life cycle cost

OCDGS Operation cost of the DGs
PB; Overall BESS power

PBY/PB: BESS power discharge/charge

PB®™  Required BESS power for PFC

PBP®*  Maximum limit for BESS power

PD; Power demand

PDGg;  DGs generated power

PLS; Shed load

PUG; Overall exchanged power with utility grid
PUG?,PUGS Bought/sold grid power

PUG™ Maximum limit for utility grid power
SUC,,  Start-up cost
SDCg:  Shut-down cost

Se On/off state

SOC; Battery state of charge

TOCA  AMG operation cost

ww Used to include unfinished discharge cycle

Whke Used for interpolation

Yi, Auxiliary variable used for linearizing

YY./ZZ, Used to detect start/end of each discharge cycle
Z1, Auxiliary variable used for linearizing

hand, EM relies on longer-term operation optimization rather than fast
real-time response. This includes peak shaving, load shifting and eco-
nomic dispatch which can be realized by day-ahead or intra-day opti-
mization [16].

As the frequency regulation has priority over the energy manage-
ment, the frequency constraints should be met in grid-connected oper-
ation optimization. This ensures the AMG frequency stability in case of
an unplanned islanding. In this regard, the authors of [17] and [18] have
proposed frequency stability-constrained economic dispatch of DGs and
BESSs to optimize the MG operation after forced islanding. According to
their proposed scheme, a significant portion of the BESS power must be
reserved for FC. This makes a part of the BESS power discharge/charge

capability unavailable, which adversely affects BESS’s role in the EM.

1.3. PVSs’ role in AMG frequency regulation

Use of PVSs for PFC allows more participation of the BESS in the EM.
The authors of [19,20] have proposed curtailing the PVS’s power to
provide PFC in power shortage situations by releasing the curtailed
power. However, the drawbacks of this approach is not generating the
maximum power (MP) and estimating the MP point (MPP) under
different climate conditions. The second approach is the use of a dump
load [20,21]. The third approach is to lower the PVSs generation below
the MPP [22,23]. The second and third approaches are only applicable
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Fig. 1. AMG frequency response, (a) power variations of resources, (b) AMG frequency, (c) Decomposed BESS power (high- and low-pass filters time constants =

0.3 s), (d) Decomposed BESS power (filters time constants = 1 s).

when the frequency rises due to power surplus [20]. The fourth
approach releases the stored energy of the DC-link capacitors (DLCs) of
PVSs to manage the power shortage [24]. However, the DC-link
capacitor has a limited capacity that leads to the fifth approach, in
which a supercapacitor is used instead in the DC-link [25]. The draw-
back of the fourth and the fifth approaches is that they inhibit the PVSs
from operating at MPP by preventing the DC-link voltage from being
constant for MPP tracking (MPPT). The coordination of BESS and PVSs
have been considered in [26] to provide PFC. However, the authors have
proposed curtailment of PVSs for providing frequency support which is
inefficient similar to the first approach.

To overcome the mentioned drawbacks, a new FC scheme is pro-
posed for PVSs. During power shortage conditions when the frequency
drops, the DLCs are used to provide PFC shortly alongside the BESS. A
frequency dead-band (FDB) and a high-pass filter (HPF) make the PVSs
to respond only to extreme frequency disturbances. In power surplus
conditions, the PVSs are controlled to decrease their power output
proportionally to the frequency rise. The FDB prevents the PVSs from
responding to the low-frequency rises. The use of FDBs and HPFs hardly
makes the PVSs deviate from MPP for frequency regulation, which
makes it more efficient compared to the first, third and fourth ap-
proaches. In contrast to the fifth approach, the supercapacitors is not
used. Despite the limited energy injection by the DLC, it is sufficient to
enable PVSs participation in PFC. The proposed approach in this paper
for PVSs frequency regulation decreases the required BESS power
reserve for PFC, which allows more participation of the BESS in EM.

1.4. MG optimal operation with frequency security constraints

Some of recent research works on the optimal operation have
considered frequency stability constraints. The authors of [27] have
addressed the frequency-constrained unit commitment (FCUC) problem.
In [28], the FCUC problem is solved with the help of neural networks
that determine the virtual inertia parameters and droop coefficients,
while the authors of [29] have instead considered spatial differences in
frequency deviations (FDs). Reference [30] deals with the FCUC

problem with the aim of enhancing frequency stability for an isolated
network. The works conducted by [17,18] have tried to solve the
problem of optimal AMG operation with frequency security constraints.
These two papers have not modeled the battery degradation cost. The
authors of [31] have used optimal power flow to minimize the difference
between the costs of the scheduled operation and the operation that
considers frequency security after islanding. The drawback of their work
is that their formulated problem contains differential algebraic equa-
tions which are nonlinear. In [32], optimal scheduling of a power sys-
tem, which contains hydropower, wind and PVSs, is considered with
security frequency constraints. The problem is formulated with
nonlinear constraints. A common drawback of the research works in
[28-30,32] is that the role of ESSs is not considered. References [17,18,
28-32] cannot obtain the global optimal solution due to the nonlinearity
arising from the multiplication of network inertia and FD, as they are
continuous variables. This issue is not considered by [17]. Furthermore,
the authors in [18] have used a penalty function to ensure frequency
security, which either does not properly enforce the frequency security
requirement or prevents the solution from being optimal. The authors
have also considered equal time constants for the BESS and Diesel
generators (DEGs) models which is not correct. It is of note that BESS
mainly consists of static elements and thus its time constants are much
smaller compared to the DEGs. Because of this, the accuracy of the re-
sults in [18] remains a question, too. Last but not least, none of these
works have used the PVS’s potential in PFC.

1.5. Summary

This article will solve the above mentioned issues. A comprehensive
frequency simulation study is conducted to obtain the required BESS
reserve power for PFC with PVSs participation under different operation
conditions. Then, the obtained data is used for the frequency constraints
of the optimal AMG operation. Therefore, the frequency security is al-
ways ensured while minimizing the AMG operation cost. It is worth
noting that the proposed model is fully linear. Besides, it is much simpler
and faster as frequency simulation studies are done just once, and before



M. Bagheri-Sanjareh and M. Popov

Battery |, DC Filter

: _”_MN_NYY\
1] “ac
A
i
|
PWM
A
: i | da
Current loop[* =~
controller |« ——
iy abc

i1 [PID} S|
. ‘@‘ |BESS frequency

i o | controller

Sustainable Energy, Grids and Networks 45 (2026) 102103

Fig. 2. BESS configuration and its control.
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the optimization.
The shortage of previous works and the contribution of this paper are
summarized below:

To our knowledge, no research work has ever used the coordinated
application of BESS and PVSs and the usage of FDBs and HPFs for
reducing the AMG operation cost while maintaining its frequency
stability.

The DC-link supercapacitor is not required for the PVSs to perform
PFC.

The proposed PVS control, which uses FDBs and HPFs, ensures
operation at the MPP except shortly for PFC when power surplus
occurs.

Unlike previous papers with the nonlinearity problem, the model of
this paper is completely linear.

BESS degradation cost is modelled in the AMG cost optimization
problem as opposed to the previous papers which either have missed
it out or have not used ESSs entirely.

Frequency security requirements are modelled directly as constraints
which guarantees both the solution optimality and the frequency
security.

The paper is organized as follows: the AMG frequency dynamics and
control schemes of BESS and PVSs are presented in Section 2. Section 3
discusses and formulates the AMG operation costs and the frequency

security constraints. Section 4 presents the studied AMG network and
frequency simulation results. The results of these studies are summa-
rized and used for solving the optimal AMG operation problem in Sec-
tion 5 with the applied frequency constraints defined in Section 4.
Section 6 concludes the paper.

2. Proposed FC scheme using BESS, PVs, and DGs

The AMG frequency is governed by Eq. (1) [33]:
dfamc/dt = (fo/2Hame) % (Pg — Pp) (€9)]

where fayc is the AMG frequency and fj is its rated value. Hapg repre-
sents the overall AMG inertia whereas Pp, and Pg are respectively the
total power demand and generation.

Fig. 1 depicts the AMG frequency dynamics after unintentional
islanding while receiving power from the utility grid. The quick power
discharge of BESS intercepts the frequency drop and with the help of
DGs, the frequency is restored to its rated value. A large part of the BESS
power decreases momentarily. Fig. 1(c) and (d) show the BESS power
decomposed into fast and slow components. It is evident that the fast
component mostly causes the peak BESS power. If another device (which
is the PVSs in this work) provides the fast component, the BESS peak
power would decrease which allows more participation of the BESS in
EM.

Secondary FC (SFC) using dispatchable DGs is explained in [34]. The
role of BESS and PVSs in PFC is discussed in the following.

2.1. BESS control scheme for PFC

Fig. 2 shows the BESS configuration. The reference active power
(Prep) consists of the reference active powers of EM and PFC, which are
denoted by P, and Py, respectively. The BESS injects/absorbs power to/
from the AMG to control the frequency after a power shortage or surplus.
The derivative of the BESS PID controller provides the virtual inertia,
which decreases the rate of change of frequency (RoCoF). The integral
component is set to zero since dispatchable DGs, and not BESS, mainly
restore the frequency. The performance of the proportional component
of the PID controller is shown in Fig. 3. The derivative and the propor-
tional parts behave similarly except that the former only responds to the
RoCoF.
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2.2. PVSs control scheme for PFC

The PVS configuration is shown in Fig. 4. The frequency controller,
which is shown on the left side, controls the power surplus, whereas the

other, the power shortage.

The PVSs control strategy for power surplus conditions is shown in
Fig. 5. Normally, the duty cycle (D) of the PVS converter extracts MPP
from PV arrays. However, in case of power surplus conditions, the D can

be increased as shown in Fig. (5-a). Figs. (5-b) and (5-c) show that this
leads to decreasing the PV voltage and power from the MPP. The

decrease in the PVS power is proportional to the FD as depicted in
Fig. (5-d). The left side of power-voltage curve as proposed in [23].
According to Fig. 4, the MPPT algorithm ensures that the MPP is
extracted from the PV array. In case the frequency increases above the
upper bound of FDB (50.05 Hz), D is held constant to be modified for
PFC. The MPPT algorithm control loop is temporarily disabled to avoid
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conflict between the PFC and the MPPT algorithm control loops. It is
assumed that during the very short period of the PFC, the MPP is con-
stant. The frequency restoration activates the MPPT algorithm loop
again and deactivates the PFC loop.

The PFC signal is normalized by multiplying and dividing the control
signal by the PVS rated power (Pp¢) and its actual power generation
(Ppys), respectively. Fig. 6 compares the performance of the proportional
component of the PID when the PFC signal is normalized or not. Fig. (6-
a) shows that without normalization, the MPP is not fully utilized for
PFC unless the frequency reaches its maximum value (f,qy). On the other
hand, Fig. (6-b) shows that the normalization allows full use of MPP as
the power reduction slope is constant regardless the MPP variations.

The PFC strategy during power shortage conditions is as follows. In
normal conditions, the inverter ensures that MPP is delivered to the
AMG by maintaining the DLC voltage (DLCV) at the reference value
(Vgc ref)- When a power shortage occurs, the PID controller makes the
DLC release its energy to the AMG if the frequency drops below the
lower bound of the FDB (49.95 Hz). The HPF is used to decrease the DLC
energy discharge by responding only to high-frequency components
(HFCs) of FDs. The HPF time constant is denoted by T. During the PFC
period, the input of the DLCV controller of the inverter is blocked to
avoid the conflict with the PFC loop. Moreover, another PID controller is
used to control the D to keep the PV array voltage at the value of MPP
while the DLCV varies due to the release of DLC energy.

Without the FDB, the PVS hardly operates at MPP due to the
continual occurrence of small frequency disturbances. Therefore, the
FDB usage helps the PVS to operate at MPP except for a few short PFC
periods. The integrators of PID controllers are not used since PVS par-
ticipates in PFC and not SFC. Fig. 7 shows the performance of the pro-
portional components of both PVS frequency controllers. Unlike the
proportional components, the derivatives of the PID controller only
respond to the RoCoF.

Considering that power shortage and surplus generation conditions
do not occur simultaneously, the two FC loops are independent. How-
ever, they depend on the MPP as a higher MPP allows more downward
power regulation while limiting upward regulation as the inverters are
closer to their rated power.

3. Proposed frequency security-constrained EM (FCEM) scheme

The EM aims to minimize AMG operation cost (TOCA) in grid-
connected mode as presented in Eq. 2. It consists of the operation cost
of the DGs (OCDGS), the cost of power exchange with the utility grid
(CUG), the battery degradation cost (CDBAT), and the load shedding
cost (CLS).

Min{TOCA = OCDGS + CUG + CDBAT + CLS} (2)

Sustainable Energy, Grids and Networks 45 (2026) 102103

3.1. DGs cost

The operation cost of the dispatchable DGs is modelled using Eqgs. (3)
and (4):

OCDGS = > )" F5(PDGy,)

teQrgelpe (3)
+ ) > (SUCye+SDCye) + > > (Mg x PRGy )
teQrgeRpg teQrgleQpe

{ Fy(PDGy.) = (aPDGZ, ) + (BePDGyc) +¢o-+ ( (dy e, +fy+ My | PDGy.
Vg S 'QDG
(€]

where F; and PDGy, are the cost function and the generated power of the
gfh non-renewable DG, respectively and a,, b and c; are its cost co-
efficients. Coefficients dg, e, and f, represent the penalty emission cost of
CO2, SO2, and NOx. M, and My, represent the maintenance cost coeffi-
cient of non-renewable and renewable DGs, respectively. SUC,, and
SDCg.are the start-up costs and shut-down costs of DG units. The
piecewise linearization approach in [35] is used to linearize the DGs cost
function.
Eq. (5) models the generation limits of dispatchable units:

S¢PDGy™ < PDGy, < S;PDG}™ )
where PDG;‘““ and PDG;™* are the maximum and minimum power limits

of the g DG, whereas binary variable Sg . represents the on/off state.
The start-up and shut-down costs are modelled by Egs. (6) and (7):

UG, (Sgt — Sgie-1)) < SUCg 0 < SUCy, (6)

DCy(Sgt-1) — Sge) < SDCqg 0 < SDC,, @

where UC; and DC, are the constant costs of starting up and shutting
down the i DG unit.

3.2. Grid cost
The operation cost of the power exchange with the utility grid is
modelled using Eq. (8):

CUG = » (mPUG! — n,PUG;) ®

teQr

where 7,/7; are the prices of buying/selling energy from/to the utility
grid. Variables

PUGf/PUGf represent the power bought/sold from/to the utility
grid. The overall exchanged power with the utility grid (PUG,) is pre-
sented in Eq. (9):

PUG, = PUG® — PUG: ©)

Binary variable IU, and Eqs. (10) and (11) prevent the simultaneity of
buying and selling:

PUG® < PUG™ U, 10)
PUG; < PUG™™(1 —IU,) an

where PUG™ is the maximum limit for utility grid power exchange.

3.3. BESS operation limits

The maximum limits for BESS power discharge/charge (PBf/PBf) are
presented in Eq. (12).
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Fig. 9. Approximation of the LCCB curve.

0 < PB{ /PB; < PBP™ 12)

where PB™™ is the maximum allowable limit for BESS power in both
charge and discharge modes.

Eq. (13) models the overall BESS power (PBy):
PB, = PB! — PB¢ 13)

Binary variable IC; in Eqgs. (14) and (15) prevent the simultaneity of
charging and discharging:
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PB; < PB™IC, a14)

PB! < PB™™(1 —IC,) (15)
Battery state of charge (SOC,) is calculated by Eq. (16):

SOC; = SOC ;1) + (PBf/(EBr’IBEss)) - ((PBanESS)/(EBr)) (1e)

where EB" is the rated capacity of the BESS whereas #5545 is the BESS
efficiency. Eq. (17) models the SOC; limits. The minimum and maximum
limits in this equation are taken from [36].

0.2<S0C <1 a7)

3.4. Demand-supply balance constraint

Eq. (18) presents the demand-supply balance:

> PDGy + Y PRGg,+PUG —PD,+PLS, =0  VteQ;  (18)

8€8pc glefpe

where, PD; is the power demand and PLS; denotes the shed load.

3.5. Battery life cycle cost

A fixed cost based on €/kWh is commonly used to represent CDBAT.
However, this paper follows a more precise approach like some other
research. In this regard, CDBAT depends on various factors such as depth
of discharge (DOD) which is considered in [37] as the main degradation
factor. Fig. 8 shows the life cycle of a typical Lithium-ion battery con-
cerning DOD variation using data available in [38].

The life cycle cost per DOD (LCCB) can be calculated using Eq. (19)
[37]:

LCCB = (CBPB’ + CB"EB’) / (Nycte) a9

where CB? and CBF are the power and energy rating cost of the battery
for a lithium-ion battery are 278.4€/kW and 313.2€/kWh, respectively,
according to [38]. PB" and EB" are power and capacity rating of the
BESS. N is the number of life cycles. Therefore, a 30 kW/60kWh
Lithium-ion battery costs € 27144. Fig. 9 shows the value of LCCB for
different values of Nc. The original curve is directly derived by
dividing €27144 by the data of Fig. 8. To calculate LCCB for each
segment, two approaches can be used as shown in Figs. (9-a) and (9-b).
The first approach (a) uses 1st-order functions with different slopes and
start points to approximate different segments, while the second
approach allocates the average value of each segment. The first
approach is used as it is more accurate.

Binary variable Y;, in Egs. (20) and (21) help to choose only one
segment in Fig. 9 using the value of DOD at each time step (DOD,).

> DOD"Y;, < DOD; < Y DOD™Y;, (20)
i€Q6s €65

Y vie=1 @D
i€Q6s

where EiegssDOD{"ax Y;; and DOD™* are the minimum and maximum

values of DOD; in the ith segment. Then, the value of LCCB; is calculated
using Eq. (22):

LCCB = > _((((v™ - V™) /(DODI™ — DOD}™)) x (DOD, — DOD™) + V™) x Yy)

i€

Vt € Qr

(22)
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Fig. 10. Rainflow counting algorithm for battery cost calculation.

where V™ and V™" are the maximum and minimum values of LCCB; in
the i segment. The multiplication of DOD and Y;, makes Eq. (22)
nonlinear. Eqgs. (23-25) eliminate the nonlinearity by substituting the
multiplication term with the auxiliary variableZl,, considering the
maximum and minimum values of DOD, are 80 % and 0 %, respectively.
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71, <DOD, —80(1 —Yy,) (25)

The values of N, in Fig. 8 are for full SOC discharge cycles. How-
ever, batteries experience incomplete discharge cycles too. The rainflow
algorithm, discussed in [39] and shown in Fig. 10, can convert the
incomplete cycles to the complete cycles, which is mathematically
modelled by Egs. (26-28).

ICy 1) —IC,+YY,~2Z, =0 (26)
YY, +2Z, <1 27)
> YY, - 22,4+ WW =0 (28)

teQr

where binary variables YY; and ZZ; detect the start of discharge and
charge cycles, respectively, by becoming 1 as exemplified in Fig. 10.
Finally, Eq. (29) calculates CDBAT:

CDBAT = <ZLCCBt x (YY, — zzt)) + (LCCB,—,, WW) (29)

t€Qr

In case, a discharge cycle is not finished by the end of the last in-

0 <71, < 80V, (23) terval, the binary variable WW includes the cost of the last discharge
cycle LCCB,_,,, in which t, denotes the last interval.
Z1, < DOD, 24)
t . . . o gs
I"DIM. : PVS 3" DIM. : Combinations variation of S
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p— — = 1* combination
1 20" m st SGs No. 1 2 . G
1% 2-DIM table for
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PUG, PUGSs,| dpiii | dpizi |.]|.|.| dPim. .
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PUGs, | dpnii | dpnzi [ofe|«| dPpami dpam2 .
\ 4
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Fig. 12. 2-DIM tables representing the PB;

at each interval.
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Fig. 13. Structure of binary variable W, at each interval.

3.6. Frequency security constraint

The frequency constraints in the case of unintentional islanding are
as follows. The absolute FD and the RoCoF should be within the
permissible limit, which are 1 p.u (0.5 Hz for 50 Hz system) and less
than 2.5 Hz/s, respectively [23,40]. According to Eq. (1), the overall
AMG inertia and the disturbance determine the FD and the RoCoF. The
AMG needs enough inertia to keep the RoCoF within limits as PUG;
varies. Also, the response of BESS and PVSs and the combination of the
variations of Sg, affect the overall AMG inertia. The PFC controllers of
the PVSs are assumed to be tuned once and they are invariable after-
wards. However, the BESS which can be instantly controlled by the AMG
central management. Considering these explanations, Eqs. (30) and (31)
present the frequency constraints for the BESS maximum power for EM.

PB? < pB™ _ pg¥mf (30)
PB < pB™ 4 ppm/ 31)
where Pchmf is the required BESS power for PFC, which is determined

using the table with 3 dimensions (DIMs) as shown in Fig. 11. The first
dimension (1st-DIM) of the table represents PVSs’ power variation, the
second dimension (2nd-DIM) represents the variations of PUG; and the
third dimension (3rd-DIM) accounts for the combination of variations of
Sg¢. Sets m,n and k are used to represent each dimension, respectively.
Since PVSs power is not a variable, the 1st-DIM can be removed from
the 3-DIM table, and instead, a 2-DIM table can be obtained for each
time interval, as shown in Fig. 12. The 2-DIM tables vary as PVSs power
varies over time. A single value in each 2-DIM table can be found for

Pchmf by interpolating between the segments of 2nd-DIM, considering
that interpolation is not required for the 3rd-DIM as S,; is a binary
variable.

Binary variable W, selects one column and two consecutive rows
of 2-DIM tables at each interval, which are required for interpolation.
Having n rows leads to (n-1) range that can be chosen for interpolation.
The structure of W, is shown in Fig. 13.

Eq. (32) selects one column of the 2-DIM table which depends on the
values of Sg:

8- > k.
II (Ukg+HigoSeze < W)

8EON,

Vt € .QT7 Vk € QComb:Vt S -QPUGxeg

(32)

where Uy g and Hy g are matrices that are used to represent all possible
combinations of Sg,. The elements of these matrices are simultaneously
either (0,1) or (1, —1). When one combination is realized, the left side of
Eq. (32) becomes equal to 1. This makes the single element of W,
which corresponds to that combination, to becomes 1 too.

To illustrate how Eq. (32) works, Eq. (33) presents this constraint for
two synchronous generators (SGs). For Ny, number of SGs, we would

have (2V¢ —1) number of combinations of Sy, which excludes the one in
which all SGs are simultaneously off. This is done to avoid having zero
inertia. In this case, the number of combination is ((22 — 1) = 3).

01 1 =17 = [ Sg.(l = Sg2.) < Ware
Usz= |1 O|,Hz2=|-1 0 | > (1 —Se1))Se2¢ < Waa
00 0 0 |- Se=1)1S(g=2)t < Wh3,

(33)

The nonlinearity in Eq. (32), caused by the multiplication of binary
variables, is resolved using auxiliary binary variables.

Egs. (40) and (41) determine the two rows ((n-1)™ row and n row)
that the value of PUG; is in their range.

> WakPUGs, <PUG, < Y W PUGs, Vit € T,k € Qcoms

NEQpyGseg NEQpyGseg

(40)

Eq. (41) ensures that only one element of W, ;, becomes 1 at each
interval.

> Ware=1 VeeQr (41

NELpyGsegk€Rcomb
Eq. (42) linearly calculates the value of thdcmf using interpolation.

PB*™ = (((PUG, — PUGs,)/(PUGs, — PUGS(1_1)))
X (dpnge — APn-1)ks)) + AP(n-1)kee (42)

Overall, Egs. (32-42), binary variable W, and interpolation helps
us find a single value for PB*™ by selecting two consecutive rows and
one column of the 2D table at each interval. This is done according to
PUG, and the realized combination of S,;.

Eq. (43) ensures the BESS SOC limits for PFC:

0.2+EB¥ <soc, <1-EBY (43)

Where EBY /EBY denote the share of SOC for PFC. Since PB*™is insig-
nificant compared to that used for EM, the values for EBff /EBff are
chosen based on the most severe scenarios, which is sufficient for all
scenarios.

3.7. Stochastic optimization for dealing with uncertainties

Two-stage stochastic optimization is commonly used for optimiza-
tion. Scenario generation deals with the uncertainties. Scenario reduc-
tion avoids the intractability of the problem. In this paper, Sg, is the only
first-stage variable, and its values remain constant for all scenarios
during the second stage. Eq. (44) models the objective of a two-stage
stochastic optimization problem.
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Table 2
Results summary.
Scenario  No. of on pBmf Scenario  No. of on pBEmf
DEGs kW) DEGs (kW)
1(a) 2 -23.5 1(a) 1 -23.7
1(b) 2 -16.2 1(b) 1 -17.6
1(c) 2 -5.4 1(c) 1 -8.4
2(a) 2 23.5 2(a) 1 23.7
2(b) 2 17.6 2(b) 1 18.17
2(c) 2 16.4 2(c) 1 15.6
ming Y " (SUG, +SDGy) | +_ps TOCAM (44)
teQr \t€Qpg teQg

where TOCAM is the total operation cost of the AMG for each scenario
that can be obtained from Eq. (2) minus DGs startup and shutdown costs,
which are mentioned separately in Eq. (44) as they depend on Sg,.
Parameter pg represents the probability of each scenario. It is of note that
constraints (3-43) should be satisfied for each scenario.
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Table 3
Operation and maintenance cost coefficients of DGs [46-48].
a b c d e f M
DEG; 2 0.000906 0.0264 1.13 0.018 0.000418 0.00403 0.01094
SOFC 0.000209 0.0232 0.33 0.0115 0.00000418 0.000109 0.00511
PVSs - - - - - - 0.00078
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Fig. 25. Daily profiles, (a) Power demand, (b) PVSs power generation, (c) grid energy price.
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4. Frequency simulation studies

This section focuses on frequency simulation of the CIGRE AMG test
system, which is used in [23,41,42] and shown in Fig. 14. Matlab/Si-
mulink software is used for the simulation studies. The results are used
later for solving the problem of optimal AMG operation. The AMG under
study consists of residential loads, two 31.1-kW diesel generators, a
10-kW solid-oxide fuel cell (SOFC), a 30 kW/60kWh Lithium-ion BESS.
The DEG model, which is based on [43], is equipped with the 31.1 kW
SG model that is available in Matlab/Simulink. SOFC model is taken
from [44]. There are also three PVSs with power ratings of 8 kW, 5 kW,
and 5 kW. The time constant of HPF in PVSs control system is 0.25 s. The

13

FDBs are 49.95 Hz and 50.05 Hz. Maximum allowable power exchange
with the utility grid is 20 kW. The non-renewable DGs can be dispatched
to change their power generation for EM, and they are also locally
controlled to perform PFC.

Table 1 lists some scenarios for simulation studies. The disturbance is
unplanned islanding. In all results, blue color represents scenarios with
both DEGs on while dark orange color shows scenarios where only one is
on. In Scenarios marked with (a), PVSs do not participate in PFC. The
control coefficients of PVSs and DGs are invariable, while those of BESS
could vary in each scenario, aiming to decrease Pchmf . For this purpose,
optimization (Genetic algorithm) is used. For scenarios with similar grid
power exchange, one scenario is optimally tuned using optimization
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while the trial and error approach is used for the rest.

4.1. 1st-group scenarios

The AMG is selling 20 kW to the utility grid. After unintentional
islanding at the 5th second, the AMG experiences 20 kW of power sur-
plus. Figs. 15-19 show the simulation results of scenarios (a), (b), and
(c). To perform PFC, the BESS absorbed power, and the PVSs decreased
their generation quickly. The dispatchable DGs gradually decreased
their generation to perform SFC to restore the frequency.

The sum of PVSs in Fig. 18 shows that more PVSs power reduction
leads to a greater decrease in BESS power. Notably, the PVSs deviate
from the MPP for only two seconds, and the PFC of PVSs hardly affects
their optimal operation. Moreover, Figs. 18 and 19 show that the duty
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4.2. 2nd-group of scenarios

While receiving 20 kW from the utility grid, the AMG is islanded,
experiencing 20 kW of power shortage. The simulation results of sce-
narios (a), (b), and (c) are presented in Figs. 20-23. It can be seen in
Figs. 20 and 21, that in all scenarios, the frequency and RoCoF are kept
within their safe limits. Figs. 22 and 23 show that the less MPP leads to
more PVSs power injection and hence a greater decrease in the BESS
maximum power for PFC. Fig. 23 (c) shows that regardless of the MPP
value, the PVSs provide maximum participation according to Fig. 6.

4.3. Analysis and summarization of frequency simulation studies

Table 2 summarizes the BESS performance in frequency simulation
studies.

More simulation studies are done to obtain the value of Pchmf under

different operational conditions. Grid power exchange varies from
20 kW to 20 kW, decreasing by 2 kW increments. Similarly, PVSs power
varies from 0 kW to 18 kW, increasing by 2 kW increments. Both
possible combinations of Sy, variation are considered too. The first
combination is that one of the DEGs is on, and it does not differ which
one, as both DEGs are similar. The other combination is that both SGs
are on. It is worth noting that the connection of both DEGs or just one of
them to the AMG affects the overall AMG inertia, the frequency varia-
tions and the required BESS reserve for PFC.

Simultaneously considering the variation of PVSs power, grid power
exchange and Sg,, there would be 420 (=21 x10 x2) scenarios. Also,
400 more scenarios were added with random values of these variables.
Therefore, in total, 820 scenarios are simulated. As a result, Figs. 24-37
(a-d) are obtained, which represent the 3D table in Fig. 10. Data of
Fig. 38 (a) and (b) can be used for when both DEGs are on while data of
Fig. 24 (c) and (d) is for when only one of them is on. For any scenario,

Pchmf can be obtained through interpolation of the data of these figures,
as explained in Section 3.6. Notably, PVSs generation of 0 kW and
18 kW provide no participation in PFC in surplus scenarios and power
shortage scenarios, respectively. These two scenarios can be compared
with those in which PVSs participate in FC with different values of PVSs
generation. This helps to compare the effectiveness of PVSs participation
in FC.

Test scenarios were randomly generated to test the accuracy of the

demf

interpolation. Overall, the absolute amount of PB, ° was less than or

Table 4
Numerical summary of AMG operation costs.

cycle is controlled to provide maximum participation of PVSs in all EZES participating in - OCDGS()  CUG() ~ CDBAT(E)  CLS(6) (TgCA
scenarios regardless of their MPP. The results also show that as the -
frequency exceeds 50.05 Hz, the duty cycles and PVSs power return to ;es 128-22 22‘5’;‘ 18"9‘21 78 " 2;3;5
the corresponding MPP value, which shows the FDB function. ° . . . . -
GI On:
G2
Off
o [
1 2 3 4 5 6 7 8 9 w2 B M4 I 6 17 18 19 20 2 2 3 M
Time (h)
Fig. 31. Values of S;; when PVSs participated in PFC.
GI
On:
o =
G3 Off:
1 2 3 4 5 6 7 8 9 woouno 12z B M5 6 17 18 19 20 2 2 2B A

Time (h)

Fig. 32. Values of S,; when PVSs did not participate in PFC.
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Fig. 33. Daily profiles, (a) Power demand, (b) PVSs power generation, (c) Grid energy price.
Table 5 5. Optimal AMG operation considering frequency security
Numerical summary of AMG operation costs. constraint
Stochastic Demand PVSs power Energy price Probability
scenario No. scenario No.  scenario No. scenario No. In this section, the AMG optimal operation problem in this paper is
1 1 1 1 0.1298 solved as an MILP problem using GAMS software and CPLEX solver. The
2 1 1 2 0.13244 globally optimal solution can be obtained if the input data are globally
3 1 2 1 0.05999 optimal. A part of input data to this problem is the data of Fig. 24 which
4 ; f ? 0.06119 guarantees the AMG frequency security under different operation con-
2 2 1 2 g'g;ggf ditions. These input data may not be globally optimal as a metaheuristic
7 9 9 1 0.0797 optimization method is used to obtain them. The operation and main-
8 2 2 2 0.08133 tenance cost coefficients of DGs are listed in Table 3. The load shedding
9 3 1 1 0.10121 cost is 5.22€/kWh. The startup cost is €0.13 for DEGs and €0.365 for the
1(1) : ; i 8'22533 SOFC [45]. The price of selling energy to the grid is 0.009¢€ less than the
12 3 2 2 0.04821 buying price.

equal to the absolute value that was obtained from the interpolation,
which always guarantees the frequency security.

Using the results of frequency simulation studies, the 3-DIM table in
Fig. 10 is formed as shown in Fig. 24 (a-d), which is necessary for solving
the problem of optimal AMG operation with frequency security
constraint. In the next section, this problem is addressed and solved.

A deterministic approach is used to clearly show how the required
power of BESS for PFC affects the optimal operation of the AMG in grid-
connected mode. Also, stochastic optimization is used to model
uncertainties.

5.1. Deterministic optimization

The daily profiles of power demand, PVSs power generation, and grid
energy price are shown in Fig. 25, which are taken from references [49,

G1

ol

G2

G3

on

12

3
Time (h)

14 15 20 21 22 23 24

Fig. 34. On/Off states of DEGs without PVSs participation in PFC.
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Fig. 35. Power variation of resources (scenarios 1-4).
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50], respectively.

Fig. 26 (a-b) show the power generation of resources, which shows
that the balance between generation and consumption has been main-
tained. Moreover, the amount of power generation is almost the same in
both cases. During off-peak periods, the battery tends to charge to
release energy during peak periods.

Unlike Fig. 26 (a), Fig. 26 (b) shows no load shedding due to the PVSs
participation in PFC that reduces the required BESS reserve power for
PFC. In this regard, Fig. 27 (a) shows that BESS has reached it maximum

Sustainable Energy, Grids and Networks 45 (2026) 102103

discharge power limit as opposed to that in Fig. 27 (b). In particular, the
BESS participation has increased in EM relatively and has avoided load
shedding from the 17th hour till the 20th hour due to the PVSs’
participation in the PFC. This proves that the overall participation of the
BESS in EM is less limited when PVSs participate in PFC. The blue and
the pink curves in Fig. 27 (a) and (b) represent the values of the variable
PB®™ in Egs. (30) and (31). As BESS discharge power in Fig. 27 (a)
reaches the limits during the 17th and 20th hour, the grid power ex-
change in Fig. 28 (a) becomes limited too. This is because the increase in
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Fig. 36. Power variation of resources (scenarios 5-8).
110 T I Grid BESS quil power for PFC imum BESS discharge limit for PFC —— Maximum BESS charge limit for PFC
[ Load sheddina 30
100 - | I DGs (Scenario #9) 4 2 -
DGs (Scenario #10)
I DGs (Scenario #11) <
0 DGs (Scenario #12) 5 10 J I
—— Demand (Scenario #9-12) T 0 |
80 - g '\I\I/
2 10
70 7 » Scenario #9 Scenario #10
2o =
B -30
]
3 50 b 30
o
40~ - 20
w SATTITINIT TITTRETIY
5 o LT SENRENRE 1
2 2 N N
3
& 10
10 | 2 Scenario #11 Scenario #12
0 -30
0 5 10 15 20 25 x : : x : . : z
Time (Sec) 0 5 10 15 20 25 0 5 10 15 20 25
Time (Sec) Time (Sec)
Fig. 37. Power variation of resources (scenarios 9-12).
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Fig. 38. On/Off states of DEGs with PVSs participation in PFC.
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the grid power exchange leads to an increase in PB; "~ which is not
possible. However, this is not the case for either the BESS in Fig. 27 (b) or
the grid power in Fig. 28 (b).

The battery SOC shown in Fig. 29 varies almost similarly for both
cases. For the case when PVSs participate in PFC, Fig. 30 shows how the
SOC profile and relative binary variables are applied to calculate the
BESS degradation cost.

Figs. 31 and 32 demonstrates the on/off states of DEGs during each
interval.

The detailed costs of AMG operation are listed in Table 4. It can be
seen that the PVs participation in PFC decrease the AMG operation cost
by €69.258 (about 24 % reduction) compared to when the PVSs did not
participate in PFC. It is worth noting that the mentioned amount of cost
reduction is majorly due to preventing load shedding. In this regard, the
load shedding cost of €70.11 approximately equals the overall cost dif-
ference of the two studied cases.

5.2. Stochastic optimization

To model uncertainties, 1000 scenarios are generated for each of the
demand, the PVSs power, and the grid energy price. The Normal dis-
tribution is used for modeling the uncertainty of the load demand and
the energy price while the beta distribution is used for PVSs. The sto-
chastic variations from their predicted values are 20 %, 15 % and 10 %,
respectively [50,51]. Then, the backward reduction technique is used to
reduce scenarios to make the problem tractable [50]. In this regard,
Fig. 33 shows reduced scenarios of the demand, PVSs power and grid
energy price, respectively. In these figures, the original scenarios are
similar to the data/curves which are available in [49,50,52], respec-
tively. Each stochastic scenario and its corresponding probability is
listed in Table is given in Table 5. According to equation (47), the AMG
cost of all scenarios is simultaneously minimized.

17

For scenarios in which PVSs have not participated in PFC, Fig. 34
shows the on/off states of DGs while Figs. 35-37 show the power vari-

ation of resources and the variation of Pchmf . The balance between
demand and supply is optimally maintained in all scenarios. When the
energy price is relatively low, the BESS charges and energy is received
from the grid, and vice versa. For all scenarios except 5-8, the BESS
power reached its maximum power discharge limit in certain periods,
like 17th-20th hours. During these hours, the DGs capacity is not suffi-
cient either, which makes load shedding unavoidable.

For scenarios in which PVSs have participated in PFC, Fig. 38 shows
the on/off states of DGs and Figs. 39-41 depict the power variation of

DGs, BESS, and the variation of PB*™. It is evident that no load shed-
ding is required because the BESS discharge limits are not reached. This
shows that PVSs participation in PFC allows more effective participation
of the BESS and the utility grid in EM. While the BESS and the utility grid
powers have remained unchanged during some periods in the scenarios,
they have also changed in some other periods. For instance, the BESS
power has increased in scenario 1 and 3 during the 9th hour.

The value of the objective function in equation (47) is €185.098
when PVSs participates in PFC, showing €59.102 (about 24.2 %)
decrease compared to €244.2 when PVSs do not participate in PFC.

6. Conclusion and future work

A linear model was proposed for solving the problem of optimal
operation of a grid-connected AMG while maintaining frequency secu-
rity. As a significant part of the BESS reserve power for PFC is used
quickly, it is proposed that the PVSs provide HFCs of the required power
for PFC to decrease the maximum required BESS power for this task. This
is advantageous since PVSs do not always operate at their power rating
point and therefore, they can shortly increase their power generation by
releasing DLC energy in power shortage conditions. Also, PVSs can
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decrease their output power in power surplus conditions. Simulation
results indicated more effective participation of the BESS in EM through
this approach.

HPFs and FDBs were used in the PVSs controllers to use them shortly
and avoid them during minor frequency disturbances. This means that
PVSs hardly deviate from MPPs. Importantly, PVSs are used for PFC
without adding new hardware.

The obtained optimization results of the AMG optimal operation
problem showed that without PVSs assist in PFC, BESS, utility grid and
other AMG resources were not always sufficient to supply the whole
demand. Therefore, load shedding became necessary in some periods to
first ensure both optimal operation and frequency security of the AMG.
This is because, as the utility grid power exchange increased, more
power reserve was required for PFC. When PVSs did not participate in
PFC, BESS had to provide all necessary reserve power for PFC, which
relatively reduced the participation of the BESS and the utility grid in the
AMG EM. On the other hand, the BESS or the utility grid participated in
the AMG EM when PVSs assisted in PFC. In particular, the deterministic
optimization showed the increase in the participation of the BESS in EM.
This avoided load shedding and hence, decreased the AMG operation.
Results from the deterministic optimization showed that the total cost of
AMG operation could be reduced by 24 %, while stochastic optimization
achieved a reduction of 24.2 %. Therefore, the brief participation of
PVSs in the AMG PFC can have considerable economic benefit.

The current work ensures the AMG frequency security just few mi-
nutes after islanding. However, the AMG may still face various types of
frequency events including demand/generation variation/outage,
cyberattacks and etc. To ensure safe and continuous supply of power to
consumers in islanded mode, further research work is proposed to model
the optimal islanded operation with frequency security constraints after
safe islanding.

Moreover, the number of synchronous generators, the BESS size and
the PVSs penetration rate affect both PFC and EM. Future works can do
sensitivity analysis on the penetration rate of PVSs, BESS size and the
number of synchronous generators in the AMG to understand how these
affect the AMG optimal operation and its cost.

Furthermore, DLCs have limited energy. Using a supercapacitor,
instead, much more power can be injected to the AMG in power shortage
conditions and the maximum required BESS power for PFC can be
further decreased. However, the cost of supercapacitor should also be
taken into account.
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