
Communicating Trust Beliefs and Decisions in Human-AI Teams

Tamer Sahin1

Supervisor(s): Myrthe Tielman1, Carolina Ferreira Gomes Centeio Jorge1

1EEMCS, Delft University of Technology, The Netherlands

A Thesis Submitted to EEMCS Faculty Delft University of Technology,
In Partial Fulfilment of the Requirements

For the Bachelor of Computer Science and Engineering
June 23, 2024

Name of the student: Tamer Sahin
Final project course: CSE3000 Research Project
Thesis committee: Myrthe Tielman, Carolina Ferreira Gomes Centeio Jorge, Ujwal Gadiraju

An electronic version of this thesis is available at http://repository.tudelft.nl/.



Abstract
As technological capabilities progress, there is a

growing imperative to enhance collaborative dy-
namics within human-agent teams. Artificial agents
and humans possess capabilities that compensate
for each other’s limitations. This paper outlines
the effect of communication using real-time textual
explanations of the artificial agents’ mental model
of its trust in the human teammate. An experiment
(n = 40) was conducted by examining the impact
of real-time textual explanations of the artificial
agents’ trust beliefs. The participants collaborated
with an artificial agent during a search and rescue
mission in a 2D grid world, where they had to res-
cue six victims in a 10 minute time frame. The re-
sults show that real-time textual explanations did
affect the natural trust and satisfaction positively
compared to the baseline method.

1 Introduction
In recent years, Artificial Intelligence (AI) has become a sig-
nificant factor in various domains such as healthcare, busi-
ness, and industry [1, 2]. While AI is still growing as tech-
nology, humans have high expectations for AI [3]. AI is be-
coming more capable of working alongside humans on a wide
range of tasks, including data processing to decision mak-
ing [3, 4, 5]. While agents are effective in processing large
amounts of data quickly and accurately, humans have emo-
tional intelligence and are flexible [6]. Together, they effec-
tively cover each others shortcomings.

AI joining together with humans as teammates introduces
a new type of team known as Human-AI teams (HAT). In
HATs, there is at least one human and one artificial agent
teammate [7]. The artificial agent and human collaborate,
leveraging their complementary strengths to achieve better
outcomes than either could alone. Effective communication
in human-agent teams ensures that both human and AI team
members can understand each other, which is crucial for op-
timal performance and decision-making.

Trust plays an important role in HATs. McAllister (1995)
defines trust as ”the extent to which a person is confident in
and willing to act on the basis of the words, actions, and de-
cisions of another” [8]. Mutual trust in human-agent teams
means that both humans and artificial agents rely on each
other to do their tasks well, making teamwork more effec-
tive [9]. Since trust itself is a very wide definition and can
be interpreted globally, it is important to distinguish between
two kinds of trust. One of them is natural trust, which is the
trust from the human towards the agent. The other is artificial
trust. Artificial trust is the trust from the agent towards the
human. [10].

Trust develops over time as teammates interact in a dy-
namic task environment, by collaborating and exchanging in-
formation to each other [11]. The artificial agent is able to de-
cide its actions based on the behavior of the human. In other
words, the actions of the human teammate impact the artifi-
cial trust of the agent. The agent may model the human ca-

pabilities and characteristics based on trust beliefs, e.g. com-
petence and willingness [12]. These trust beliefs form the
mental model of the artificial agent. The mental model de-
cides how the agent interacts with the human, impacting the
natural trust of the human [13].

The artificial agent communicating to the human impacts
the natural trust. The communication of the mental model
could be through textual explanations, visual explanations
or verbally. There are already existing studies that have re-
searched communication methods and strategies in Human-
AI teams, such as Zhang et al. (2023) [14]. However, the
depth of investigation into how these methods specifically
influence natural trust remains limited, leading to a knowl-
edge gap. This research is significant because enhancing trust
and communication in human-AI teams lead to more effec-
tive collaboration [11, 14]. In this way, it is aimed to de-
velop interactive agent technology that enables individuals
and groups to face challenges.

This paper will extend this by explicitly focusing on com-
munication through real-time textual explanations whereby
the following research question will be answered:

How does a real-time textual explanation of the agent’s
mental model of trust in the human teammate affect the
human teammate’s trust in the agent and overall satisfac-
tion?.

The research question will be answered with the help of the
following sub-questions:

• How does a real-time textual explanation of the agent’s
mental model of trust in the human teammate affect the
teammate’s trust in the agent?

• How does a real-time textual explanation of the agent’s
mental model of trust in the human teammate affect the
teammate’s satisfaction in the agent?

• What does the mental model of the artificial agent look
like?

Although it does not directly answer the research question,
this study will also examine whether the player’s performance
has decreased or increased by comparing the trust values with
the baseline.

To answer the research question, a user study was con-
ducted in a 2D grid environment, where the human and agent
communicate with each other during a search and rescue
game.

This research paper is structured as follows. Section 2 in-
troduces the background of the experiment and explains con-
cepts like Explainable AI, trust and Human-Agent Interac-
tion. In Section 3, the mental model used in this study is
explained, including the setup of the environment. Section 4
outlines the methodology and the involvement of the partici-
pants. Section 5 reports the results obtained after conducting
the user study. As in Section 6, insights are provided into the
responsible research. Section 7 discusses the results of the
user study. Finally, the conclusion of the paper is provided in
Section 8.



2 Background
2.1 Explainable AI
As AI systems become more essential to decision making
across various domains, the need for transparency and in-
terpretability has become crucial [15]. Transparency is the
process of understanding how the AI systems make decisions
[16]. E.g. understanding what kind of results they produce
and the specific data that is used. The degree to which a cause
and effect may be seen in a system is known as interpretabil-
ity [17]. Explainable AI (XAI) describes strategies and tac-
tics that help artificial intelligence systems decision-making
processes become visible and intelligible to people [15, 18].

Artificial agents can effectively communicate with humans
through real-time explanations. Neerincx et al. (2018) em-
phasize that real-time perceptual and cognitive explanations
enhance collaboration by enabling quick adjustments during
task execution [19].

Another way of communicating to humans is through
textual explanations. Research showed that when artificial
agents give clear reasons for why it makes decisions right
away, people better understand how it works. This makes
them more confident in the AI system and improves how well
teams work together and perform [20].

2.2 Trust
Understanding trust in human-agent teamwork is vital for the
successful integration of AI systems into various fields. As
AI technologies become increasingly powerful, they are of-
ten designed to collaborate with humans, creating a need to
understand and increase trust dynamics in these interactions.
Trust forms the basis of effective collaboration, which in-
fluences decision-making, communication, and overall per-
formance in human-agent teams [21]. By exploring trust
more deeply, researchers and practitioners can create effec-
tive strategies to build trust in AI systems. This, in turn,
will enhance their successful integration and positive impact
across various fields.

According to Jorge et al. (2022) trust involves two parties
in a dyadic relation. One of them is the trustor, who places
trust in the other party. The other party is the trustee, who
is responsible for upholding that trust. The trust between the
trustor and trustee is dynamic and can change based on the
actions and behavior of the trustee. Trust can be seen as the
perceived trustworthiness, where trustworthiness is a prop-
erty of the trustee [22].

Ali et al. (2022) mentions that trust in an agent is com-
puted from an artificial trust model, where trust is assessed
along a capability dimension [23]. Historical research has
explored various trust models. One of them is Falcone et al.
(2004), where they deconstruct the artificial trust in two be-
liefs regarding trustee’s trustworthiness, namely competence
and willingness [24]. Competence refers to the belief that an
individual possesses the necessary skills and abilities to suc-
cessfully perform a specific task or role, while willingness
refers to the probability that an individual will execute a cer-
tain task [24]. This mental model using the competence and
willingness beliefs decides how the robot behaves to the hu-
man in HATs.

2.3 Human-Agent Interaction
Human-agent interaction is the interdisciplinary study and de-
sign of the interaction between humans and agents, e.g. the
interaction with a virtual assistant at an e-shop [25]. An im-
portant aspect of human-agent interaction is that there are
tasks which humans are unable to perform, such as process-
ing big data [26]. On the other hand, recognizing emotion re-
mains a challenge for agents. Human-agent interaction pro-
vides an opportunity to bridge this gap and collaborate on
tasks together [26].

Ulfert et al. (2020) mentions three factors influencing the
trust in Human-agent interaction [27]. One of them are indi-
vidual factors, such as trust in technology. Research shows
that prior experience with technology has influences on in-
dividual factors. Gaining more experience with technology
prevents the members from making system errors resulting in
a stronger trust. Another factor is the team factor. When team
members are perceived as similar and there is high interde-
pendence, trust is likely to be higher, whereas low interdepen-
dence may hinder trust development. Lastly, system factors,
including agent autonomy and reliability, impact team trust
in human-agent teams. High autonomy and reliability favor
trust, whereas system failures, especially with new agents,
can decrease trust.

A study by Bussone et al. (2015) explores the role of expla-
nations in human-agent interaction. They found that clear and
contextually relevant explanations from the agent improved
user trust. Additionally, feedback from users helped improve
the artificial agents’ performance, indicating a bidirectional
trust-building process [28] (see Figure 1).

Figure 1: Communication loop between the human and artificial
agent.

3 Trust Mechanism
3.1 Environment
The experiment was conducted in a 2D world search and res-
cue environment. The environment is implemented with the
help of MATRX. The world consists of 10 areas, each area
has its own unique scenario. The world consists of 6 victims
and 7 obstacles (see Figure 2). The mission is to search and
rescue the victims and drop them to the drop zone. During
the game, two types of victims are distinguished: one being
the mildly injured victim (yellow ones) and the critically in-
jured victims (red ones). The mildly injured victims can be
rescued by the human and RescueBot alone, so there is no



Figure 2: The environment of the map, with the obstacles and vic-
tims.

help needed. However, rescuing the mildly injured victims
together is more time efficient since it costs less time to res-
cue. For the critically injured victims, both human and Res-
cueBot need assistance from each other to carry the victim to
the drop zone. During the mission, the human will encounter
various obstacles such as rocks, stones and trees obstructing
access to rooms housing potential victims. Trees (as in area
3) cannot be removed by humans. So the RescueBot has to
remove it on his own. Rocks (as in area 1) cannot be removed
alone. It can only be removed with the RescueBot and human
together. Stones (as in area 5) can be removed by the hu-
man alone, by the RescueBot alone or by the human and the
RescueBot together. Removing the stones together costs less
removal time. Another environmental factor is the flooded
area. Half of the map is a flooded area, which makes it less
preferable for the player to go there, as the speed of the user
decreases.

3.2 Mental Model
In this research, the core focus lies in the development and
application of a mental model. This mental model is essential
for guiding the actions and decisions of artificial agents in a
dynamic and uncertain environment. This mental model is
underpinned by a nuanced understanding of human beliefs,
particularly centered around the concepts of competence and
willingness [24].

Within the scope of the mission, which encompasses three
primary tasks: search, rescue, and navigating or removing ob-
stacles, our agent tracks both the competence and willingness
associated with each of these tasks. The competence and will-
ingness for these values are tracked in range of [-1, 1], where
-1 denotes that the artificial agent distrust the human maxi-
mally, while 1 refers to the fact that the artificial agent trusts

the human maximally for a certain task. The mental model
used in this study updates the value based on a certain task ex-
ecuted by the human. This update could be a small, medium
or a large update based on the importance of the task.

• A small update increases or decreases the trust value
with 0.1

• A medium update increases or decreases the trust value
with 0.2

• A large update increases or decreases the trust value with
0.4

In essence, the trust value dynamically adjusts according to
the significance of the task completed by the human agent.

3.3 Behaviour Adaptation
The artificial agent adjusts its trust in the human’s willingness
and competence based on direct experiences and observed ac-
tions. This trust influences how the artificial agent responds
to tasks, deciding whether to rely on the human or act inde-
pendently. For instance, if the artificial agent finds a stone
blocking its path, the artificial agent’s trust determines if it
will ask for help or just remove it alone.

Besides the trust values of competence and willingness the
artificial agent tracks a confidence score, ranging from -1 to 1,
which reflects its certainty in its trust beliefs. This score is up-
dated based on recent trends in trust values: increasing with
consistent trends and decreasing with inconsistent changes.
The confidence score affects the likelihood of the agent trust-
ing the human’s declarations. A random value is sampled,
and if it is less than the confidence score, the artificial agent
further checks trust thresholds before deciding to trust the hu-
man. If the sample is higher, the artificial agent defaults to
trusting the human. Lower confidence makes the artificial
agent more likely to trust the human by default. In essence,
instead of simply checking if willingness or competence meet
a threshold, the agent first ensures it has confidence in its own
trust beliefs.

3.4 Preference Modelling
The mental model used in this study includes a preference
integration mechanism that adjusts the update of the willing-
ness for the artificial agents based on environmental factors,
distance and type of victims. For instance, when a task is lo-
cated far away a difficulty factor is applied, ranging from 0
to 1. This factor mitigates the negative impact on the willing-
ness value when the task is challenging due to the distance.
Thus, the further the task, the less severe the penalty on these
values, reflecting an understanding of the increased difficulty
involved.

Similarly, the model differentiates between flooded and
non-flooded areas in the environment. When the agent nav-
igates through flooded regions, a difficulty factor is applied
to account for the added challenges. This factor reduces the
negative impact on the willingness, recognizing the higher
difficulty of operating in such conditions. In contrast, in
non-flooded areas, the agent perceives the tasks as easier and
therefore expects the human to assist more readily.



Lastly, the model takes into consideration the type of vic-
tim involved. If it is a difficult victim, the model applies a fac-
tor that adjusts the agent’s willingness, ensuring that the dif-
ficulty level is appropriately reflected in the agent’s decision-
making process.

Overall, this approach allows the artificial agents to make
more informed and balanced decisions, taking into account
the various complexities of the environment and the task.

4 Methodology
4.1 Design
To understand whether the real-time textual explanations do
improve the overall trust and satisfaction of the human, an
user study was conducted. In this experiment the commu-
nication model with the real-time textual explanations was
compared with the baseline, which did not contain the com-
munication of the mental model. No changes were made in
the environment, mental model and time.

4.2 Participants
To conduct the user study, a total of 40 participants were re-
cruited. All participants provided informed consent before
taking part in the study, ensuring they were fully aware of the
study’s purpose, procedures, and any potential risks or bene-
fits. No specific demographic, age, gender, or other personal
details were targeted during recruitment, so the participants
were selected randomly. All of the participants reside in Eu-
rope. 7 of the participants were woman, while the other 33
were men. 23 of the participants have a background related
to a computer science field, while the other 17 had a different
background. 19 participants have a lot of gaming experience,
12 reported some experience, 7 have little experience, while
2 had no experience in gaming. 26 participants aged between
18-24, 12 participants aged between 25-34, while 2 partici-
pants aged between 35-44. The participants were evenly split
into two groups for the experiment. This distribution allowed
for a comparison between the new model and the baseline,
providing insights into the natural trust and satisfaction.

4.3 Agents
There are two agent added in the search and rescue mission.
One of the agents is an autonomous rule-based virtual agent
named RescueBot. During the game the RescueBot tracks
which victims are rescued and which areas has been searched.
If the agent finds an obstacle, it also mentions its removal
time. Also for the mildly victims it mentions the extra rescue
time if the human wants the RescueBot to rescue the victim
alone. The other agent is a human agent which is controlled
by the participant. The participants are able to control the
human agent by using their keyboard. The participants were
able to share their actions with the RescueBot through a chat
by using buttons (see Figure 3). RescueBot incorporated the
shared information into its memory and modified its behavior
correspondingly, e.g. if the human mentions it already vis-
ited area 2, the RescueBot won’t search area 2 even if it is
the closest area. The agents could identify each other within
a range of two grid cells, detect and clear obstacles or pick
up victims within a single grid cell, and recognize walls and

Figure 3: The chat box to communicate with RescueBot

doors from any location. Both agents were able to see the
flooded area from any location.

4.4 Real-time Textual Explanations
This paper aims to answer the research question: How does
a real-time textual explanation of the mental model of the
agent’s trust in the human teammate affect the human team-
mate’s trust in the agent and overall satisfaction? In the base-
line version the participants were playing the search and res-
cue mission without having the explanations of the agent’s
trust in the human teammate. In the communication model
with real-time textual explanations, the RescueBot explained
how the actions of the human impacted the artificial trust for
tasks and provided reasons for its behavior.

The communication of the preference modeling mentioned
in Section 3.4 is not taken into account when implementing
the real-time textual explanations, even though it affects the
artificial trust. Mayer et al. (1996) conducted some exper-
iments based on communication methods, including textual,
and came to a conclusion that information overload in texts
should be avoided [29].

Since the mental model tracks the artificial trust of rescu-
ing, searching and victims, the RescueBot specifically men-
tioned for which task the trust did increase or decrease. If the
artificial agent asks the human to come over to remove an ob-
stacle and the human comes over, instead of directly remov-
ing it together the RescueBot communicates that the trust for
removing obstacles has increased. If the human lets the Res-
cueBot know that it will search an area that the RescueBot did
search before, the RescueBot will mention that the area has
been searched by him before and his trust to the human re-
garding searching decreased. For victims the same principle
is applied. Imagine that the human mentions it found a victim
in e.g. area 4 and the victim is not there then the RescueBot
will mention that the trust regarding victims decreased. These
are just 3 examples of possible scenarios for searching, res-
cuing and removing obstacles. Table 1 provides an overview
of the real-time textual explanations for various scenarios.



Action Message of the RescueBot
Human mentions it searched an area,
but the robot found a stone blocking
the path

You mentioned that you had searched in area 1, but I found a stone blocking the
way. I will now check the other area you claimed to have searched, as my trust in
your searching has significantly decreased.

Human mentions that it found a
victim in a area, without mentioning
it searched for that area

Thanks for mentioning, however, since you did not mention that you were going
to search that area, my trust regarding your searching decreased.

Human communicates that it is going
to search a area

Thanks for mentioning, now I can search for other unsearched areas. My trust in
you regarding searching has increased.

Human said it will come to remove an
obstacle together, but did not come.

I decided to remove the stones blocking area 1, since you did not respond to me
and it is important to remove obstacles blocking areas. My trust in regarding
obstacles decreased.

Human asks for help removing an
obstacle in area 1 Thanks for asking for help in area 1. My trust regarding obstacles increased.

Human responses to the RescueBot
that it will come to remove an
obstacle

It seems that you are willing to help removing obstacles.

RescueBot sees a stone or tree, while
it does not trust the human regarding
obstacles

Since I do not trust you with removing obstacles based on your previous actions, I
decided to remove alone stones blocking area 1.

RescueBot finds a victim the human
said it collected

Found the victim in area 1 although you said you collected it. My trust in you
regarding victims decreased heavily.

Humans mentions it found a critical
victim, while the victim is not there

Since you lied about finding a critical victim, my trust regarding victims
decreased significantly. I consider critical victims as very important.

Human comes to rescue a victim,
because the robot asked. Thanks for coming over. My trust in you regarding victims increased.

Table 1: Overview of real-time textual explanations of the RescueBot

4.5 Tools and software
The experiments were conducted on a Apple Macbook Pro
M1 to ensure that participants could effectively engage with
the search and rescue environment. The environment is cre-
ated with the help of Human-Agent Teaming Rapid Experi-
mentation (MATRX) 1, which is a Python package designed
for simulating and experimenting with environments where
humans and artificial agents interact and collaborate. The
main objective of MATRX is to facilitate the study of com-
plex interactions and dynamics in such mixed teams to better
understand and improve teamwork and decision-making pro-
cesses.

4.6 Procedure
Before starting the experiment, participants were asked to
read and sign the informed consent form. Information about
the user was also collected before the game, including age,
gender, gaming experience, expertise in computer science, re-
gion, and highest level of education. After the participants
filled the form, they were randomly assigned to the baseline
or the communication model containing the real-time tex-
tual explanations. To ensure they get familiar with the en-
vironment, they followed a tutorial to understand the game
mechanism, chat box and controls. This tutorial environ-
ment was different from the actual environment, and the tu-
torial results were not considered in the results. The search
and rescue mission was the same for both parties. However,
the communication model with the real-time explanation con-
tained information about how the agent thinks about the hu-

1MATRX Software: https://matrx-software.com/

man and whether he can trust the human with certain tasks
(search/rescue/victims). The participants had 10 minutes to
rescue the six victims. The mission ends when the 10 min-
utes are over, or the 6 participants were rescued.

After the mission, the participants were asked to fill in
a questionnaire regarding satisfaction and trust in the agent
(natural trust). The questionnaire contained 15 questions (7
for satisfaction and 8 for trust). These results were used to
analyze the data and compare the baseline results with the
real-time textual explanations communication model.

4.7 Measures
To analyse the (natural) trust and satisfaction of the human
towards the agent, objective and subjective data is collected.
The subjective measures were collected throughout a ques-
tionnaire using Microsoft Forms, while the objective mea-
sures were logged after the search and rescue mission using
MATRX.

Subjective Measures
For the measurement of trust and satisfaction, a 5-point Lik-
ert scale was used. The questionnaire was adopted from a
previous study by Hoffman et al. (2023), as it provides as-
surance that trust and satisfaction are measured accurately
[30]. The trust in RescueBot was measured using 8 questions.
These questions assessed confidence in the RescueBot’s per-
formance, reliability, predictability, and efficiency. Partici-
pants evaluated their sense of safety and correctness when
relying on RescueBot, as well as its ability to perform tasks
better than a novice human user. Additionally, they consid-



Figure 4: Box-plots for comparing natural trust between baseline
and real-time textual explanation model.

ered their overall comfort and preference for using Rescue-
Bot’s guidance in decision-making.

The satisfaction with RescueBot was measured using 7
questions. Like the questions of measuring trust, the ques-
tions for satisfaction were also taken from the study of Hoff-
man et al. (2023) [30]. These questions focused on the quality
of RescueBot’s explanations regarding its functionality. Par-
ticipants evaluated how well the explanations conveyed oper-
ational details, completeness, and usability. Additionally, the
questions assessed whether the explanations were useful for
achieving user goals and demonstrated the system’s accuracy.

Additional open-ended questions were asked to the partici-
pants to gather their opinions on aspects they liked or disliked
about the interaction. Participants were also asked what in-
formation they felt was missing from RescueBot, what they
would like to see improved, and how they perceive Rescue-
Bot’s opinion of them, including how that perception affects
their feelings. This addition makes it clear that participants
were given an opportunity to provide feedback on specific as-
pects related to their interaction with RescueBot.

Objective Measures
Objective data was collected to assess human performance in
the game. In Human-Agent Teams (HATs), The presence of
a continuous feedback loop significantly impacts player per-
formance. This feedback loop ensures that players receive
ongoing information and adapt their strategies based on in-
teractions with the system, leading to diverse responses from
the players.

Throughout the game, several performance indicators were
logged. These were the time taken to complete the game,
whether the game was successfully completed, the number
of victims rescued and the trust values regarding obstacles,

Figure 5: Box-plots for comparing satisfaction between baseline and
real-time textual explanation model.

victims and searching. These measurements provided a com-
prehensive view of the player’s effectiveness and efficiency
during gameplay.

5 Results

5.1 Natural Trust

The average score for the natural trust of the baseline condi-
tion was 3.49 with a standard deviation (SD) of 1.082, while
the average natural trust score for the real-time textual expla-
nations condition was 4.09 with an SD of 0.907 (see Figure
4). We maintain assumptions on normality and equal variance
by Shapiro-Wilk test on the baseline (p = 0.078, test statis-
tic = 0.91) and experimental data (p = 0.521, test statistic =
0.96) and Levene’s test (p = 0.329, test statistic = 0.98). The
standard t-test indicated a significant difference in trust scores
between the two conditions (p = 0.001, test statistic = -3.54)

5.2 Satisfaction

The average score for the satisfaction of the baseline condi-
tion was 3.79 with a standard deviation (SD) of 0.810, while
the average natural trust score for the real-time textual expla-
nations condition was 4.41 with an SD of 0.298 (see Figure
5). We maintain assumptions on normality and equal vari-
ance by Shapiro-Wilk test on the baseline (p = 0.500, test
statistic = 0.96) and experimental data (p = 0.184, test statis-
tic = 0.93) and Levene’s test (p = 0.092, test statistic = 2.99).
The standard t-test indicated a significant difference in trust
scores between the two conditions (p = 0.002, test statistics
= -3.306)



5.3 Artificial Trust
The average score for the artificial trust of the baseline condi-
tion was 0.75 with a standard deviation (SD) of 0.170, while
the average natural trust score for the real-time textual expla-
nations condition was 0.82 with an SD of 0.105. We main-
tain assumptions on normality and equal variance by Shapiro-
Wilk test on the baseline (p = 0.348, test statistic = 0.95) and
experimental data (p = 0.461, test statistic= 0.96) and Levene
test (p = 0.126, test statistic = 2.45). The standard t-test did
not indicate a significant difference in trust scores between
the two conditions (p = 0.188, test statistic = -1.34)

6 Responsible Research
The user study described in this paper received approval from
the Human Research Ethics Committee (HREC) at TU Delft.
The approval ensures that the rights of the participants are
protected. Before the experiments were carried out, poten-
tial risks were identified and measures to mitigate these risks
were implemented. The participants were asked to fill in an
informed consent form before the experiment. The data col-
lected from the participants will be used for the purposes of
this study, which includes analyzing, drawing conclusions,
and contributing to the field. The personal data that is col-
lected from the participant will not be shared beyond the
study team. The participants were free to refuse to answer
questions and withdraw from the study at any time without
the obligation to give a reason.

Regarding reproducible research, this study adheres to the
principles of openness and transparency. The methodolo-
gies and data are documented thoroughly to allow other re-
searchers to replicate the study. Ensuring reproducibility is
essential for validating results and advancing the field.

7 Discussion
7.1 Natural Trust
The results indicate a statistically significant difference in
natural trust scores between conditions, with the mean trust
score for the real-time textual explanation model (4.09) be-
ing higher than that of the baseline condition (3.49). This
suggests that providing real-time textual explanations of the
agent’s trust in the human teammate significantly enhances
the human’s trust in the agent (natural trust).

These findings are consistent with existing research that
emphasizes the importance of reliability, predictability, and
transparency in building and maintaining trust in artificial
agents [31, 32]. Studies have shown that when agents pro-
vide clear and predictable explanations for their actions, users
are more likely to understand the agent’s behavior, which en-
hances trust [31].

7.2 Satisfaction
The analysis of satisfaction scores from the study reveals a
statistically significant difference between the baseline con-
dition (mean = 3.79) and the real-time textual explanations
(mean = 4.41) condition, demonstrating that the introduction
of real-time explanations significantly enhances user satisfac-
tion.

A reason for this difference could arise from the fact that
the participants were not indented to lie towards the agent.
Since the agent mentions that the artificial trust for a spe-
cific task increased in the real-time textual explanations, this
makes the player of the game more satisfied. A study from
Lavender et al. (2024) indicates that explanations provided
by agents, whether positive or negative, can significantly af-
fect user satisfaction [33].

By providing explanations, agents can engage users on an
emotional level. Emotional engagement is crucial for satis-
faction as it can make interactions feel more personal and
less mechanical [34]. As adding the explanations of the men-
tal model into the communication added more emotion to the
output of RescueBot, this increased the satisfaction for the
real-time textual explanation model.

7.3 Artificial Trust
The statistical analysis conducted on the artificial trust scores
between the baseline condition and the real-time textual
explanations condition revealed no significant difference.
Therefore, this experiment does not provide evidence to sup-
port the findings of previous studies.

7.4 Limitations and Future Work
Due to the nature of the project, there are some limitations.
One of the limitations is the small number of participants
conducting the user study. The current experiment had 40
participants in total, where twenty of them were experiment-
ing with the baseline and the other twenty the communication
model with the real-time explanations. Having more partic-
ipants in a user study improves the reliability, validity, and
generalizability of the findings.

Another limitation of this study pertains to its demographic
scope, primarily focused on participants residing in Europe.
This geographical constraint may restrict the generalizability
of the findings to populations outside of Europe, potentially
limiting the study’s applicability to diverse cultural contexts.
As a result, the conclusions drawn from this research may not
fully represent the experiences or perspectives of individuals
from other regions of the world. Future research endeavors
could benefit from including participants from a more geo-
graphically diverse range of locations to enhance the external
validity of the findings. Henrich et al. (2010) discuss the lim-
itations of research that predominantly samples from western
societies, where many findings are based on samples that are
not representative of the world global population, meaning
that the results may not be generalizable to other cultural or
geographical contexts [35].

In future research, it would be beneficial to explore alter-
native methods of presenting the agent’s mental model of
artificial trust through real-time textual explanations. The
communication method mentioned in section 4.3 is not the
only way of presenting textual explanation real-time. For in-
stance, there could also be a third explanation model, which
shows the updated trust values directly after an event or ac-
tion, e.g. after the human removing an obstacle the Rescue-
Bot mentions the changes as competence obstacles = 0.5 and
willingness obstacles = 0.5. Investigating multiple real-time
textual explanation models, rather than relying on a single



approach, can provide better insights into their effectiveness
and help identify the most effective strategies for enhancing
natural trust and overall satisfaction.

8 Conclusion
The aim of this research was to investigate how real-time tex-
tual explanations of the agent’s mental model of trust in the
human teammate affect the human teammate’s trust in the
agent and overall satisfaction. The study focused on explain-
ing how the mental model of trust in the human teammate
is modeled, namely with competence and willingness values
for the 3 main tasks: searching, rescuing and (removing) ob-
stacles. The artificial agent also contained a preference inte-
gration, taking into account the difficulty of certain tasks. To
answer the research question, a user study was conducted in
a search and rescue mission, simulated in a 2D real-time en-
vironment. Every action that caused a change in the mental
model of the artificial agent was communicated to the human
through the chat box. This real-time explanation communi-
cation model was compared to a baseline model, where the
changes were not communicated.

The findings of the study show that the participants were
more satisfied and trusted the artificial agent more than with-
out the real-time textual explanation. A possible reason for
this is because the players intentions were good and they
didn’t try to lie causing positive outputs from the agent com-
municating the trust in the human.

In summary, this research is relevant to the field as it ad-
dresses critical aspects of transparency, trust, user satisfac-
tion, and the design of a communicating method in AI sys-
tems. These contributions are essential for advancing the in-
tegration of AI into diverse areas of human-agent teams, en-
suring that these systems are not only technically proficient
but also trusted and accepted by their human counterparts.
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