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Chapter 1

Introduction

Unmanned aerial vehicles (UAVs), such as quadrotors, are used in multiple applications
varying from photography, package delivery, geographic mapping, crop monitoring, safety
inspections, surveillance, reconnaissance, and many other applications [28]. With an
increase in UAV applications, the mission profile of the UAV can vary based on the
application itself. More tasks will require long endurance and extended range. Hybrid
UAVs show promising features for these kind of applications as they can transition from
hover to forward flight. This means they can be faster and more power efficient than
quadrotors, while the ability to take off and land without a runway, remains.

The classifications of UAVs is broad and includes four main branches: multi-rotors, single-
rotor helicopter, fixed-wing, and hybrid UAVs. The multi-rotor branch is well known
for the quad-copter, one of the most recognizable UAVs as most commercially available
drones fall in this category. This configuration provides good controllability and has the
benefit that it can hover, take-off, and land vertically (VTOL). The single-rotor helicopter
makes use of its main rotor to generate lift, while a secondary smaller rotor is used to
control its heading. The helicopter has the same hover capabilities as the multi-rotors
although mechanically more complex. The fixed-wing UAV is equipped with wings similar
tho airplanes. The advantage of this type of UAV is the low power consumption of the
vehicle. It is both able to maintain longer airtime as well as have a larger range. However,
the downside is that it either needs to take-off on a runway or it needs assistance from
contraptions such as a drone catapult. Hybrid UAVs combine fixed-wing with hover and
VTOL capabilities, combining the advantages of both categories.

As mission profiles can vary between open areas and dense areas, such as urban and forest
landscapes, the UAVs will require more dynamic trajectory control. With the emerging
recreational use of UAVs, it has been shown that these aerial vehicles are able to perform
extreme aerobatic maneuvers with the use of radio control (RC). From RC helicopters to
fixed-wings and multi-rotors, performing aerobatic maneuvers with UAVs is difficult for
pilots and requires practice as the UAV starts to behave non-linearly at extreme attitudes.
Performing aerobatic maneuvers autonomously requires a method to tackle the control of
the nonlinear behaviour of the aerodynamic surfaces. Regular PID control systems are
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2 Introduction

not designed to control these situations. The advantage of creating a controller capable
of performing aerobatic maneuvers is that this will lead toward a more precise flight of
autonomous UAVs. This will ultimately enable application of autonomous hybrid UAVs
in dense environments.

Due to the challenges of maneuvering and the advantages of hybrid UAVs, the main goal
of this work is to investigate suitable strategies to perform aerobatic maneuvers with
autonomous hybrid UAVs. The scientific article, containing the methodology, results,
and conclusion can be found in Part I. In Part II, the existing literature regarding this
topic is discussed.



Part I

Scientific Article
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Aerobatic Maneuvering of Autonomous Hybrid UAVs

Koen Engelen
TUDelft

Unmanned Aerial Vehicles (UAVs) are increasingly being used in various applications,
which demand longer endurance, extended range, and high maneuverability. These
requirements necessitate the development of effective control methods for Hybrid UAVs.
In this paper, we propose an outer loop Incremental Nonlinear Dynamic Inversion
(INDI) controller for Hybrid UAVs, based on an analytically derived control effectiveness
to control the linear acceleration of the UAV. The control effectiveness is derived in a
new frame that does not show singularities, technically allowing controlled flight at all
attitudes. For trajectory tracking purposes, a Proportional Derivative (PD) controller
is added. In simulation the proposed controller shows comparable results to already
existing INDI controllers for hover and forward flight. When performing loop the loops
it is shown that the proposed control system is able to handle high roll angles, while the
already existing INDI controller crashed.

Nomenclature
Acronyms
𝝃 = position, [𝑚]
𝐶𝐷 = Drag coefficient, [−]
𝐶𝐿 = Lift coefficient, [−]
𝐺 = Control effectiveness matrix
𝑔 = Gravitational acceleration, [𝑚/𝑠2]
𝐺𝑁𝑆𝑆 = Global navigation satellite system
𝐼𝑀𝑈 = Inertial measurement unit
𝐼𝑁𝐷𝐼 = Incremental nonlinear dynamic inver-

sion
𝑚 = Mass, [𝑘𝑔]
𝑁𝐸𝐷 = North-East-Down frame
𝑃𝐷 = Proportional derivative
𝑅𝐶 = Radio control
𝑇 = Thrust, [𝑁]
𝑈𝐴𝑉 = Unmanned aerial vehicle
𝑉 = Airspeed, [𝑚/𝑠]
𝑉𝑇𝑂𝐿 = Vertical take-off and landing
Subscripts
𝐹𝐴 = Aerodynamic force
𝐹𝐺 = Gravitational force
𝐹𝑇 = Thrust force
𝑋𝐵 = Body reference frame
𝑋𝐶 = Control reference frame
𝑋𝐼 = Inertial reference frame
𝑋𝑊 = Wind reference frame

I. Introduction
Unmanned aerial vehicles (UAVs), such as quadro-
tors, are used in multiple applications varying from
photography, package delivery, geographic mapping,
crop monitoring, safety inspections, surveillance, re-
connaissance, and many other applications [1]. With
an increase in UAV applications, the mission profile
of the UAV can vary based on the application itself.
More tasks will require long endurance and extended
range. Hybrid UAVs show promising features for
these kind of applications as they can transition from
hover to forward flight. This means they can be faster
and more power efficient than quadrotors, while the
ability to take off and land without a runway, remains.

As mission profiles can vary between open areas
and dense areas, such as urban and forest landscapes,
the UAVs will require more dynamic trajectory
control. With the emerging recreational use of UAVs,
it has been shown that these aerial vehicles are able
to perform extreme aerobatic maneuvers with the
use of radio control (RC). From RC helicopters to
fixed-wings and multi-rotors, performing aerobatic
maneuvers with UAVs is difficult for pilots and
requires practice as the UAV starts to behave
non-linearly at extreme attitudes. Performing
aerobatic maneuvers autonomously requires a method
to tackle the control of the nonlinear behaviour of
the aerodynamic surfaces. Regular PID control
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systems are not designed to control these situations.
The advantage of creating a controller capable of
performing aerobatic maneuvers is that this will lead
toward a more precise flight of autonomous UAVs.
This will ultimately enable application of autonomous
hybrid UAVs in dense environments.

Due to the challenges of maneuvering and the
advantages of hybrid UAVs, the main goal of this
work is to provide a suitable strategy for performing
aerobatic maneuvers with autonomous hybrid UAVs.

Literature shows that acceleration control can be
achieved with INDI for quadrotors [2]. For hybrid
UAVs, this application shows singularities at roll an-
gles of ±90 degrees [3]. This singularity occurs due to
the mathematical derivation of the control derivatives
at ±90 degrees roll, which are defined in the ZXY ro-
tation order. Therefore, a controller is introduced that
does not have singularities at different attitudes. An-
other approach provides a global controller for hybrid
UAVs and shows that they are capable of performing
maneuvers such as a vertical loop [4]. However, the
control strategy is implemented in a way that maneu-
vers such as a knife edge are not possible as the UAV
orients itself so that the desired acceleration is always
perpendicular to the lateral axis.

This guidance controller differs from other con-
trollers in that it makes use of a reference frame
that is instanced from the body reference frame for
determining the control effectiveness matrix of the
controller. This reference frame, from hereon referred
to as the control frame, has the advantage that the
control effectiveness is not tied to the Euler angles
that describe the orientation of the body frame with
respect to the NED (North East Down) frame. As
this controller is not reliant on the Euler angles, it is
also not bound to the limitations induced by Euler
angle singularities. Therefore, the UAV will be able
to perform a maneuver that crosses these singularity
points.

The main contribution of this article is a position
control design that is capable of tracking trajectories at
different velocity and attitude ranges. The controller
relies on an approximate model of the aerodynamic
forces that act on the UAV.

Figure 1. Representation of the quadshot with its
body reference frame.

II. Methodology
In this section, the theory and implementation prac-
tices behind the proposed controller are discussed.
First, the dynamical model and the derivation of the
control law are described in subsection II.A. In sub-
section II.B the reference frames used throughout
the paper are defined. Subsequently, the derivation
of the control effectiveness is described in subsec-
tion II.C. Finally, the position controller is defined in
subsection II.D.

The hybrid UAV used throughout this paper is
shown in Fig. 1. The vectors in the figure are the axes
of the body reference frame. The quadshot has a main
wing with two elevons on the trailing edge. These
elevons are actuated with two servo motors, allowing
for creating both pitch and yaw moments with respect
to the body frame. Additionally, the quadshot has 4
propellers similar to a quadrotor.

A. Incremental Nonlinear Dynamic Inversion
The advantages of INDI over conventional NDI in-
cludes the decreased knowledge required about the
model and the improved robustness compared to NDI
[5]. The difference between these methods is that
INDI relies on incrementally changing the inputs to
get to desired state based on the derivatives of the
dynamic model, while NDI sets the inputs to the
required values based on the dynamic model itself.
Here, the increments are influenced by the inversion
of the dynamic system so that a change in input can
be expressed as a desired change in state. In the
previous literature, several derivations for this linear
acceleration control law were made using a Taylor
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series expansion [6] and based on the estimation of
external forces [2]. In this paper, we derive the control
law through the Taylor series approximation of linear
acceleration.

For this controller, the states to be controlled are
the linear accelerations. The UAV is able to apply
forces on itself by using its aerodynamic surfaces and
its propellers, therefore, the translational dynamics of
this system can be written as:

¥𝝃 = g +
1
𝑚

F𝐴(𝜼, ¤𝝃, 𝒘) +
1
𝑚

F𝑇 (𝜼, 𝑇) (1)

Note that in Eq. 1 the reference frame is not spec-
ified. The equation remains valid for any inertial
reference frame as long as the vectors change accord-
ingly. Here, ¥𝝃 represents the acceleration vector of
the UAV. g and 𝑚 represent the gravitational acceler-
ation vector and the mass, respectively. The vector
F𝐴 represents the sum of all aerodynamic forces that
work on the aerodynamic surfaces of the UAV, from
which the propellers are excluded. This force is de-
pendent on the attitude of the UAV 𝜼 as well as the
velocity ¤𝝃 and the wind velocity 𝒘. The remaining
term F𝑇 is the acceleration vector caused by the thrust
of all propellers. This acceleration depends on the
attitude of the UAV and the magnitude of the thrust
𝑇 . It should be noted that attitude 𝜂 is the orientation
difference between the body reference frame and the
chosen inertial reference frame. Before elaborating
on the reference frame in subsection II.B, the control
law is derived by taking a first-order Taylor series
expansion of Eq. 1, resulting in Eq. 2.

¥𝝃 = g +
1
𝑚

F𝐴(𝜼0,
¤𝝃0, 𝒘0) +

1
𝑚

F𝑇 (𝜼0, 𝑇0)

+
𝜕

𝜕𝜼

1
𝑚

F𝐴
(
𝜼, ¤𝝃0, 𝒘0

) |𝜼=𝜼0

(
𝜼 − 𝜼0

)
+
𝜕

𝜕 ¤𝝃
1
𝑚

F𝐴
(
𝜼0,

¤𝝃, 𝒘0
) | ¤𝝃= ¤𝝃0

( ¤𝝃 − ¤𝝃0
)

+
𝜕

𝜕𝒘

1
𝑚

F𝐴
(
𝜼0,

¤𝝃0, 𝒘
) |𝒘=𝒘0 (𝒘 − 𝒘0)

+
𝜕

𝜕𝜼

1
𝑚

F𝑇 (𝜼, 𝑇0) |𝜼=𝜼0

(
𝜼 − 𝜼0

)
+
𝜕

𝜕𝑇

1
𝑚

F𝑇
(
𝜼0, 𝑇

) |𝑇=𝑇0 (𝑇 − 𝑇0)

(2)

By design, the Taylor series expansion creates an
approximation of a function based on the derivatives

of that function around a given point. In Eq. 1 that
point is represented by the first three terms, which
represents the initial acceleration ¥𝝃0. For the partial
derivative terms of F𝐴 that are derived with respect
to the velocity ¤x and the wind velocity 𝒘 it is difficult
to estimate the effect these variables have on the
aerodynamic forces. This means that the effect of
these terms will be measured as disturbances in the
accelerometer and will be accounted for in that manner.
These terms are therefore set to zero to simplify the
equation. The effect of these forces is therefore not
considered in the controller and has to be countered by
the incremental nature of INDI. Additionally, it should
be noted that thrust is not modeled as a function of
wind velocity or body velocity. In reality, the thrust
is influenced by the wind velocity, but this requires
wind-tunnel measurements of the propellers operating
at different throttle levels and different freestream
velocities. Therefore, the remaining partial derivatives
are based solely on the attitude 𝜼 and the magnitude of
the thrust 𝑇 . These two terms can be combined in the
input vector u = [𝜼 𝑇]𝑇 = [𝜙 𝜃 𝜓 𝑇]𝑇 as the attitude
can be defined with roll, pitch, and yaw with respect
to the reference frame. This results in the following
simplified expansion:

¥𝝃 = ¥𝝃0 + 𝐺(𝜼0,
¤𝝃0, 𝒘0, 𝑇0)(u − u0) (3)

with 𝐺(𝜼, ¤𝝃, 𝒘, 𝑇):

𝐺 = 1
𝑚



𝜕
𝜕𝜙

(
F𝐴(𝜙, 𝜃0, 𝜓0, ¤𝝃0, 𝒘0) + F𝑇 (𝜙, 𝜃0, 𝜓0, 𝑇0)

) |𝜙=𝜙0
𝜕
𝜕𝜃

(
F𝐴(𝜙0, 𝜃, 𝜓0, ¤𝝃0, 𝒘0) + F𝑇 (𝜙0, 𝜃, 𝜓0, 𝑇0)

) |𝜃=𝜃0
𝜕
𝜕𝜓

(
F𝐴(𝜙0, 𝜃0, 𝜓, ¤𝝃0, 𝒘0) + F𝑇 (𝜙0, 𝜃0, 𝜓, 𝑇0)

) |𝜓=𝜓0
𝜕
𝜕𝑇 F𝑇 (𝜙0, 𝜃0, 𝜓0, 𝑇)|=0



𝑇

(4)

The final control law can be obtained by inverting
Eq. 3, which results in Eq. 5.

u𝑐 = u 𝑓 + 𝐺+(𝜼 𝑓 ,
¤𝝃 𝑓 , 𝒘 𝑓 , 𝑇 𝑓 )(𝝂 − ¥𝝃 𝑓 ) (5)

Here 𝐺+ is the pseudoinverse of the matrix 𝐺 as it
is a non-invertible matrix of size (3𝑥4). From hereon
control inputs u𝑐 can be computed based on the current
control inputs u 𝑓 , the control effectiveness 𝐺, the
current acceleration ¥𝝃 𝑓 and the virtual control vector
𝝂, which is the desired acceleration. The Control
Effectiveness is elaborated further in subsection II.C
with the reference frames specified in subsection II.B.
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B. Reference Frames
In subsection II.A, we have seen that the control input
can be obtained with the control effectiveness. This
is a matrix containing the partial derivatives of the
forces acting on the UAV with respect to the attitude
and the thrust magnitude. It is necessary to select a
reference frame from which these partial derivatives
are obtained.

In this section, an overview of the reference frames
used in this paper are discussed as well as the moti-
vation behind the selection of the reference frame for
determining the control effectiveness.

Fig. 1 shows an illustration of the Quadshot with
the definition of its body reference frame, the first
reference frame used in this paper. This reference
frame is denoted by the subscript 𝐵. The second
reference frame used is the North-East-Down (NED)
reference frame, denoted by the subscript 𝑁 .

If the NED reference frame is used to determine
the control effectiveness, the Euler rotation sequence
determines how the attitude of the drone is represented.
As one can derive from the rotation sequences, only
two of the three angles can be expressed with ranges
defined with modulo 2𝜋 radians. The remaining angle
only covers a range of 𝜋. Usually the former angles
are 𝜙 and 𝜓, while the latter is 𝜃. Specifically, when
𝜃 is ± 𝜋

2 or − ± 𝜋
2 , the rotations around the 𝜙 and 𝜓

become parallel, and the resulting orientation can be
obtained by a single rotation around the combined axis.
This means that there are multiple ways to describe
the same orientation using different combinations
of 𝜙 and 𝜓, which can lead to inconsistencies in
computations. As the control effectiveness depends
on the partial derivatives of these angles, it can be seen
that singularities can occur at the point where the angle
𝜃 reaches ± 𝜋

2 . The exact location of this singularity is
dependent on the rotation sequence of the attitude. In
the case of the conventional ZYX rotation sequence,
the singularity would occur at a pitch angle of ± 𝜋

2
radians. For a hybrid UAV, this is highly inconvenient
as the transition from hover to forward flight includes
this pitch angle. Other sequences can be chosen,
but the most useful is the ZXY sequence. This is
due to the singularity occurring at a roll angle of
± 𝜋

2 radians. For hybrid UAVs, this sequence is best
as it supports the yaw and pitch with the cyclically
defined ranges. Although this is the best sequence
for the given scenario, it is just a method to move

the underlying issue from one axis to another. To
solve the underlying issue, a method should be used
that does not create these singularities in the control
effectiveness.

If non-inertial reference frames are used for the con-
trol effectiveness estimation such as the body reference
frame, the virtual control vector 𝝂 would also change
along with the attitude. This makes non-inertial refer-
ence frames unsuitable for the control law described
in subsection II.A. Similarly, the aerodynamic frame
is not suitable, as the virtual control would change
with a change in attitude.

Due to the disadvantages of the previously men-
tioned reference frames, a new reference frame is
defined, from now on called the control reference
frame, 𝐶. This reference frame is inertial, similar to
the NED reference frame. The difference is that this
reference frame is temporarily aligned with the body
reference frame to determine the control effectiveness
as illustrated in Fig. 2.

This results in the use of the control reference frame.
It does not rotate with the UAV and is inertial. How-
ever, as mentioned originally, it is aligned with the
body reference frame at the moment that control effec-
tiveness needs to be determined. In subsection II.C
the control effectiveness is determined based on this
reference frame.

C. Control Effectiveness
Moving forward, an analytical derivation of the forces
acting on the drone is performed. The control effective-
ness is obtained by calculating the partial derivatives
of these forces.

For any rotation, the rotation matrix of the body
reference frame to the control frame is as follows:

T𝐶𝐵 =


𝑐𝜃𝑐𝜓 − 𝑠𝜙𝑠𝜃𝑠𝜓 −𝑐𝜙𝑠𝜓 𝑠𝜃𝑐𝜓 + 𝑠𝜙𝑐𝜃𝑠𝜓
𝑐𝜃𝑠𝜓 + 𝑠𝜙𝑠𝜃𝑐𝜓 𝑐𝜙𝑐𝜓 𝑠𝜃𝑠𝜓 − 𝑠𝜙𝑐𝜃𝑐𝜓

−𝑐𝜙𝑠𝜃 𝑠𝜙 𝑐𝜙𝑐𝜃


(6)

Here 𝑠𝜃 and 𝑐𝜃 represent the sine and cosine of the
angle 𝜃 respectively.

1. Thrust Force
Due to the fixed rotor configuration, the thrust force
is always aligned in the opposite direction of the
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Figure 2. Difference between the control and body reference frame for a virtual displacement.

body z-axis. With this, the force vector can be easily
expressed in the body frame:

F𝑇,𝐵 = −
[
0 0 𝑇

]𝑇
(7)

Transforming the thrust vector from the body to the
control frame results in Eq. 8.

F𝑇,𝐶 = T𝐶𝐵F𝑇,𝐵 = −

(𝑠𝜃𝑐𝜓 + 𝑠𝜙𝑐𝜃𝑠𝜓)𝑇
(𝑠𝜃𝑠𝜓 − 𝑠𝜙𝑐𝜃𝑐𝜓)𝑇

𝑐𝜙𝑐𝜃𝑇


(8)

Finally, the partial derivatives of the thrust force in
the control frame can be used to obtain the control
effectiveness as previously shown in Eq. 4. The partial
derivatives are equated at the moment that the control
frame is aligned with the body frame. This results
in 𝜙0, 𝜃0, 𝜓0 being equal to 0. The results of these
derivations leads to the control effectiveness in Eq. 9.

G𝑇 (𝑇) =
1
𝑚


0 𝑇 0 0
−𝑇 0 0 0
0 0 0 −1


(9)

2. Aerodynamic Forces
The forces caused by the aerodynamic surfaces are
best represented in the aerodynamic reference frame.
The force F𝐴 can be divided into the lift forces and
drag forces of the wing. For the control effectiveness,
partial derivatives of the aerodynamic forces are re-
quired with respect to the changes in attitude in the
control frame. The forces themselves are defined in
the wind reference frame. To express these forces in
the control frame, the following transformations are
applied:

T𝐶𝑊 = T𝐶𝐵T𝐵𝑊 (10)

T𝐵𝐴 =


𝑠𝛼 0 𝑐𝛼

0 1 0
𝑐𝛼 0 −𝑠𝛼


(11)

T𝐴𝑊 =


𝑐𝛽 −𝑠𝛽 0
𝑠𝛽 𝑐𝛽 0
0 0 1


(12)
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Figure 3. Lift coefficient approximation for a given
angle of attack.

The aerodynamic forces that act on the UAV in the
wind frame are shown in Eq. 13.

F𝐴,𝑊 = −

𝐷

𝑄

𝐿


(13)

In the wind frame, 𝐷 is the drag of the quadshot,
which is parallel to the free-stream velocity. 𝐿 is the
lift caused by the wing and is defined as the force
perpendicular to the free-stream velocity and the body
y axis 𝑦𝐵. 𝑄 is the remainder force caused by the
aerodynamics of the quadshot. The latter term will be
dominated by the effects of the pylons and winglets
of the quadshot. Since the effect of this is difficult to
estimate, the Q term is neglected. This means that,
in this model, lateral acceleration only occurs due to
drag at higher angles of sideslip.

The lift and drag coefficients are both approxima-
tions based on aerodynamic surfaces with similar
Reynolds numbers [7, 8]. These approximations can
be seen in Fig. 3 and Fig. 4. The forces are then
determined with the lift and drag equation shown in
Eq. 14 and Eq. 15 respectively. The main focus of this
approximation is that the lift coefficient has no local
minimum near its stall point as this could result in
the incremental controller settling on that minimum
while stalling.

𝐿 =
1
2
𝐶𝐿(𝛼)𝜌𝑉𝑥𝑧

2𝑆 (14)

𝐷 =
1
2
𝐶𝐷(𝛼)𝜌𝑉2𝑆(𝛽) (15)

Since the control effectiveness requires the par-
tial derivatives along different axes separately, the

Figure 4. Drag coefficient approximation for a
given angle of attack.

transformation matrices can be applied for rotations
around the x, y, and z axes depending on the required
partial derivative. As only one rotation is required
for each partial derivative, the angle sequence is ir-
relevant. With this, the control effectiveness can be
constructed as shown in Eq. 16. Eq. 17 shows the
control effectiveness with the added row for sideslip
control. The difference in sideslip angle can then
be chosen to reduce the sideslip. For practical and
efficient flights, minimizing the angle of sideslip is
preferred. However, implementing this might require
some additional changes to the control strategy. This
is because the matrix becomes non-invertible if the
angle of side slip can not be influenced by the control
input and the partial derivatives are zero. To solve
this, an additional step could be taken to evaluate the
rank of the matrix before inverting it. If the rank is
lower than the dimensions of the matrix itself, the
matrix can be reduced before inverting it by removing
the angle of sideslip. Although maneuvers with zero
angle of sideslip and 90 degrees roll might be possible,
these were not chosen to demonstrate this controller.
Therefore, this control effectiveness matrix will not
be used in the remainder of the paper as minimizing
the sideslip prevents the UAV from performing the
examined maneuvers discussed in section III. The
latter option, Eq. 18, is used throughout the remainder
of the paper. It should be noted that with the removed
yaw control, the control effectiveness matrix becomes
square and an inverse of this matrix exists. The same
applies for the sideslip control.

6




Δ𝑎𝑋𝐵

Δ𝑎𝑌𝐵
Δ𝑎𝑍𝐵


=



𝜕𝑎𝑋𝐵
𝜕𝜙

𝜕𝑎𝑋𝐵
𝜕𝜃

𝜕𝑎𝑋𝐵
𝜕𝜓

𝜕𝑎𝑋𝐵
𝜕𝑇

𝜕𝑎𝑌𝐵
𝜕𝜙

𝜕𝑎𝑌𝐵
𝜕𝜃

𝜕𝑎𝑌𝐵
𝜕𝜓

𝜕𝑎𝑌𝐵
𝜕𝑇

𝜕𝑎𝑍𝐵
𝜕𝜙

𝜕𝑎𝑍𝐵
𝜕𝜃

𝜕𝑎𝑍𝐵
𝜕𝜓

𝜕𝑎𝑍𝐵
𝜕𝑇





Δ𝜙

Δ𝜃

Δ𝜓

Δ𝑇


(16)



Δ𝑎𝑋𝐵

Δ𝑎𝑌𝐵
Δ𝑎𝑍𝐵

Δ𝛽𝑖


=



𝜕𝑎𝑋𝐵
𝜕𝜙

𝜕𝑎𝑋𝐵
𝜕𝜃

𝜕𝑎𝑋𝐵
𝜕𝜓

𝜕𝑎𝑋𝐵
𝜕𝑇

𝜕𝑎𝑌𝐵
𝜕𝜙

𝜕𝑎𝑌𝐵
𝜕𝜃

𝜕𝑎𝑌𝐵
𝜕𝜓

𝜕𝑎𝑌𝐵
𝜕𝑇

𝜕𝑎𝑍𝐵
𝜕𝜙

𝜕𝑎𝑍𝐵
𝜕𝜃

𝜕𝑎𝑍𝐵
𝜕𝜓

𝜕𝑎𝑍𝐵
𝜕𝑇

𝜕𝛽𝑖
𝜕𝜙

𝜕𝛽𝑖
𝜕𝜃

𝜕𝛽𝑖
𝜕𝜓

𝜕𝛽𝑖
𝜕𝑇





Δ𝜙

Δ𝜃

Δ𝜓

Δ𝑇


(17)


Δ𝑎𝑋𝐵

Δ𝑎𝑌𝐵
Δ𝑎𝑍𝐵


=



𝜕𝑎𝑋𝐵
𝜕𝜙

𝜕𝑎𝑋𝐵
𝜕𝜃

𝜕𝑎𝑋𝐵
𝜕𝑇

𝜕𝑎𝑌𝐵
𝜕𝜙

𝜕𝑎𝑌𝐵
𝜕𝜃

𝜕𝑎𝑌𝐵
𝜕𝑇

𝜕𝑎𝑍𝐵
𝜕𝜙

𝜕𝑎𝑍𝐵
𝜕𝜃

𝜕𝑎𝑍𝐵
𝜕𝑇




Δ𝜙

Δ𝜃

Δ𝑇


(18)

D. Position Control
The trajectory is tracked by a simple PD controller that
tracks the required acceleration based on the position
and velocity error and a feed forward acceleration
defined by the trajectory, as can be seen in Eq. 19.

¥𝝃𝑐𝑜𝑚 = 𝑎𝑟𝑒 𝑓 +𝐾𝑑

(
¤𝝃𝑟𝑒 𝑓 + 𝐾𝑝

(
𝝃𝑟𝑒 𝑓 − 𝝃

)
− ¤𝝃

)
(19)

This required acceleration is then used as a reference
by the outer loop INDI controller. Based on this
acceleration, the controller increases the reference
attitude and thrust.

The INDI-based attitude controller utilized in this
control system is not covered in this paper and was
obtained through [9].

To obtain an initial estimate of the gains 𝐾𝑝 and 𝐾𝑑 ,
a linearized version of the control loop is used. This
system is linearized around its hovering equilibrium.
Due to the difference in the thrust dynamics and
the angular rates, the thrust dynamics are omitted to
design the gains. This is due to the fast response time
of the thrust dynamics compared with the rotational
dynamics. These simplifications result in the control
loop in Fig. 5. As thrust dynamics is neglected, the
gains can only be tuned for the transfer function of the

pitch on the position tracking along the x direction
and the roll on the position tracking on the y direction.

This linearized model was used to analyse the
stability of the control system around its hover state.
A pole zero plot was used to look at the poles of
the transfer function and determine the gains so that
the poles were in the open left half plane. These
gains were used as initial values for the quadshot’s
indoor flights and were further tuned manually based
on the quadshot’s response to step inputs in all three
directions. The pole zero plot of the selected gains
can be seen in Fig. 7.

E. Instrumentation and State Estimation
For this paper, the controller was tested in different
environments. These environments are: simulation,
indoor, and outdoor. For each of these environments,
different instrumentation was chosen to obtain the re-
quired measurements. For the indoor scenario, motion
capture data is used to provide the quadshot with accu-
rate position and attitude data. The acceleration and
angular rates is obtained directly from the inertial mea-
surement unit (IMU). As indoor there is practically no
wind, instrumentation to measure wind velocity and
direction were not equipped. For the outdoor scenario,
Global Navigation Satellite System (GNSS) data are
used to determine the position of the quadshot and the
IMU is used for its attitude and acceleration. It should
be noted that the unfiltered position data is directly
used in the outer loop. Additionally the outdoor setup
also makes use of an added pitot tube installed in front
of the wing together with an angle of attack sensor.
This angle sensor consists of a wind vane attached to
a rotary encoder. The angle of sideslip is estimated
through the lateral acceleration of the IMU. This is
done by estimating the lateral wind velocity using
Eq. 20, where 𝑎𝑦 is the specific acceleration along
the body Y axis. From here, the lateral wind velocity
is combined with the wind measurement to obtain
the angle of sideslip. In case of the simulation, the
simulation data of the previously mentioned sensors
was provided to the quadshot as is.

𝑉𝑦 ∝
√︃

𝑎𝑦

 · 𝑎𝑦

𝑎𝑦

 (20)
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Figure 5. Linearized closed loop approximation.

Figure 6. Step response of the linearized model.

Figure 7. Pole zero plot of the linearized model.

III. Results & Discussion

Within this section, the results of the experiments are
shown. For the simulation, the results are compared
with an outer loop INDI controller based on [6, 10]
from hereon called the baseline controller. To com-
pare the baseline with the proposed controller, the
same inner loop and and velocity controllers are used.
The control effectiveness is based on the partial deriva-
tives of the roll, pitch and thrust with respect to the
accelerations in the NED reference frame. Since the
baseline is based on a quadrotor and not a hybrid UAV,
a comparison between the proposed and the baseline
controller is made without the aerodynamic effects.
Only when specified, the controller is simulated with
aerodynamic forces and the control effectiveness is
based on both thrust and aerodynamics.

The outer loop PD gains were initially estimated
based on the linearized model and were fine-tuned in
the cyberzoo, an indoor environment from the TUDelft
available for UAV experiments. This indoor space
is equipped with a motion capture system, that can
provide feedback of the exact position and orientation
of the UAV. The resulting values for 𝐾𝑝 and 𝐾𝑑 are
0.7 and 1.5, respectively. These gains are kept similar
for both the proposed controller and the baseline
controller.

Furthermore, the results are split in three categories;
simulation, indoor, and outdoor results. Similar trajec-
tories are selected for each category, as this approach
can aid in extracting insights from the variations
among these instances. The simulation has very little
limitations as there are no unknown aerodynamic ef-
fects. The indoor and outdoor experiments both have
a different set of trajectories as the indoor space is not
large enough to perform large trajectories. Due to the
differences between these scenarios, some trajectories
will not be tested across all of them. In Table 1 an
overview of the gathered results for every scenario is
shown.
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Linearized Simulation Indoor Outdoor
Step response x x x
Horizontal ellipse x x
Vertical ellipse x

Table 1. Scenarios that are tested for comparison.

The comparison consists out of three trajectories;
namely the response to a step input, a horizontal ellipse
and a vertical ellipse. The step response was chosen as
it shows properties of the system behavior, such as the
responsiveness and dampening. The horizontal ellipse
was chosen as it is simple to define mathematically.
The acceleration can be easily changed throughout
the trajectory. Since the acceleration throughout
the trajectory varies, it can be used to evaluate the
general performance of both controllers. Lastly, the
vertical ellipse is specifically designed to encounter
the singularities around the ±90 degrees roll angle
to evaluate the difference between the outer loop
controllers.

Finally, all figures are presented in the NED frame
unless otherwise specified.

A. Step Response
For the first test, the response of the linearized closed
loop approximation to a step input is shown in Fig. 6.
A simulation of the step response for both controllers is
shown in Fig. 8. It can be seen that both the proposed
controller and the baseline controller converge to
the reference position. With equivalent gains, the
proposed controller displays a marginally quicker
rise time and greater overshoot in comparison to the
baseline controller. This disparity stems from the
fact that, despite identical PD gains and inner loop
gains, the outer loop control effectiveness differs. This
discrepancy arises due to these values being obtained
from separate reference frames, resulting in distinct
behaviors. Both controllers track their own reference
acceleration similarly for the given step response.
However, the baseline method has some overshoot in
the deceleration, which prevents the overshoot from
occurring.

The controllers’ response to a 2 meter step input in
the cyberzoo can be seen in figure 9. It can be seen that
the response to this input is similar to the simulation
and linearized closed loop, with the exception that the
cyberzoo has a step of 2 meter instead of 1 meter.

Figure 8. comparison on step response in simula-
tion.

Figure 9. Position and acceleration of the quadshot
reacting on a 2m step response in the cyberzoo.
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B. Ellipse
The second test is an elliptical trajectory. The sim-
ulation results can be seen in Fig. 10 and Fig. 11,
showing the northern and eastern tracking profile, re-
spectively. An overview of the trajectory can be seen
in Fig. 12. The dissimilarities between the baseline
method and the proposed method are minimal, since
both controllers exhibit comparable overshoots when
operating at high speeds. This indicates that both
controllers offer a similar level of performance.

This trajectory was also flown outside as shown in
Fig. 13. Once the trajectory is started, the quadshot
slowly starts to oscillate in the height. This caused the
trajectory to be aborted as the height was changing
too rapidly. The exact cause of these oscillations are
not found and are not emerging in the cyberzoo. The
main difference was that the cyberzoo uses optitrack
to position the quadshot, while outside GNSS data
were used. With GNSS the altitude is generally less
accurate compared to the longitude and latitude. With
this difference it might be useful to see if reduced
height gains can fix this issue. During further testing
and tuning outdoor, the oscillations were not mitigated.

In addition, the quadshot was only able to measure
the freestream velocity accurately at low angles of
attack. While in hover, the drone can’t get an accurate
measurement as the pitot tube is oriented perpendicu-
lar to the freestream velocity. Similarly, the angle of
attack sensor requires airflow, hence the reading will
not be accurate if there is a large angle of sideslip or
there is not enough airflow to overcome the friction of
the sensor. Also, the sideslip based on IMU data only
provides a coarse estimate of the angle. Maneuvers
that involve sideslip might improve with an actual
angle of sideslip sensor.

C. Vertical Ellipse
The last test was set up specifically to demonstrate
the advantage of the proposed controller. For this,
a vertically oriented ellipse was used. The trajec-
tory’s velocities were chosen in such a way that the
acceleration profile would require the UAV to accel-
erate downwards at the apogee of the trajectory. The
tracking of this trajectory can be seen in Fig. 14 and
Fig. 15 for the altitude and eastern location tracking,
respectively. A side view of the trajectory is shown
in Fig. 16. From the altitude data, it can be seen

Figure 10. comparison on ellipse northern coordi-
nates.

Figure 11. comparison on ellipse eastern coordi-
nates.
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Figure 12. comparison on ellipse overview.

Figure 13. start of outdoor ellipse.

that the UAV starts accelerating upward. It should
be noted that the trajectory is not initialised at the
position of the quadshot and both controllers have
to catch up with the reference. Near the apogee, the
controllers have to accelerate downward and it can be
seen that the downward acceleration of the baseline
controllers saturates at 9.81𝑚

𝑠2 , which means that it is
in a free fall. However, this is not enough to meet the
required acceleration and the baseline method over-
shoots the trajectory, creating a free fall parabola. The
proposed method, however, has rolled 180𝑜 allowing
its thrust to accelerate the UAV downward. This was
repeated several times with the new controller, how-
ever, the baseline controller crashed after the second
apogee. A visualisation of the UAVs attitude during
this maneuver using the proposed controller is shown
in Fig. 17.

11



Figure 14. comparison on vertical ellipse altitude.

Figure 15. comparison on vertical ellipse eastern
coordinates.

Figure 16. comparison on vertical ellipse overview.
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Figure 17. illustration of the vertical ellipse looping
performed by the proposed controller. Quadshot
is scaled up for visibility.

IV. Conclusion
In this paper, the control of a hybrid UAV has been
demonstrated by using an outer loop Incremental
Nonlinear Dynamic Inversion (INDI) controller that
makes use of the control reference frame.

From the vertical ellipse, it can be seen that the
proposed controller, using the control reference frame,
has the additional benefit that it can track accelerations
around the ±90 degrees roll angles. The control effec-
tiveness of the thrust component proves to be simple
to implement on the quadshot and could easily be im-
plemented on other quadrotors. The only estimations
required for the thrust are the actuator dynamics and
the magnitude for a given thrust command. A linear
fit of the thrust with respect to the thrust command is
sufficient to track accelerations inside the cyberzoo.
From simulation it is concluded that the proposed con-
troller is able to maneuver past singularity while the
baseline controller could not. Besides this advantage,
both controllers have similar behaviours.

The contribution of the aerodynamics on the control
effectiveness are more complicated. Equations that
determine the forces’ partial derivatives with respect
to changes in attitude rely on the lift and drag coef-
ficients relative to the angle of attack and angle of
sideslip. Through practical experimentation, it was
observed that the chosen sensors used for measur-
ing airspeed had limited accuracy while in the hover
state. Taking steps to rectify this issue could lead to
improved control accuracy. Due to the incremental
nature of INDI, the controller is less dependent on
the parameters of the model and will incrementally
correct for a mismatch between the model and the
physical behavior. However, this is not confirmed out-
door. This due to oscillations in the altitude that kept
the quadshot from tracking its acceleration. While
the control effectiveness was tested in the cyberzoo
as well, the cyberzoo test flight did not show these
height oscillations. Due to the lack of wind in the
cyberzoo, this means that the control effectiveness of
the aerodynamics has not been verified in the field.

Future research could further examine the cause
of the outdoor oscillations in height, as this could
contribute to a better analysis of the accuracy of the
aerodynamic control effectiveness. Though the cause
is not determined, suggested improvements for this
includes the use of a more extensive filter to obtain
position data or more accurate separate gain tuning

13



in the altitude axis. Alternatively, onboard adaptive
control effectiveness estimations such as least mean
squares could be used to verify the control frame
outdoor without the dependencies on the proposed
control effectiveness.
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Chapter 1

Unmanned Aerial Vehicles

Over the last decade, the use of drones has increased drastically in every aspect due to the
reduction in both the cost and size of processors and sensors. The design of these drones
can vary depending on its use [8], but overall the most recognizable drone configuration
is the quadcopter. The quadcopter is the most popular drone in the current consumer
market due to its mechanical simplicity. The configuration allows for simple control and
reduced cost compared to more complex mechanical systems such as the helicopter. For
these advantages, several disadvantages can be thought of as well. The downside is the
efficiency of the quadcopter compared to other UAVs such as fixed-wing UAVs. These
types of UAVs are used when range or endurance is important for the mission of the UAV.
Several applications of these types of UAVs exist today (border control). However, these
UAVs are lesser-known due to their limited market share in the recreational sector. The
disadvantage of these drones is that they often require a take-off lane and landing lane,
which are not always available. Alternatives to take-off and landing lanes do exist but
these also increase the operational cost such as catapults for take-off and catching nets
for “landing”.

Combining the best of both worlds, Hybrid UAVs provide a solution that allows UAVs to
take-off and land vertically while being able to fly with a fixed-wing. This combines the
ease of use of the quadrotor with the extended range and endurance and speed of a fixed-
wing. From a historical point of view, one might notice that the advantages of VTOL
aircraft were known decades ago. This can be seen by the aircraft that were developed in
this same trend, i.e. the Harrier, the F-35B, and the V-22 Osprey. The concept of hybrid
UAVs can be implemented in multiple ways leading to different designs. The amount of
different designs for hybrid UAVs is staggering and will only increase over time. In [15],
an overview of the current types of hybrid UAVs is given. These different designs offer
different advantages and disadvantages such as cost, complexity, and efficiency. However,
there are additional complications that are introduced with the control of hybrid UAVs.
The main reason why hybrid UAVs are difficult to control is due to their large flight
envelope.
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A large flight envelope has a negative effect on the modeling of the system’s behavior.
Modeling the exact forces and moments of the aerodynamics for the entire flight envelope
(including stall) is time-consuming and expensive, as it requires either wind tunnel tests
or computed fluid dynamics (CFD). Besides that, a detailed model also requires detailed
sensors that can measure all states, This might not always be possible as some sensor in-
puts such as the angle of attack sensor become inaccurate at low airspeed. Furthermore,
the flight envelope causes large non-linearities in the lift, which makes it in turn more
difficult to use the lift together with the thrust to obtain the desired acceleration. Finally,
a large flight envelope leads towards an abundance of solutions to the guidance problem.
If a reference trajectory was to be followed by the UAV it could do this in forward flight
or in near hover mode. With both, these approached the UAV would have been able to
follow the trajectory. However, the most suitable approach might depend on usage. This
means that forward flight would be used for fast delivery and extended range, while the
hover approach could be useful for achieving smaller positional error margins with respect
to the reference trajectory, provided there is no external disturbance.
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In section 1.1, the selected UAV model will be discussed. After that, the degree of under-
actuation of the model is discussed in section 1.2. Finally, the importance of the attitude
in aerobatics is discussed in section 1.3.

1.1 Quadshot

During the research, a quadshot [17] will be used to test the suggested method as these
hybrid UAVs are readily available at the TU Delft for research purposes. This hybrid
UAV model can be seen in figure 1.1. The quadshot has four rotors pointing towards the
negative z-axis. It can be seen that the rotors on the positive x-axis are further apart
in the y-axis compared to the other rotors. The main wing has two elevons that can
produce a roll and a yaw moment if there is airflow over these surfaces. The UAV has two
wing-lets and four landing rods which are shaped parallel with the airspeed in horizontal
flight.

Figure 1.1: The quadshot UAV with its body axes from [19].

1.2 Under-Actuated Systems

Although the designs of the different types of UAVs are significantly different from each
other, most of them share a common system property, i.e. under-actuation. The under-
actuated nature is caused by the layout of these UAVs. For all rigid body UAVs, the
UAVs have six degrees of freedom (DOF), three due to the translations, and three due
to rotations in three-dimensional space. A system is under-actuated as the inputs can
not control all degrees of freedom indidually. THis can be determined by the rank of the
input matrix.

The quadshot is has a quadrotor configuration combined with a fixed-wing and two
elevons. The elevons operate as both ailerons, elevators, and trailing edge flap, thus
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having two separate inputs able to control yaw, roll, and lift. However, part of these
actuators fulfill similar purposes as the rotors, although with different effectiveness. The
Lift caused by the fixed-wing of UAVs acts in a different direction compared to the thrust
and the hybrid UAVs therefor have one additional degree of freedom as the lift can be
influenced by the elevons. This additional input is strongly dependent on the air velocity,
angle of attack, and elevon deflections, but can be controlled.

Since there are 6 inputs and 6 degrees of freedom, the UAV can be fully actuated. However,
the sideways acceleration of the quadshot can’t be influenced by the inputs, meaning that
there is a zero row in the input matrix. This in turn means that the rank of the input
matrix has a maximum value of 5 since the last column has to be a linear combination
of the previous inputs columns. The input matrix contains non-linear functions as the
evelons can create lift depending on the velocity squared. This means that if the velocity
over the wings is zero, the lift is zero and can not be controlled, leaving the input matrix
with a rank of 4 similar to quadcopters. This means that in flight the UAV is only able to
choose 5 states independently, while the 6th state is dependent on the previously defined
states. An example of this is for forward horizontal flight, the three velocity components
are defined. Additionally one could increase the roll angle of the hybrid UAV (comparable
with pitch of fixed-wings) in order to maintain level flight, the UAV can use its elevons
to decrease the lift. Similarly the yaw angle of the hybrid UAV (comparable with roll
of fixed-wings) can be adjusted. This requires the final state of the quadshot, the pitch
(comparable to yaw of fixed-wings), to change in order to maintain level flight.

The under-actuated nature of these UAVs doesn’t prevent them from flying their desired
path. With the control over the attitude and the thrust pointing in one direction, these
UAVs are capable of reaching any desired location over time. From this point of view, it
can be seen that attitude control plays a major role in maneuvering UAVs.

1.3 Attitude in Aerobatics

As discussed in 1.2, attitude can be controlled to achieve the desired accelerations. For a
given path, the acceleration to track the path can be determined. However, this means
that the attitude should allow for the accelerations to occur in the desired direction. This
makes the attitude an important aspect of controlling UAVs. Although it might seem
obvious that UAVs require to control their attitude for simple purposes such as hover-
ing for quadrotors, aerobatic maneuvers impose additional difficulties. This is due to the
non-linear effects within the aerodynamic model that are caused by extreme attitudes and
high angle of attacks. Within regular applications of quadrotors, it is common that the
pitch and roll only deviate slightly from their reference conditions. From this condition,
the system is usually linearized and regular PID controllers are applied.

Besides the difficulties concerning the non-linearity, in aerobatics, the use of unusual atti-
tudes can lead towards trajectories that might be solvable in a trivial manner if only the
position is used as an input. An example of this is the knife-edge, where the aircraft’s
trajectory is preferably a straight line. During this maneuver, the fixed-wing UAVs’ roll
angle (or hybrid UAVs’ yaw angle) will increase until its wings are perpendicular to the
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horizon. The trivial solution for this trajectory would be to fly straight ahead and pre-
vent the roll from happening in the first place, but that does not meet the aerobatics
requirement. One could try to alter the trajectory to mimic a knife-edge over straight
flight, or one could require the roll angle of the fixed-wing to be controlled separately.
For non-aerobatic maneuvers with fixed-wing, the attitude is usually controlled so that
the UAV maintains coordinated flight, and the side-slip is reduced. In comparison, co-
ordinated flight is more efficient, as no side-slip increases the aerodynamic performance.
Maneuvers such as the knife-edge, however, cannot be executed without side-slip and are
generally executed when efficiency is not the main priority. Therefore, it is required to
diverge from the coordinated flight attitudes to perform specific aerobatic maneuvers.

Another maneuver a UAV could do is a looping. Here the goal is to rotate the UAV
360 degrees along its pitch axis while traversing along a circular path. If the UAV has
a low velocity or the maneuver’s duration is too high, it could hover its way along the
path. In this case, the time aspect influences the UAVs performance. This is since the
acceleration required to traverse a path is dependent on the speed with which the UAV
traverses the desired path. Moreover, since the weight, lift, drag, and thrust cause the
UAV’s acceleration, the velocity impacts the UAV’s attitude along the path. Therefore,
it is required that the path contains additional information about the traversal time or
velocity. Because if the path is designed without this, there is no way to design the path
so that attitude will force the UAV to pitch 360 degrees. Different approaches to this are
discussed in section 2.1
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Chapter 2

Maneuvering Control Systems

Different control and trajectory planning methods that are able to perform maneuvers
autonomously already exist. Although most of these control methods are used on quad-
copters, helicopters, or fixed wings, these methods provide a good reference for the possible
control methods of hybrid UAVs. In a recent paper [28], several state-of-the-art methods
to model and control maneuvering flights for UAVs are compared. The approaches of
the various methods diverge significantly as some of the research papers use traditional
control methods including H-infinity or INDI, while other methods make use of neural
network control or iterative learning. The latter methods, artificial intelligence, and it-
erative learning are discussed in section 3. In this section, the more traditional control
methods are discussed together with the control architecture. In section 2.1, the control
architecture of several papers are discussed. After that, the control methods are discussed
in section 2.2. Finally, some implementations of these approaches are discussed in section
2.3. Note, for section 2.1 and section 2.3, only references were used of UAVs that were
performing aerobatic maneuvers. Papers discussing nonlinear controllers were excluded
from these sections and can be found in section 2.2.

2.1 Control Architecture

All types of UAVs used as a reference for this work suffer from under-actuated dynamics,
irrespective from their designs. The overall resemblance between the different control
architectures [24, 13, 4, 5] is shown in figure 2.1. Within this figure, the maneuvering
generator passes the reference position and time, xref and tref respectively. the position
controller passes the desired attitude qref to the attitude controller, which in turn sends
the desired thrust Tdes to the thrust controller. The desired thrust can be a single input
or multiple inputs depending on the UAV type. It has to be noted that this is resemblance
of all the control subsystems to get an idea of the workflow and not an actual represen-
tation of the subsystem. In reality, each of these subsystems has its feedback loops with
additional subsystems to control the UAV.
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Path/Trajectory Reference

Initially, a reference path or trajectory is created. This reference path or trajectory
provides information to the position controller on the reference position. The main dif-
ference between the reference path and trajectory is that the path only stores three-
dimensional constraints (position in three-dimensional space), while the trajectory stores
a four-dimensional reference (position in three dimensions combined with a time refer-
ence). This means that the trajectory has a time reference associated with each point
on the desired three-dimensional path. A generated trajectory has the benefit that the
three-dimensional path can be easily be expressed as a function of time.

Designs that use a trajectory instead of a path have additional benefits as the position
derivatives with respect to time can be calculated to find a reference velocity. This can also
be done for higher-order derivatives such as acceleration, jerk, and snap. This means that
the trajectory reference can provide more than just a reference position, i.e., it can also
return the reference accelerations over the entire trajectory. For this reason, trajectories
can provide more insight into the maneuvers of the UAV compared to reference paths.

Paths are sometimes used instead of trajectories for control architectures where the UAV’s
desired velocity is constant [13]. This velocity could also be used to obtain an estimated
time of completion. However, that information is separated from the path itself.

Alternatively to both references mentioned previously, vector field guidance is a method
that uses a vector field in three-dimensional space containing the desired velocities. This
method is significantly different as the UAV will look at the velocity vector corresponding
to its location. This vector field is designed around a path, and it is created to ensure
that the vector field will converge the UAV towards the desired path irrespective of its
location. Similar to the path following methods, this method has a reference velocity
and a path. The path itself does not hold any time information, and the UAV itself will
not use the path as a reference as this required information to follow the path is already
included in the reference velocity.

The overall difference between path following and trajectory tracking is that path-following
methods such as vector field guidance allow the UAV to follow the path more accurately.
On the other hand, trajectory tracking methods have the benefit that UAVs with time
delays will catch up because it is chasing a virtual target point that moves through space
based on the time parameter. This has both advantages and disadvantages as the drone
will try to catch up with the target point at the cost of possibly cutting off corners and,
thus, leaving the desired path. This can be incredibly disadvantageous as the time delay
is significantly high, and the path was carefully constructed around obstacles.

Position Controller

Within this section, the controllers in-between the trajectory, and the desired attitude
are discussed. From the papers listed [24, 13, 4, 5], the common controller is the position
controller. This controller usually translates the positional offset and the velocity offset
to a specific acceleration. The specific acceleration is then used to determine the desired
attitude. In [4, 5], the fixed-wing UAV has no acceleration controller and the position
controller passes the desired attitude directly to the attitude controller. This approach is
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based on the physical models discussed in [27]. For this to work, reference moments were
already computed in the maneuver generator.

Attitude Controller

The attitude controller is responsible for obtaining the desired attitude by using the
control surface deflections in [4, 5], while other methods make use of additional controllers
due to the fact the attitude is determined by the rotors. This will eventually lead to a
force distribution between the four propellers.

Thrust Controller

The thrust controller is responsible for obtaining the desired thrust for each propeller.
There are many similarities between the different approaches [24, 13, 4, 5], all of them
resulting in a single-input-single-output (SISO) system.

2.2 Control Methods for Nonlinear Systems

Apart from looking at the overall architecture, it is important to look at the controllers
that can be used for these purposes. As mentioned before, the UAV will encounter
nonlinear behavior at uncommon attitudes and high angles of attack. These nonlinearities
occur from aerodynamic properties, gyroscopic affects and trigonometric relationships
such as gravity. If these nonlinear behaviors of the system are neglected, this could
result in unpredictable stability and a decrease in overall performance [6]. Therefore, the
controller should be able to handle these nonlinearities. This is often done through a
model-based approach that is created to cancel the nonlinear effect with a feed-forward
component. The downside of model-based methods is that they require exact models
of the nonlinear behavior, which is nearly impossible and increase costs. Approaches
such as model reference adaptive control (MRAC) [29] and L1 adaptive control (L1-AV)
[9] have been developed to estimate the model parameters. This is done so that the
controller is less dependent on model behavior and can adapt to model uncertainties
and disturbances. However, these methods are dependent on the adaptation rate. With
low adaptation rates, the UAV might be unable to adapt to the new flight conditions.
However, with high adaptation rates, the UAV might incorporate disturbances in the
model. Therefore, adaptive control might impose disadvantages, especially in aerobatics
where the changes of flight conditions can be rapid. In this section, controllers that cope
with these nonlinearities are discussed.

Gain-Scheduling

Although all aircraft have nonlinearities in their dynamics model, linear control methods
have been used for the flight controller of UAVs. These methods often linearize the
nonlinear model around a flight condition within their operational flight envelope. The
most common flight control systems use PID controller techniques to maintain the desired
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outputs. The advantage of this is the known stability and robustness of the controller.
However, this only holds for small deviations around that trim point. To further extend
the operational range, gain-scheduling can be used. This method uses multiple trim points
and interpolates between them to obtain the gains of the controller. With these trimmed
operation points a linear control design method is used to derive a controller. One of the
downsides is the fact that the controller needs to be linearized around several trim points
depending on the range of operation, which requires accurate knowledge of the model.
The main disadvantage of this approach is the overall performance and robustness, which
can’t be guaranteed with this control method as the nonlinear model needs to be linearized
[12].

Nonlinear Dynamic Inversion

An alternative method, which does not require transition between multiple linearized op-
eration points is Nonlinear Dynamic Inversion (NDI). This is a frequently used technique
for multivariable control systems (MIMO) [25]. Through the feedback loops of the system,
NDI is capable of partially linearizing the dynamics of the closed-loop system [26].

The disadvantage of NDI is that to obtain explicit cancellation of the nonlinear behavior,
the method requires accurate knowledge of the nonlinear dynamics. As discussed at the
beginning of section 1, these accurate models are difficult to obtain as they require wind
tunnel tests, which are costly and need to be redone for every different UAV configuration.
Besides this, model errors and parametric uncertainties introduce additional errors that
prevent accurate estimation of the exact state of the model and make cancellation nearly
impossible. Due to this main drawback, several control techniques have been designed to
improve the robustness of NDI.

Incremental Nonlinear Dynamic Inversion (INDI) is a control technique based on NDI,
which is capable of preserving the advantages of NDI while reducing the dependency on
the dynamics model [25]. The dependency on the model is reduced since the INDI control
method is based on sensor data. However, knowledge is required on the control effective-
ness of the system’s control inputs, which tells how much change in force or moment is
the result of a change in control input. This is adjusted incrementally until the desired
acceleration is obtained [18]. Even-though the control effectiveness needs to be known, an
addition to INDI called adaptive INDI exists which estimates the control effectiveness of
the UAV online [20]. As discussed in [26], INDI enhances the system’s robustness toward
model uncertainties and has already been implemented on several aerospace systems.

In [3], INDI has been used to perform transitioning maneuvers with a hybrid UAV. In [21]
and [22], it is shown that this method outperforms traditional PID controllers based on
position error when gust perturbations are introduced. Furthermore, the update rate of
the position data shows that this approach should be capable of performing similar tasks
outside with a standard GPS module.

Backstepping

In [12], a back-stepping approach was used to cope with nonlinearities of their fixed-wing
UAV. According to [28], the convergence of back-stepping is better than traditional NDI.
However, no direct comparison between back-stepping and INDI was found.
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One of the advantages of back-stepping is that this method is able to achieve global
asymptotic stability. The approach makes use of a recursive structure in which the errors
of subsystems are reduced until the external control is stabilized and the recursive pro-
cedure is terminated. For this method to work, a Lyapunov function at each step has to
be selected. The selection of this Lyapunov candidate function is important as an appro-
priate candidate function can reduce the complexity of the controller design process [11].
The disadvantage of this method is the increase in complexity as the process is required
to repeat the differentiation of the virtual controls of all systems.

Similar to INDI discussed in section 2.2, sensor-based backstepping controllers have been
developed which rely on sensor data instead of knowledge of the nonlinear model. Addi-
tionally, approaches are discussed in [16] to approximate the unknown nonlinear function
with neural network identification models. With this method, the adaptive gains are
updated online based on the results of the identification.

Sliding Mode

The final control method discussed in this section is sliding mode control. In [23], this
method is discussed in order to autonomously dock an aircraft for mid-air refueling.

The sliding mode control is a form of discontinuous control known as variable structure
control (VSC). The approach of this method is to switch between two structures to control
the states towards the opposite region. Once the states have crossed the region it will
change its control structure and converge towards the first region. This will result in
an effective sliding of the states over a manifold representing the system’s operational
behavior. While the states are sliding on this manifold, the system high order system will
be reduced to a lower order system.

The advantages of this control method are that it responds fast to external perturbations
and has a low sensitivity towards model uncertainties. The main disadvantage of this
method is that can induce high-frequency oscillations in the system. This phenomenon
is called chattering and can lead to instability of the system and damage to the system
itself.

2.3 Implementations

Aggressive Trajectory Tracking

In [24], An accurate quadcopter control method for aggressive trajectory tracking is dis-
cussed that makes use of INDI and differential flatness. This method goes further as it
computes the acceleration, jerk and snap of the entire trajectory. In the paper it is shown
how, with differential flatness, the trajectory can be used to derive the desired attitude
rate and attitude acceleration. After that the linear and angular acceleration is tracked
with INDI. Given that jerk and snap are required in this process, it is required that the
trajectory itself is four times differentiable. This method allows for a yaw rate to be
selected independent of the trajectory itself as the drone is symmetrical.
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With this method, high accelerations and low tracking errors are achieved. The addi-
tional forces acting on the drone are compensated rapidly with the INDI implementation.
Several aspects of this research might be interesting for the application on hybrid UAVs.
Initially, it should be reflected if the model can be adjusted in order to account for the
different configuration of the hybrid UAV. Besides that, the application of a variable yaw
rate could be looked into. With a changing yaw rate and a controller, it is possible to
control the yaw itself. However, the dynamics of a hybrid UAV and a quadcopter can vary
at higher yaw rates as the aerodynamic surfaces will behave differently when subjected
to rotational rates. Due to the 4 times differentiable trajectory requirement, it is possible
to create a trajectory with sinusoidal functions. Furthermore, one might look into the
trajectory generation of higher order polynomial splines.

Relaxed Roll Constraint

Another application uses a three-dimensional path following algorithm with a relaxed
roll constraint. [13] This method uses the acceleration of a fixed wing UAV to follow a
trajectory. This makes sure that the UAV is always accelerating in the desired direction.
The trajectory following algorithm is designed in a way that the acceleration is always
perpendicular to the velocity vector. This is done in order to maintain a constant veloc-
ity, The roll angle of this UAV is separated from the control loop and can therefore be
controlled freely. Once the roll angle is adjusted, the UAV will try to obtain the desired
acceleration with the new attitude. An example of this is that the UAV will try to com-
pensate the weight of the UAV with lift of the rudder and thruster instead of its wings if
the roll angle is 90 degrees. This approach has shown its capability of performing several
maneuvers with a fixed wing UAV including knife-edge flight and the split-S maneuver.
This approach has not been tested on hybrid UAVs and seems promising towards these
types of maneuvers. The downside of this approach is that the trajectory following algo-
rithm is used to maintain constant airspeed. It is necessary to look into the implications
of changing the constant airspeed into a control parameter.

Agile Fixed-Wing UAVs

The approach discussed in [4] and [5] provides the capabilities of aerobatic maneuvers
by applying simple control techniques to a control system that is based upon a physical
model of the fixed-wing UAV. The physical model used to simulate the motion of the UAV
consist out of a six degrees of freedom dynamics model that uses rigid body dynamics
equations in combination with accurate techniques [27] to model aerodynamics, thruster
dynamics and propeller slipstream effects.

Within this aerodynamics model, the wing surfaces of the aircraft are divided in smaller
segments which are analysed. These wing surfaces can each produce their own lift, drag
and moment around its aerodynamic center. Due to the agile maneuvering of the UAV,
the aerodynamics can become complex. For this reason the aerodynamic model accounts
for the entire flight envelope, partial flow over the wing surfaces of the UAV, large control
surface deflections, and unsteady aerodynamic effects.

Similar to the aerodynamics, the thruster dynamics also have a great influence on the
accuracy of the overall model. This thruster model makes use of the rotational velocity
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of the propeller and the airflow in order to obtain the moments and forces delivered by
the thruster. The airflow has influence on the performance and therefore the model was
made in order to account for various situations including hover, axial flow, oblique flow,
and reverse flow. Besides this, the gyroscopic effects and the effects of the batteries and
brush-less motor on the thruster dynamics are included.

Finally, the aerodynamic model takes into consideration the effects of the propeller slip-
stream on the aerodynamics. This effect causes an increased flow over the aerodynamic
surfaces behind the propellers. This accounts for the axial velocity and the swirl velocity
caused by the thruster.

Due to the four control inputs and the six degrees of freedom to be controlled, this system
is under-actuated. Due to the physical properties of the fixed-wing, the control surfaces
are used to control the attitude and the attitude is used to control the position. This
cascaded control structure allows the tuning process to be simplified and modular (i.e.
the attitude, position and thrust controller can be tuned separately from each other in
that specific order).

With the control strategy discussed in this paper the fixed-wing was capable of per-
forming the aerobatic maneuvers including: knife-edge, rolling harrier, hover, aggressive
turnaround and transition between these maneuvers. The maneuvers were performed in
simulation [4] and in flight [5]. The aerodynamic model of this approach seems expandable
towards hybrid flight.



34 Maneuvering Control Systems

Figure 2.1: An simplified architecture of a maneuvering control system.



Chapter 3

Artificial Learning Systems

Vastly different from the methods mentioned in section 2 are the methods that are capable
of training themselves. These learning based approaches to perform maneuvers show
promising results and the applications of these methods are covering most fields of the
UAV branch, i.e. fixed-wings, VTOLs such as quadcopters [14, 10] and helicopters [1,
2]. It is not difficult to see that, with the increasing material on this topic and the
advancing hardware such as chips for complex computations, these methods will also
provide solutions for maneuvering hybrid UAVs. In [7], a hybrid UAV (quadshot, see
section 1.1) is trained with recurring neural networks in order to perform the transition
from hover to forward flight. One of the disadvantages of these methods is that the trained
networks will result in an effective ’black box’, i.e. even-though the controller works it
is difficult for a human to interpret the behavior of these complex controllers towards
specific perturbations. With conventional controllers, the effect of perturbations can be
investigated analytically.
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Chapter 4

Conclusion

With the approaches discussed in section 2, the control architecture of a maneuvering
UAV can be created. In general, the rotational rate of the UAV around its thrust vector
can be seen as an input for the control system. In forward flight, it can be seen that
with such a control system maneuvers such as knife-edge can be performed due to the
body-fixed z-axis being a control input. This means that the UAV isn’t able to perform
coordinated flight when perfoming these kind of maneuvers. The other two axes are
determined with the required attitude to obtain the desired acceleration at that point.
This is logical as full control over the attitudes could result in a crashing plane due to
the neglected positional errors. This means that to perform a looping, the UAV would
have to get its attitude through the other controllers, which are in turn dependent on
the position and its error with the reference position. Therefore, to perform both these
maneuvers, the trajectory algorithm should return at least a trajectory where a path is a
function of time, and a reference yaw when the UAV is not aiming for coordinated flight.

It seems that a decision can be made between simple control algorithms with a more de-
tailed model and more complex model-based controllers such as INDI which offer simpler
knowledge of the model. Controllers such as INDI offer the advantage of requiring less in-
formation about the model of the aircraft. This can lead to a reduction in time and cost as
an accurate model requires wind tunnel testing or computed fluid dynamics. Besides this,
an accurate model requires accurate sensors as well to estimate the state of the UAV. Since
small UAVs are required to have lightweight sensors on board, not all desired levels of
precision can be obtained. Furthermore, some sensors’ accuracy is dependent on the flight
envelope of the UAV. This combined makes options that require accurate models less ap-
pealing for hybrid UAVs and give the tendency to lean towards model-based approaches
that require less model information such as adaptive INDI and sensor-based backstep-
ping. Although direct implementations of back-stepping in aerobatic maneuvering have
not been found yet, it might be interesting to compare the possibilities of this method
with INDI. Similarly, Sliding mode control could be compared with INDI, although the
solutions to the high-frequency oscillations of this method should be considered first.

Finally, neural networks have proven to be useful in a variety of fields. A trade-off should
be made between the benefits that these approaches offer, such as the vastly proven
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autonomous capabilities to perform aerobatic maneuvers, and the apparent black-box
effect, which makes it difficult to predict how the system will behave to unknown inputs.
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Appendix A

Control Effectiveness Derivation
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Lift and drag contributions due to wing derived with respect to θv
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Lift and drag contributions due to wing derived with respect to ψv
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Appendix B

Quaternion Filter

The Quadshot makes use of a filtered orientation to estimate its control effectiveness. To
prevent singularities from occurring, the orientation is filtered in quaternion representa-
tion instead of Euler representation. The filter applied to this orientation is the same
second order Butterworth filter as the linear acceleration uses. However, quaternions are
vectors on a 4D unit sphere that represent orientations in a 3D world, therefore, applying
a linear low pass filter can result in a quaternion that exist inside the 4D unit sphere.
This quaternion can then be re-normalized, but this can lead to a non-uniform rotational
velocity. Therefore, an assessment is made of the validity of this approach by comparing
it to the same orientation filtered in Euler representation.

The maximum error from the Euler based approach is roughly 6 · 10−3 rad (≈ 0.4 deg)
as can be seen in Figure B.1. The advantage of the quaternion filter can be seen in
Figure B.2. Here the raw data changes from π to −π on the yaw axis. It can be seen
that the Euler filter smoothly transitions from π to −π, while in reality, the yaw angle
just switched to the other side. The quaternion filter, similar to the raw data, goes to the
point π and then immediately switches to −π. While it might seem as a singularity that
the quaternion filter also has a steep change at 36.7s, this is only due to its representation
in Euler angles.

Besides looking at the error between the quaternion and Euler filtered orientations, an
additional comparison is made between both filtered data-sets and the raw data itself.
This can be done since the cutoff frequency is high compared to the rates of the raw data
itself. Therefore, the data is not heavily influenced by the filter. Before comparing these
values, the delay between raw data and filtered data is compensated by shifting the raw
data. This delay is determined with the cross-correlation between raw and filtered data
and is equal for both the Euler and quaternion scenario. The results of this can be seen in
Table B.3. It can be seen that without singularities there is almost no difference between
the root mean squared (RMS) error of the Euler angles and the quaternions. It can even
be seen that the quaternion filter matches the raw data slightly better. These RMS errors
are present due to the small oscillations that were filtered out, but it can be seen that
this Butterworth filter does not significantly alter the raw data. There is a big difference
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Figure B.1: Filtered orientations compared to raw data near the point where the error be-
tween the Euler and quaternion filter is largest
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Figure B.2: Filtered orientations compared to raw data at a point of singularity
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1.0

Euler [rad] Quaternion [rad]

Roll 0.0007 0.0007

Pitch 0.0059 0.0057

Yaw 0.0019 0.0018

Table B.1: Without singularities

1.0

Euler [rad] Quaternion [rad]

Roll 0.0029 0.0021

Pitch 0.3402 0.0808

Yaw 0.6697 0.0988

Table B.2: With singularities

Table B.3: RMS error of filtered orientations compared to the raw data time shifted to
match the delay of the Butterworth filter

between the Euler and quaternion filtered data near the region where singularities occur.
The Euler filtered data has significant errors in the pitch and yaw axes, while the error
with quaternion filtered data still remains small. The increase in the quaternion RMS
in the pitch and yaw is caused partially due to the comparison in Euler angles. This
conversion caused singularity spikes in the quaternion filter as can be seen in Figure B.3.
These spikes are not present in quaternion representation as the points π and −π in yaw
near each other in quaternion representation.

From the data gathered throughout this section it is concluded that the filter is accurate
enough to implement it in the quadshot instead of using alternate and more accurate
methods for quaternion filtering.
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Figure B.3: RMS error of filtered orientations compared to raw data at points of singularity
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Appendix C

Additional Trajectory Results

C.1 Linearized Model

The only results gathered from the linearized model are the step responses of the controller
to a 1 meter input step. The position of the quadshot to this step input can be seen in
figure C.1.

C.2 JSBSim Model

Figure C.2 shows the position and acceleration of the controller responding to a 1 meter
step input. The results of this response compared to the linearized model are very similar,
however, it should be noted that the derivative gain in the linearized model is lower,
resulting in more overshoot.

The secondly, the controller is subjected to a circular trajectory. This was performed for 2
cases. One where the aerodynamics of the quadshot are neglected both in the simulation
model and in the control effectiveness and one where the aerodynamics are included in
the model and the control effectiveness. A top view of the trajectory for both the cases
can be seen in C.4 and C.6. The position of the quadshot during these tests can be seen
in C.3 and C.5.

The final trajectory tested in simulation is used to determine if the controller can track
accelerations at high roll angles. The position and acceleration of the quadshot during the
trajectory can be seen in figure C.8 and C.9 respectively. It can be seen that the quadshot
is able to track the trajectory with some overshoot on the z position. This can also be seen
in the acceleration as the filtered acceleration diverges from the commanded acceleration
twice. These moments coincide with the spikes that can be seen in the y acceleration.
The cause of this is due to an unrealistic acceleration defined in this trajectory. Near the
peak, the acceleration increases rapidly so that the controller is forced to roll, however, the
acceleration in the y axis is considerably smaller than the acceleration in the z axis. As
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Figure C.1: Response to a step input on the reference positions with Kp = 1 and Kd = 1.
(all t0059hree axes were performed individually)
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Figure C.2: Position and acceleration of the quadshot reacting on a 1m step response.
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Figure C.3: Position of the quadshot following a circular trajectory with a velocity of 0.45m/s
and no aerodynamics.
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Figure C.4: Top view of the quadshot following a circular trajectory with a velocity of
0.45m/s and no aerodynamics.
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Figure C.5: Position of the quadshot following a circular trajectory with a velocity of 0.45m/s
and aerodynamics.
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Figure C.6: Top view of the quadshot following a circular trajectory with a velocity of
0.45m/s and aerodynamics.
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Figure C.7: Position error of the quadshot following a circular trajectory with a velocity of
0.45m/s.
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Figure C.8: Position of the quadshot following a trajectory with a drop forcing it to roll
perform large roll angles.

the controller rolls, it forces its thrust vector along the y axis, were almost no acceleration
is demanded. This forces the controller to reduce its thrust, while continuing the roll.
After that the controller increases thrust again to meet the high acceleration requirement,
after which it has to flip again resulting in the same error twice. This can be prevented
by designing a trajectory with more achievable accelerations. The overall attitude of the
quadshot during this maneuver can be seen in figure C.11. The high roll angles can be
seen in figure C.10.
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Figure C.9: Acceleration of the quadshot following a trajectory with a drop forcing it to roll
perform large roll angles.

Figure C.10: Roll angle the quadshot following a trajectory with a drop forcing it towards
large roll angles.
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Figure C.11: Trajectory with high roll angles, quadshot scaled for visibility, simulated with
aerodynamic surfaces.
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