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1
INTRODUCTION

Nowadays proliferation of accessible data stream happens through various networks such as broadcasting,
web page, mobile phone, etc. There is a lot of useful information hidden in the fast and huge data to be fur-
ther learned and analyzed. The big size and continuously real-time updating character of data streams pose
challenges for studying and mining. The techniques with strong computing power and adaptive capability
are highly required for handling multiple tasks.

As one of the data mining goals, anomaly detection is a common goal shared by different domains. Anoma-
lies are generally defined as an error or as an unexpected event in reality. Based on the application domains,
an anomaly can be the cancer diagnostic of a patient, a fraud of credit card, and a fatal problem of a running
system. Though anomalies are defined differently per domain, the commonly recognized statistical assump-
tion is that in data space, an anomaly tends to emerge with a low probability. In addition to its distributional
property, features like duration, repetition, and severity are used as supplemental evidence. Anomalies can
also be contextual, which corresponds and to an unexpected event or abnormal behavior given a realistic sit-
uation. This research focuses on implementing data-driven techniques to detecting anomalies in the moni-
toring transport stream data generated by Digital Video Broadcasting system (DVB). Anomaly detection is of
great importance to the DVB system from both the provider and consumer perspective. From the providers’
perspective, anomaly detection not only guarantees the condition of the system, but also gives instinct opin-
ions during the data analysis process, such as the quantity of consumers, the efficiency of bandwidth, and so
on. From the users’ perspective, detecting anomalies in the transport stream protect the program quality and
users’ experience. In this research, the anomaly detection task starts from the providers’ scope.

DVB standards have been adopted in Europe as open standards for the digital broadcasting system for a
long period. For a variety of subsystems, e.g. Satellite, Cable, Terrestrial television, and Microwave. DVB stan-
dards define both physical and data link layer for these systems. Furthermore, DVB standards define how the
multiple program data is distributed and transported among the protocols in the format of MPEG Transport
Stream (MPEG-TS). Figure 1.1 illustrates the block diagram of the MPEG-2 and DVB layered structure [7].

MPEG-TS defines the standard container format for transmission and storage of data stream through the
DVB system 1. Packetized Elementary Stream (PES) contains video, audio, data, and teletex, which is part
of the MPEG-TS. Except for PES, both Service Information (SI) and Program Service Information (PSI) are
defined into table types and they are segmented into sections before being inserted into MPEG-TS according
to the DVB-MPEG standard. 2. In this research, MPEG-TS is the source of our input. Instead of starting from
user experience scope, it reveals the condition of the operating DVB system.

1.1. RESEARCH SUMMARY
This research targets the problem of detecting and even predicting anomalies in the DVB system. The inputs
are varied data sets collected from the TS, which is clearly explained in Chapter 3. The input data is not the
MPEG-TS but its monitored recording. In other words, the collected data is the monitoring of MPEG-TS,
which contains important features such as scrambling transactions, bit rate of media data in one packet, and

1http://www.afterdawn.com/glossary/term.cfm/mpeg2_transport_stream
2https://www.dvb.org/resources/public/standards/a38_dvb-si_specification.pdf

1
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2 1. INTRODUCTION

Figure 1.1: High level overview of the MPEG-2 and DVB layered structure. MPEG Transport stream is distributed and transported
among the protocols in the system structure. [1]

etc. It reflects the operation condition of the DVB system. Figure 1.2 is the example of input data. It clearly
records the features and important data of the TS.

Figure 1.2: An example of the original collected data. For time instance, the records of events and features occur are toggled.

In this research, the state-of-art data mining techniques e.g. grammar learning, principle component
analysis, and similarity-based techniques have been tested over different data sets. There are three kinds
of data generated from the collected data, which are discrete event sequences, univariate time series, and
nontraditional multivariate time series. The discrete event sequences and univariate time series are extracted
from the collected data. The nontraditional multivariate time series is the collected data itself. Figure 1.3
gives examples of these three kinds of data sets. The examples show the initial data sets before any further
preprocessing. All these data sets have taken multiple and organized preprocessing steps in order to adapt
the analysis requirement. The expected result is identifying anomalies correctly and giving warnings.

1.1.1. CHALLENGES
The research challenges root from both the nature of the collected data and the anomaly detection task itself.

• It is hard to define anomalies without expert knowledge in a complex system. From a statistical per-
spective, an anomaly appears with low probability. However, from the contextual view of understand-
ing data, the definition of the anomaly may be different from the assumption of the rarity. And the def-
inition of the anomaly may have changes when the system is under different conditions. Background
knowledge of DVB also influences the classification between anomaly types and the setting of accuracy
measurement.

• The test data set has imbalanced data because anomaly occurrences are relatively rare. There is the sta-
tistical assumption that an anomaly in the data space always indicates the lowest probability in a data
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(a) example of discrete event sequence

(b) example of univariate time series

(c) example of collected data/nontraditional multivariate time series

Figure 1.3: example of three kinds of input data

distribution. However, for a classifier-based technique, the class imbalance will influence the degree of
accuracy. For a high accuracy of finding anomalies, false positives (identifying normal behavior as ab-
normal behavior) are acceptable to a certain extent. In contrast, treating anomalies as normal behavior
sometimes can be extremely costly, for example, in medical diagnosis.

• The monitoring data has a large amount of dimensions, which poses a burden for representation, trans-
formation, and further detection.

• The data set contains mixed variable types, i.e., numeric and categorical. Furthermore, they have di-
verse ranges. It is of great importance to assemble features in a uniform fashion, which is more efficient
to adapt different techniques.

• The precision level of the monitoring data is microseconds, but the monitoring data is logged when the
desired information pops up in the TS. In other words, the attributes of the monitoring data are highly
asynchronous.

1.1.2. RESEARCH OBJECTIVES
We aim to answer the following research questions:

• The data tested in this research is not a traditional time series. It contains varied feature types and the
sampling time among features is not equal. How to overcome obstacles rooted from its characters?
Apparently, a preprocessing step with multiple methods and appropriate order is required. The steps
have to be processed in the way which does no harm to the data. In order to deal with this, an initial ob-
servation of the raw data should focus on reasonable transformation components. Small steps during
the transformation should be considered without causing more bias or raising conflicts in the original
data space.

• Without prior knowledge of the system, how to deal with such huge amounts and high-dimensional
data sets? How to overcome the challenge raised by asynchronized attributes?
When facing up with such complex system and without efficient expert knowledge, an initial study of
the data set should be completed, such as discovering the relationship and difference among attributes.
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Data-driven dimension reduction techniques and expert knowledge are both helpful to shed light on
feature engineering.

• With prior knowledge of the system, how to combine this information to build a model with more ex-
planatory power for starters? How to make advantage of this information adequately for classifying
anomaly types?
With the help of expert knowledge for the system, a much lower dimension of data can be extracted.
Machine learning techniques that result in white-box models will help to analyze the underlying mech-
anisms of the system.

1.1.3. RESEARCH CONTRIBUTIONS
This thesis is an attempt to find an appropriate solution to analyze and detect anomalies in Digital Video
Broadcasting systems from monitoring data of the transport stream. The contributions are as follows,

• In this research, a real-time time automaton used has been appropriately implemented for detecting
anomalies in discrete event sequences, which can also be further implemented for predicting. It has
strong interpretable capabilities for event transitions with time constraints. The advantage is that it
considers both the syntactic and timed information for the discrete event sequences.

• To address the challenges of un-synchronization and mixed feature types in the data set, the data has
been reasonably transformed to high dimensional multivariate time series. Not only overcomes the
challenges from the data characters, but also provides the possibility for testing varied state-of-art de-
tection techniques. It is beneficial for starters who want to know this system, which can also be ref-
erenced for other researchers when facing up with high dimension data from an unfamiliar system.
Besides, this research provides feasible detection techniques and make a comparison with considera-
tion of varied targeted test data type.

• For Digital Video Broadcasting system, we provide suggestions and solutions to deploy white-box and
black-box models for timed strings and multivariate time series data respectively. It could be further-
more developed and manipulated with varied initial settings of the system. This is also beneficial for
experts in this field to dig more useful information with strong background knowledge.

1.2. OUTLINE
The thesis is organized as follows. Chapter 2 is the background and related work. Chapter 3 deploys the data
collection process and the characters of varied data sets. Chapter 4 explains different detection algorithms
applied in this thesis. Chapter 5 explains the experiment process and discusses the experimental results.
Chapter 6 proposes conclusion remarks and points out the future work.



2
BACKGROUND AND RELATED WORK

2.1. ANOMALY DEFINITION
Anomaly detection refers to finding unexpected or inconsistent patterns in the data, which typically indicates
that unusual events happen. Anomalies can also be considered as outliers, surprises, exceptions, noises and
novelties according to different application domains[2]. Anomaly detection is a typical data mining task that
aims at detecting an event or judging the condition, such as cyber intrusion, credit card fraud, monitoring
system health, medical diagnostics and etc.

Anomalies can be separated into three groups [2], which consider both its character and practical mean-
ing.

• Point Anomalies
If an individual data instance can be considered as anomalous with respect to the rest of the data, then
it is termed as a point anomaly. This uses statistical detection techniques. This kind of anomaly is the
simplest type and could be detected by visualizing the entire data space.

• Contextual Anomalies
Contextual anomalies refer to a conditional anomaly, [8], defining from the context environment of a
dataset. The data consists of contextual and behavioural attributes. Contextual anomalies have been
most commonly found in time series data. Take the classical example of one-year monthly temperature
in location A. The contextual attribute is the month, which decides the data position in the sequence,
and the behavioural attribute is the temperature value. Supposed the lowest temperature occurs twice,
the one happened in the months of winter is normal, but the one happens in summer months would
be anomalous. And also, for another location B, the definition of contextual anomalies will probably be
different. Figure 2.1 is an example of contextual anomaly. Same temperature occur at both time t1 and
t2, however, t2 is an anomaly while t1 does not.

Figure 2.1: Contextual anomaly t2 in a temperature time-series.
Time t1 has the same temperature, but in different context and hence is not considered as anomaly. [2]
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• Collective Anomalies
Each individual data point itself is normal when compared to the entire dataset, but the collection of
them or consistency of appearance is an anomalous situation. The data instances, in this case, should
be related with each other. Collective anomalies are studied in several fields, like sequence data[9],
graph data[10], and spatial data [11].

Though point anomalies and collective anomalies occur in different dataset environments. There exists a
transition between these and contextual anomaly. With respect to a contextual environment, point anoma-
lies and collective anomalies can also become a contextual anomalies. The anomaly type also influences the
choice of detection technique. Figure 2.2 is an example of collective anomaly, which shows a human electro-
cardiogram output. The red region denotes an anomaly because the same low value exists for an abnormally
long time. The low value itself is not an anomaly.

Figure 2.2: Collective anomaly corresponding to an Atrial Premature Contraction in an human electrocardiogram output. [3]

2.2. ANOMALY DETECTION TECHNIQUES
To detect anomalies, the first challenge is to define the anomaly and the second is to apply reasonable tech-
niques. With varied anomaly definitions and types among application domains, corresponding techniques
for anomaly detection are also varied. Different detection techniques hold different assumptions with anomaly
construction and intrinsically applied restrictions. For statistical techniques, the low probability of distribu-
tion could be the anomaly definition, but for classification-based technique, the distribution density may not
be persuasive as anomaly definition. For supervised learning techniques, the availability of labeled training
data is also an influential factor.

Based on the survey of anomaly detection [2], anomaly detection techniques can be categorized into the
following groups.

• Statistical techniques
The assumption of statistical techniques is to indicate anomalies as outliers in a data distribution. In
other words, the anomalies(minority) should appear in a low probability while the normality(majority)
occurs with a high probability from the particular model. There is an essential prerequisite of these
techniques that a statistical model or function can fit a conceptual reference paradigm, such as Gaus-
sian distribution, Poisson distribution, and linear regression. The majority of these techniques are tar-
geting at single dimension or univariate data[12]. Statistical techniques can be further classified into
two groups considering whether it is parametric. For non-parametric techniques, the model struc-
ture is obtained from given data, such as based on its probability density. One classical example is the
Grubbs’ test for detecting anomalies in the univariate dataset, which is based on the assumption of
Gaussian distribution. The Grubbs’ test can typically standard for the statistics-based anomaly detec-
tion method with the requirement of normal distribution [13]. Figure 2.3 is an example from Tietjen
and Moore, which applied Grubbs’ test for detecting the outlier. The normal assumption in this case
is reasonable with the exception of the maximum value, while the maximum value turns out to be an
outlier though Grubbs’ test.

Statistical techniques have assumptions for detecting anomalies in a dataset. The first limitation is
that a prior knowledge or reasonable guess about the data distribution is required, which is not always
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Figure 2.3: The plots of 8 mass spectrometer measurements on a uranium isotope.
The maximum value is an outlier in this case. [4]

available in practice. Secondly, a huge amount of data is required for parameter inference. Besides,
anomalous data characters sometimes cannot be completely explained by statistical features, such as
dynamic behaviours with timely features cannot be captured by the model.

• Classification-Based techniques
Classification is to identify to which category a new instance belongs, based on a known classifier or
rule obtained from training data instance. Based on the quantity of classes, different classification
techniques can be implemented, and some of them can cover both one-class and multi-class situa-
tion with setting adjustment. Common supervised learning techniques are involved, such as Neural
Networks, Support Vector Machines. In [14], one-class Support Vector Machines is applied for finding
targeted outliers in the hand written digits. Figure 2.4 is a visualized example of detecting anomalies
though classification. The quantity of the normal classes is decided by the labels. Once an instance
is not classified as normal by any of the classifiers, it should be considered anomalous. The training

Figure 2.4: Example of applying classification for anomaly detection.
The left one is multi-class, and the other one is one-class. [2]

data instances should be adequate and accurate for obtaining good classifying capability. When de-
tecting anomalies, classification-based techniques can even distinguish anomaly types when facing
multi-class cases, but they highly depend on the availability of accurate labels. Also, the inadequate
labels of anomalies will probably influence the test accuracy.

• Nearest Neighbour-Based techniques
The nearest neighbour-based techniques roots from the density in data space, anomalies are far from
their closest neighbours while normal instances occur in dense neighbours. The distance, which is the
similarity between two data instances can be computed in different methods. Euclidean distance is
one of the most common distance computing methods, which is also implemented in this research.
The amount of nearest neighbour and the parameters of pair distances for one data instance may give
different hints about density distribution. Some researches defines the anomalous score of an instance
based on the distance to its k th nearest neighbours. The setting of k and the manipulation of distance
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is varied among applications. For example, Zhang and Wang compute the anomaly score of a data
instance as the sum of its distance from its k nearest neighbours [15]. Some researches define the
anomalies based on the density of nearest neighbours. The data lies in a low density neighbourhood is
more anomalous than the one lying in a dense density neighbourhood. But if the data set has regions
of varying densities, density-based techniques will perform poorly. Figure 2.5 is a good example of this
case. Both p1 and p2 are anomalies, but p1 may be detected and p2 will not be distinguished from C2.
For every instance in C1, its nearest neighbour distance is apparently larger than the nearest neighbour
distance between p2 and instances in C2. Some algorithms such as Local Outlier Factor proposed by
Breunig et al.[16] are capable of capture both anomalies with the help of additional parameters. The

Figure 2.5: Local density-based techniques have advantages over global-density based techniques. [2]

significant advantage of nearest-neighbour-based techniques is that these are naturally unsupervised
and totally data driven, which have no assumption or requirement of the data structure. Except for the
distance measure, these techniques need adequate close neighbours for normal cases. If the anomalies
form a dense space in the dataset, these techniques may fail to identify anomalies.

• Clustering-based techniques
Clustering is to group objects so that the ones within the same group/cluster will be more similar with
each other than with the ones from other clusters [17]. The basic concept of clustering satisfies the
requirement of similarity measurement issue. The assumption of an anomaly in such techniques is
easy to be proposed. Either the anomalies do not belong to any known clusters or the anomaly is far
away from its closest cluster centroid but normal instances lie close to their closest cluster centroids
respectively. In case the anomalies form clusters by themselves, the third assumption is that anomalies
either belong to small or sparse clusters while normal instances are not. In [18], the normal cases are
distinguished from anomalies in the training data. Then use frequent item-set mining and clustering-
based technique detecting anomalies. In this research, K-means clustering has been implemented for
testing the anomalous instances.

Clustering-techniques solves the similarity measurement issue itself, but its efficiency is highly depen-
dent on capturing the structure of normal instances. And also every instance is forced to be assigned to
some cluster, which may enlarge the cluster and anomalies may be treated as normal cases.

• Spectral techniques
Spectral techniques look for an approximation of the data using a combination of attributes which cap-
ture the main variability in the original data. In other words, data can be embedded into a lower dimen-
sional subspace where normal instances and anomalies are significantly different. Spectral techniques
can handle high dimension datasets because it reduces dimensionality automatically. Principal Com-
ponent Analysis(PCA) is quite a common tool for projecting data into a lower dimensional space[19]. In
this research, PCA has also been used for testing anomalies in the multivariate time series. [20] applied
PCA to detect anomalies in astronomy catalogs. Dutta et al. used uniform sampling for developing
a distributed PCA algorithm, whose performance was compared with a random projection based ap-
proach. Their algorithm could effectively explore more outliers, which was the common expectation in
astronomy. However, the communication cost needed to be reduced.

In general, the advantage of spectral techniques is that it handles the high dimension problem and can
be viewed as an unsupervised setting, which has no high requirement for prior knowledge about the
data. However, it is only useful when normal and anomalous instances can be easily separated in the
lower dimensional subspace of the original data.
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There are other rules to separate anomaly detection techniques, for instance, the principle of machine
learning categories can be applied, which is based on the availability of training data labels. And the cate-
gories of anomaly detection techniques are also different when focusing on narrowly applied field. No matter
how the categories differentiate, the core is to understand the unusual behavior, and then find appropriate
techniques with accuracy and consistency.

2.3. CURRENT RESEARCH
The majority research related to DVB system monitoring is mainly focusing on the users’ experience and
efficiency improvement. Predicting the packet loss based on MPEG-2 is a hot research area too. And the re-
search scope is so wide because different related application domains keep varied datasets and goals. The
difference of researches starts from the data collection and preprocessing process. In [1], Francesco and his
colleagues especially focus on DVB card-sharing traffic monitoring over the internet. DVB card-sharing is an
illegal activity, which means that multiple people can access to the Pay-TV though only one of them has the
authority. This is a critical issue related to the security problem. They would like to detect such unlawful
behaviors without causing harm to the payload at the same time. Their research addresses the potentials
of wavelet analysis, especially for characterizing the observations. They observe the MPEG-2 signal traffic
flow on multiple scales of time and frequency, similarly with the data collected in this research, and abstract
wavelet-related properties. Based on wavelet-related features, they implement a Support Vector Machines
(SVMs) as a binary classification for detecting anomalies. They provide SVMs in order to deal with dynamic
complex model. Their ideas demonstrate the possibility of a pure operational use of machine learning tech-
niques together with concepts derived from the dynamics of complex systems. They combine these two in
order to develop dynamic deterministic models given qualitative and quantitative observations. Their ap-
proach avoids relying on the packet contents and does no harm to the payload. With the help of wavelet
analysis and then binary classification, they provide support for defeating unlawful activities online. In [21],
Aninda, Alexender, and Amir apply Recurrent Neural Networks (RNN) to predict MPEG-coded Video Source
Traffic, targeting at improving dynamic bandwidth allocation and multimedia quality-of-service (QoS) con-
trol strategies over the network. In the network area, how to efficiently and fairly utilize the bandwidth is a
hot and critical research topic. Their predication of multimedia traffic is based on the frame definitions from
MPEG encoded standards. Their training process use the visual object plane (VOP) as the target, which is the
objects in MPEG-4 image. The training is on MPEG-4 traces, while the performance test is applied on Yoo’s
MPEG-1 traces. They use a feedforward multilayer perceptron and a recurrent multilayer perceptron neural
networks respectively to construct two kinds of neuro predictors. One neuro predictor is for use in single-step
(SS), and the other one is for multistep (MS) prediction horizons. Based on their test results, these two devel-
oped predictors are generic to some extent, and they can be used to predict the video source traffic for a wide
range of MPEG-coded video streams without any tuning. From [22], Martin et al. present a new two-level
Markov model for TS packet loss over UDP/IP and this model can also model the performance of forward er-
ror correction on improved application design. They propose this model to model the packet delivery process
accurately so that further analytic and simulation studies can be brought out. The model uses both packet
loss and delay information to better understand the state of the network. The delay information is for clas-
sifying the packet loss reason. Their model involves the consideration of the network congestion situation
and performs very well compared with past models. From [23] A SVMs classifier is applied for classifying
the visibility of TS packet losses, specially in the SDTV and HDTV MPEG-2 compressed video streams. They
separated the frames into reference frames and non-reference frames. And the kinds of frame loss are entire
and partial frame loss. The test indicates not only the classification result, but also provides some insights.
For example, TS packet losses are more visible for HD than for SD according to the test result.

Currently, there is small amount research related to detecting anomalies of the DVB system, particularly
from the provider scope. This research is starting from the provider scope instead of users’ respective. This
research has varied anomalies related to the dataset collected, rather than a specific problem to be detected in
the system. In this research, spectral-based, clustering-based, and nearest neighbour based techniques have
been tested for the multivariate time series. Except for the categories in the earlier section, for univariate
time series and discrete event sequence, grammatical inference, as a specified ruled based technique, is also
implemented to detect anomalies.





3
DATA PREPROCESSING

3.1. DATA COLLECTION
MPEG-TS consists of a sequence of packets, which are the basic units containing data and information. Note
that not all packets in MPEG-TS contain informatical contents. Some null packets are inserted with random
bytes by a multiplexer to keep packet size 188 bytes constantly. For most useful packets, their structure is
shown as Figure 3.1 1.

Figure 3.1: The structure of none empty MPEG-TS packet, which consists of head and body components. Video, audio and meta-data
are segmented into frames, which are inserted into this packet.

Packets with fixed length of 188 bytes include 4 bytes header and 184 bytes payload. The components
in the packet header are important with a different indication. The Packet Identifier (PID) of 13 bytes is the
identifier of this TS packet. The function of PID is to distinguish packets and linked with PSI/SI tables. And it
is the key to mapping MPEG-TS packets with program tables. More details of DVB and MPEG-TS standards
are not included in the aims of this paper. Readers who interested in more formal definitions are referred to
the standardization reports available on the DVB project web site. 2

In this research, the data is collected by a Data Collector, which is an application for the logging all Con-
ditional Access System related data of any Transport Stream. And the collected data is presented in JSON
format. Every 10 minutes a new file is being used, and every day the collection of files is being sanitized. This
initial data mainly contains two kinds of logging along time: one is the static recording of events, such as PID,
Table-ID, which has been used for identification and link to certain components inside the TS packet. The
other one is the dynamic monitoring attributes or characters of the happening event, such as the appearance
of the program information table and the bit rate of the transport stream. These monitoring observations are
also the references as measurements for DVB system condition. Each measurement keeps its individual char-
acters with a different number of attributes. Not all the values inside the time series monitoring stream are
continuously over time. Both the observations of happening events and their corresponding attributes have
been used for anomaly identification and further analysis. The precision scale is the microsecond. Table 3.1
gives a brief description of properties of these observations.

1http://mhpkdbwiki.s3.unidue.de/mhpkdbwiki/index.php/Transport_Stream
2https://www.dvb.org/standards
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Name Type Properties
Timestamp Index Mark time

PID(Packet Identifier) Static Identification of packet
CAsys ID (Conditional Access System ID) Static Identification of conditional system

Table ID Static Identification of program information ta-
ble/sections

CAT(Conditional Access Table) Event Table ID:1, appears every 2 seconds, contains in-
formation on the CA Systems present in the cur-
rent transponder

PAT (Program Association Table) Event Table ID:0, PID:0, Length:21, contains informa-
tion on the services available in the current
transponders

PMT (Program Map Table) Event Table ID:2, contains information on the service
SDT(Service Description Table) Event Table ID:42, appears every 2 seconds, provide

additional Service Information (name and num-
ber) in the PMT fields

TDT (Time Delivery Table) Event Table ID:70, appears every 30 seconds
TOT (Time Offset Table) Event Table ID:73, appears every 30 seconds

ECM(Entitlement Control Message) Event Encrypted control word
EMM(Entitlement Management Message) Event Decryption authority of control word

SCR(Scrambling Transition) Event Scrambling process
Length Statistics Section features, limited to 12 bits in hexadeci-

mal
Address Value Statistics Section features, EMM address values

Address Length Statistics For different CA systems different lengths can be
found

Bitrate Statistics PEG-TS packet/section features

Table 3.1: description of data components

The values of these monitoring measurements contribute to an untraditional multivariate time series.
These measurements have different types, some are categorical and some are numeric. Besides, these mea-
surements are toggled when occur, which means their sampling times are not the same. With the known
background knowledge, three types of data set applied in this research are given in the later sections.

3.2. DISCRETE EVENT SEQUENCE

The discrete event sequence in this research is abstracted from the initial data set, with the combination of
two related measurements. It is based on the targeted meta-data from single TS packets. The categorical
attributes/events related to the targeted meta-data form a discrete event sequence, there is a certain behav-
ioral loop inside the sequence. Figure 3.2 is part of discrete event sequence. The cycling loop is fixed with four
symbols. The precision level of time is the microsecond, but the toggling does not keep stable time interval
though the time interval for typical events’ transition is certain. The four alphabets are "A","B","0","1", which
are two pairs. The event "0" and "1" represent encryption mode, following the event "A" and "B" respec-
tively. The frequency between ECM can be 10 seconds, 20 seconds and 30 seconds. The frequency between
event "0" and "1" is around 30 seconds in this data set. The event "A" and "B" stand for encryption informa-
tion/order, meaning ECMs in the system. In real life, the access to digital video data stream is provided only
to those with valid decryption smart-cards. A combination of scrambling and encryption is helpful to achieve
this goal. The data stream is scrambled with a 48-bit secret key, called the control word. Encryption is used to
protect the control word during transmission to the receiver: the control word is encrypted as an entitlement
control message (ECM). The control word must be informed slightly in advance so that no viewing interrup-
tion occurs. This is also reflected in the time difference in the data set. Just after receiving ECMs (event "A"
and "B"), corresponding encryption mode happens (event "0" and "1"). The amount of paired events is fixed
in one loop, if the amount of event "A" is n, then so is event "B". But the total amount of one event loop is not
fixed. Thus, the amount of events in the loop is not appropriate to detect whether the next event or the next
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loop is missing, regardless of the time interval.

Figure 3.2: A Brief Example of Discrete Event Sequence

For this data set, there are two kinds of anomalies. The first one is shared, which is missing data. The other
one is timing error, such as time delay. Figure 3.3 gives example of the two anomalies. Figure 3.3a shows
where event "A" is missing. It should exist between event "0" and event "1". Figure 3.3b explains the time
delay situation. The red line stands for the abnormal trend and the blue line stands for the normal situation
respectively. The y-axis is the value of time difference of one event transition, which is increased to 106 larger
for visualization. It is shown in the figure that the anomaly has a significant delay of 30 seconds. Based on the

(a) Example of event lost anomaly. Based on the
certain events’ loop, it is obvious that event "A"

is missing, which should exist between event
"0" and event "1".

(b) Example of Time Delay happened in the
discrete event sequence. The y-axis stands for
time difference of one certain event transition.
The blue line is normal while the the red line is

abnormal situation. As the blue line
demonstrated, this certain event transition

mostly happens around 0 second. It is obvious
that the abnormal case has a serious delay. The
big difference of these two values are circled in

green.

Figure 3.3: example of two anomalies

discrete event sequences, two kinds of grammatical inference techniques have been applied, one is based on
N-grams, the other one is RTI+ algorithm[24], which provides learnt models with strong explanatory power.

3.3. TIME SERIES DATA
A time series T = (t1,t2,...tn) is a an ordered sequence of time units ti , with i from 1 to n, with same sam-
pling interval between consecutive observations. A set of variables or measurement v = (o1,o2,...on) are the
corresponding collection of observations or underlying process, which can be numeric or categorical. Each
measurement oi has attributes u1,u2,...uk , which can be represented in vectors. Time series data can be sep-
arated into univariate time series and multivariate time series based on the amount of dimensions. If the
amount of variable is single, i.e. k = 1, then the time series is considered as univariate time series. A multi-
variate time series data stream is a time sequence of data elements with multiple attributes, i.e. k > 1 [25].

In this thesis, we discuss both univariate and multivariate time series as per distinct scenarios. The mul-
tivariate time series is also the original data set obtained from the data collector. It does not fit the time series
definition perfectly, which adds challenge to anomaly detection task.
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3.3.1. UNIVARIATE TIME SERIES
The univariate time series in this research is extracted from one numeric attribute of unique TS packet, which
is its packet bandwidth. The toggling time is around per second, and the error is within the microsecond(10−6)
range. The toggling time can be treated as sampling time directly. This univariate time series fits the tradi-
tional univariate time series definition. It keeps equal sampling time and has numeric value changing along
with time sample. The given univariate time series is already labeled as normal and abnormal. From the-
oretical scope, point, contextual, and collective anomalies could all appear, while in our research, there are
two kinds of abnormal cases. One anomaly is the numeric value crossing the limitation range, the other one
is missing data. Figure 3.4 is the plot of this univariate time series which contains anomaly of information
missing. For around 430 minutes there is no toggling of value, which is a serious error.

Figure 3.4: Example of Data Lost in Univariate Time Series. The y-axis stands for the bit rate of one TS packet, and the x-axis is time
scale. where a long period of empty value reflects the severity of this problem. The anomaly is marked by the green circle.

3.3.2. MULTIVARIATE TIME SERIES
In general, multivariate time series data has the following characters: the first one is the high dimension. Time
series stream has other features varied among domains and these characters are mainly generated from the
patterns of time series sequences. From the financial domain, the seasonal character is of great importance
for patterns mining and forecasting. From the environmental domain, climate records like wind speed are
noisy due to turbulence nature [26][27]. In [28], the periodical and synchronous features have been addressed
and associated with each other as the classification principle for multivariate time series. The periodical
character indicates the repetition of patterns in time sequences and the synchronous character indicates the
aligned pattern among variables in time series. Not all the multiple variables are synchronized and they may
have different initial time point. The correlated relationship among variables inside one multivariate time
series stream is also a typical character. The unique value of multiple variables is independent with each
other such as the data generated from a sensor, which means they may not have the similar pattern or trend,
though they may have dependence among each other.

The multivariate time series data in this work is collected from continuously monitored containing all
concerned attributes in Table Table 3.1. It has the following specified characteristics

• High dimension and large size of data.

• Data has both numeric and categorical features.

• Numeric features keep value range with huge difference.

• Data is not synchronized, i.e. each dimension of data has its own sampling interval.

The first character is relatively common, but the other characters make the initial data set not a classical
multivariate time series. The characters of original multivariate time series add the analysis and computing
burden. Figure 3.5 is an interval example of the initial data set, with numeric value stands for meaningful
categorical features. It is obvious that the values of varied attributes lying sparsely and a large amount of dis-
continuous value exist. A preprocessing step which could transform the data for further analysis is required.
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Figure 3.5: an interval example of multivariate time series before preprocessing, each vertical line stands for the data obtained at that
time instance, the dots stands for the value of numeric attributes and categorical meaning at each time instance

Without reducing the dimensions, we firstly transform the rest characters to make the original data set as a
multivariate time series.

The preprocessing step is completed as following:

• The initial step for transforming the data, the minimum sampling interval is picked up to overcome the
unequal sampling frequency problem. Minimum sampling interval makes sure that all the observa-
tions have been captured, though empty values appear for some features with larger sampling interval
before. The precision level is microsecond in the initial data set. The minimum sampling interval de-
cided is per second, make all the numeric features continuous over time.

• For the empty cells inside categorical features, meaningful numeric value standing for empty has been
inserted to make these features become continuous. A linearly normalized process has been imple-
mented for numeric dimensions because the numeric values lie in ranges with huge gap. It scales val-
ues to lie between zero and one inside one dimension so that all the numeric data distributes without
a huge gap in magnitudes. Figure 3.6 is an example of the numeric attributes, whose values are fluctu-
ating in the different value range. Because the TS packet contains different variables to be monitored,
their bitrate varied a lot, such as Packet 4920 should contain lots image and sound data.

(a) PID 0 (b) PID 270 (c) PID 4920

Figure 3.6: The varied value ranges and patterns of numeric features among TS packets. There is huge gap among different numeric
features, which should be normalized.

• Besides, the categorical features have been transformed through implementing one-hot encoding, which
transforms each categorical with m possible values to m binary features. In digital circuits, one-hot
refers to a group of bits among which the legal combinations of values are only with a single high (1) bit
and all the others low (0)[29]. One-hot encoding is often used for indicating the state of a machine. In
Natural Language Processing, a one-hot vector is a 1×N matrix (vector) which has been implemented
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for distinguishing each word in a vocabulary from every other word in the vocabulary. The vector con-
sists of 0s in all cells but exists a single 1 in a cell used uniquely to identify the word. In data science
and machine learning, it is used to encode categorical integer features using a one-hot aka one-of-
K scheme with the assumption that the features are discrete (categorical). For example, a data set of
[’house’,’car’,’people’] can be transferred to a matrix as

0 0 1
0 1 0
1 0 0

through one-hot encoding. Or suppose the feature is ’color’, containing five values which are ’black’,’whi
te’,’blue’,’red’,’yellow’. One-hot encoding transforms these values into binary features, which can be rep-
resented by a 5×5 matrix and each vector in it has unique 1 activated. The length of each vector is the
amount of the classes in one feature. And also for further analysis, the matrix (each vector) obtained
by one-hot encoding should not be influenced by normalization of numeric attributes. The disadvan-
tage of implementing one-hot encoding in our research is that the quantity of dimensions at each time
unit has been increased, but it provides the appropriate way to adjust categorical features prepared for
detecting anomalies.

Respectively, Figure 3.7 is an interval example of original data set after transformation. The sampling
time in Figure 3.7 is every second, in total three minutes. The plot is the result after the preprocessing step
of transformation and linearly normalization. Each point within a reasonable horizontal range stands for
the values of the monitoring measurement attribute or the meaningful values of categorical measurement
attributes, contributing to the dimension of the data space.

Figure 3.7: an interval example of multivariate time series after preprocessing step, x-axis stands for continuous time, y-axis stands for
per time value. There are multiple dots, showing the value of each attribute/feature at this time instance.
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TECHNIQUES

Chapter 4 discusses the anomaly detection techniques involved in this research, which are N-gram, RTI+,
Grammarviz, Principal Component Analysis, k-means clustering, and k-Nearest Neighbour. According to
different data sets, varied techniques have been applied during the experiment process. In this chapter, the
background knowledge and building details of these techniques and models are explained. N-gram and RTI+
rooted from grammar inference are applied for discrete event sequence. Consisting of Symbolic Aggregate
Approximation and context-free grammar, Grammarviz is applied for detecting anomalies in univariate time
series. Principal Component Analysis, k-means clustering and k-Nearest Neighbour are applied for detecting
anomalies in multivariate time series.

4.1. GRAMMAR INFERENCE
Grammar inference, also know as grammar induction, is the process of automatically inferring a grammar
by examining the sentences of an unknown language, which used successfully in a variety of fields such as
pattern recognition, natural language processing, machine learning, etc. The grammar is alternatively as an
automaton or finite state machine obtained from a set of observations. To be described concisely, "grammat-
ical inference is the learning task to identify a correct grammar for the (unknown) target language, given a
finite number of examples of the languages" [30]. The grammar refers to a finite representation of possibly
an infinite set of observations, such as strings, trees or graphs. The language refers to the possibly infinite
set of instances. Most inference techniques begin with the given set of observations and makes a series gen-
eralizations from them, either completed by state-merging (in finite automata), or nonterminal merging (in
context-free grammars) [31]. A grammar does not describe the meaning of the strings or what can be done
with them in whatever context, but the form of strings. A grammar is defined as a set of production rules for
strings, which describe how to form strings from language’s alphabet that are valid according to the language’s
syntax1.

The Chomsky hierarchy is a containment hierarchy of classes which classifies grammar levels [32]. It is
described by Noam Chomsky in 1956 and Figure 4.1 is the set inclusions described by it.

Four levels are described in the Chomsky hierarchy:

• Type-0 grammars (unrestricted grammars)

As its name, unrestricted grammars has no restrictions on either left or right side of the grammar pro-
duction. It generate the languages which can be recognized by a Turing machine. And it is most general
in this level structure.

• Type-1 grammars (context-sensitive grammars)

Context-sensitive grammars have rules of the form αAβ→αγβ. In this form,A belongs to a set of non-
terminal symbols and α,β,γ strings of terminals and/or nonterminals. The string γ must be nonempty.
Context-sensitive grammars produce languages that can be recognized by a linear bounded automa-
ton.

1The syntax of a computer language is the set of rules that defines the combinations of symbols that are considered to be a correctly
structured document or fragment in that language.
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Figure 4.1: Chomsky hierarchy structure, which classifies grammar levels

• Type-2 grammars (context-free grammars)

Just as its name, the rules produced by context-free grammars can be applied regardless of context. Its
production rule is simple replacement. A nonterminal symbol is always on the left-side of production
rule. A subset of deterministic context-free language are the theoretical basis for the phrase structure
of most programming languages.

• Type-3 grammars (regular grammars)

Regular grammars can be separated to left and right regular grammar. For both these two grammars, a
single nonterminal symbol is on the left-side and the right-side consists of a single terminal symbol. For
right regular grammar, there can be a single nonterminal symbol following the single terminal symbol.
These two grammars generate the same languages, however, if left-regular rules and right-regular rules
are combined, the language need no longer be regular. The regular grammars produce languages that
can be decided by a finite state automaton.

Based on the Chomsky hierarchy, it is not hard to understand that automata are used as models for de-
scribing grammar rules and language behaviors. Except the structure classification of grammars, the learning
models, complexity and difficulty of grammar inference itself also raise attention.

In this research, based on two kinds of data sets, n-grams, the real-time automaton (a variant of DFA), and
context-free grammar have been applied for detecting anomalies. The following subsections discuss n-gram,
real-time automata and context-free grammar respectively.

4.1.1. N-GRAM
An n-gram is a contiguous sequence of n items from a sequence of text or speech whose model has been
applied for predicting next item in continuous sequence. The items are called "gram". An n-gram model is
similar with a (n −1) order Markov model, which is one kind of probabilistic language models. It has been
widely used for many fields such as DNA sequencing analysis in bio-informatics field. The sequential con-
sideration of n-gram model just fits the core idea of categorical attributes in time series, which covers both
the appearance of events but also the order. In another word, a simple n-gram model gives the probability of
next item based on some number of previous items, the probability distribution is obtained in the training
set. An n-gram distribution is computed by sliding a fixed size window though data stream and counting the
amount of occurrences of each "gram"[33].

In this research, the n-gram model has been applied to get the probability of transition among events
in the discrete event sequence. Table 4.1 is an example of how n-gram applied over DNA sequences. The
discrete event sequence has unequal sampling time in this research. In this case,if N-gram is applied directly
over the discrete event sequence, the time constraints will be ignored. We would like the N-gram could cover
time related issues. Therefore, the events in our data set should be adjusted to have equal sampling time. The
sampling time is set as every second, and the empty instances appeared are filled as earlier event. In real life,
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Sample Sequence Unigram Bigram Trigram
. . . AGCTTCGA. . . . . . ,A,G,C,T,T,C,G,A,. . . . . . ,AG,GC,CT,TT,TC,CG,GA,. . . . . . ,AGC,GCT,CTT,TTC,TCG,CGA,. . .

Table 4.1: example of DNA sequencing2

this step is also explainable. Each event could be viewed as an order. Once received the order, the system will
change its state and remain this state until receiving the next or new order. Though n-gram is less sensitivity
in context modification, however, it could find the inner relation among events and orderly patterns in our
case. And it is very simple and direct to tell whether there is an anomaly or not.

There is one disadvantage of n-gram is that it lacks long range of dependency. The next output is based on
the (n−1) tokens. Combined with the cycling event loop phenomenon in discrete event sequence, if an entire
loop is lost, it would be hard for n-gram to detect. The setting of n is also an influential factor. Two training
data sets within same time period have been compared, one is the normal data set, and the other one contains
timing error as an anomaly. The result is the probability distribution of the following item/event transition,
which has been compared between two data sets.

4.1.2. RTI+
Based on the classification of grammars, regular grammars can be represented by Deterministic Finite Au-
tomata, which are also common models for discrete event. However, the data obtained from real world is not
always only in the type of discrete event sequence. Such as our test data, which contain time values of event
transitions, and DFA has limited capability of handling this obstacle. As its variant, Timed Automata (TA) is
more helpful than DFA in this case. In this research, an algorithm called RTI+ has been implemented to model
the cycling behavior of discrete events with time constraints. RTI+ stands for Real-Time Identification from
Positive Data, which is capable of identifying sufficiently large Deterministic Real-Time Automata (DRTAs) in
order to identify the real-time systems [24].

Before the time constraints involved, the Deterministic Finite Automaton (DFA) is introduced here, as it is
a common model for handling discrete event sequence. And the main components of a red-blue framework,
aiming at state merging in DFAs [34], is also implemented in the later process. The DFA is formally defined as
following:

Definition 1(DFA) A deterministic finite state automaton (DFA) M is a 5-tuple 〈Q,Σ,δ, q0,F 〉, where Q is a
finite set of states, Σ is a finite set of input symbols called the alphabet, δ is a transition function (δ :
Q ×Σ→ Q) representing one state/symbol to the next, q0 is an initial or state belonging to Q, and F
stands for a set of accept states included in Q.

A DFA example is demonstrated in Figure 4.2 in the format of state diagram. States S0, S1, and S2 are denoted
by circles in the graph. When reading a symbol, a DFA moves deterministically from one state to another,
followed the arrow. A finite sequence of 0s and 1s are the input of this automaton. In practical world, events

Figure 4.2: An example of a DFA. The state S0 is the start state and a finite sequence of 0s and 1s is accepted.3

always happen with timing, so does the discrete event sequence in this research. But time constraints are
implicit in DFAs. A Deterministic Real-Time Automaton (DRTA), as a variant of DFA, has the capability of
handling time constraints, has been raised up. Except for the normal state transitions used in DFAs, time
transitions are managed too. A DRTA is also a 5-tuple similar with DFA, the only difference is that its transition
function δ is also a tuple. One event transition δ ∈ ∆ in DRTA is a tuple 〈q, q ′, a, [n,n′]〉, where q, q ′ ∈ Q are
the source and target states, a ∈ Σ is a symbol, and [n,n′] is a time guard. And for the same symbol, the
same source state and overlapping delay guards in one DRTA, there is only one transition, this is why it is
deterministic. Figure 4.3 [5] demonstrates an example of DRTA. A DRTA accepts and rejects timed strings
based on both the event symbols and time values. From Figure 4.3, it accepts (a, 4)(b, 3) (state sequence: left
→ bottom → top) and (a, 6)(a, 5)(a, 6) (left → top → left → top), but rejects (a, 6)(b, 2) (left → top → reject) and
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Figure 4.3: An example of a DRTA. The leftmost state is the start state, indicated by the sourceless arrow. The topmost state is an end
state, indicated by the double circle. Every state transition contains both a label and a delay guard.[5]

(a, 5)(a, 5)(a, 6) (left → bottom → top → left). The RTI algorithm represents real-time identification, is used
for identifying DRTAs [5]. It is based on the evidence-driven state-merging (EDSM) algorithm in a red-blue
framework, which is one efficient and good performing algorithms for identifying DFAs[35]. A state-merging
algorithm starts from constructing a tree automata from the input, and then merges the states of this tree.
For each sample in this tree, there is a path from the root node to its node. The node in which a positive or
negative example ends is marked positive (accepting) or negative (rejecting), respectively. The merge of two
states combines the states into one when all input transitions of both states point to this new node and this
new node covers the output transitions of both nodes. Such a merge processing is only allowed if the states
are consistent, i.e. when no positive node is merged with a negative nodes [24]. Except of simply merging
states, RTI is capable of handling the time values and delay guards through splitting process. First assume
that every delay guard contains all delay values, and then split them based on timed evidence. A split s(d,t)
of transition d with clock guard g = [t1, t2] at time t divides d into two new transitions d ′ and d", with delay
guards g ′ = [t1, t ] and g " = [t +1, t2] respectively.

The difference between RTI and RTI+ is that the setting of identifying DRTAs in RTI+ is based on positive
data rather than labeled data. In order to identify a DRTA from positive data S+, a probability distribution
for timed strings with a DRTA structure shall be modeled. Adapting RTI to identify such probabilistic DR-
TAs (PDRTAs), how to present the probability of observing a certain timed event (a, t ) given the current state
q of the PRDTA needs to be decided. For every state q in the PRDTA, two distributions are essential, one
for the possible symbols, and one for the possible time values Pr (T = t | q). These two distributions deter-
mine the probability of the next state Pr (X = q ′ | q). The distribution over events Pr (S = a | q) is based on
the standard generalization of the Bernoulli distribution. For example, given current state q , every sym-
bol a has some probability Pr (S = a | q), and the equation exists: Σa∈σPr (S = a | q) = 1. The distribution
over time Pr (T = t | q) is completed through model of histograms. Given a fixed number of bins H , every
bin [v, v ′] ∈ H is an interval in N . Inside the bins, distributions are modeled uniformly, for example, for all
[v, v ′] ∈ H and all t , t ′ ∈ [v, v ′],Pr (T = t | q) = Pr (T = t ′ | q). Naturally, it holds that all these probabilities
sum to one:ΣtNPr (T = t | q) = 1. Besides, the assumption here is that the bins are specified beforehand, for
example by a domain expert, or by performing data analysis. It is effective to use histograms for modeling the
time distribution[24].To make these two distributions independently is a common practice[36], and it avoids
increasing the size of the model by a polynomial factor. The definition of PDRTA is as following:

Definition 2(PDRTA) A probabilistic DRTA (PDRTA) A is a quadruple 〈A′, H ,S,T 〉, where A′ = 〈Q,Σ,∆, q0〉
is a DRTA without final states, H is a finite set of bins (time intervals)[v, v ′], v, v ′ ∈ N, known as the
histogram, S is a finite set of symbol probability distributions Sq = Pr (S = a | q) | a ∈Σ, q ∈Q,and T is a
finite set of time-bin probability distributions Tq = Pr (T ∈ h | q) | h ∈ H , q ∈Q.

The probability of an observation (a, t ) given that the current state q is defined as

Pr (O = (a, t ) | q) = Pr (S = a | q)×Pr (T = t | q)

and the probability of next state q given that the current state q is defined as

Pr (X = (q ′ | q) = ∑
〈q,q ′,a,[v,v ′]〉∈∆

∑
t∈[v,v ′]

Pr (O = (a, t ) | q)

Figure 4.4 shows an example a PDRTA A, which can be used as predictor of timed events. Let H = {[0,2]; [3,4];
[5,6]; [7,10]} be the histogram. In every bin the distribution over time values is uniform. For example, the
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Figure 4.4: A probabilistic DRTA. Every state is associated with a probability distribution over events and over time. The distribution
over time is modeled using histograms. The bin sizes of the histograms are predetermined but left out for clarity.[5]

probability of (a,3)(b,1)(a,9)(b,5) is Pr ((a,3)(b,1)(a,9)(b,5)) = 0.5× 0.2
2 ×0.5× 0.3

3 ×0.8× 0.25
4 ×0.5× 0.4

2 = 1.25×
10−5.

RTI+ has the same framework and operations as RTI, except the timed evidence. Apparently, in RTI, the
timed evidence is based on the amount of positive and negative instances which end in the same state. How-
ever, only positive examples are used in RTI+ regardless which states these examples ends in. RTI+ initials an
augmented prefix tree acceptor(APTA) without accepting and rejecting states, because it is generated from
positive data. And then follows the same two steps as RTI, which is merge and split. And then a likelihood-
radio test has been used both as an evidence value and as a consistency check. The likelihood-ratio test [37]
is a common tool for testing nested hypothesis. A hypothesis H is called nested within another Hypothesis
H ′ if the possible distributions under H form a strict subset of the possible distributions under H ′. In another
word, H can be created by constraining H ′. Given two hypothesis H and H ′, H is nested in H ′, and a data set
{S+}, the likelihood-ratio test statistic is computed by

LR = l i kel i hood({S+, H })

l i kel i hood({S+, H ′})

where likelihood is a function which returns the maximized likelihood of a data set under a hypothesis. For
example,l i kel i hood(S+, H) is the maximum probability (with optimized parameter settings) of observing
S+ under the assumption that H was used to generate the data. Let H and H ′ have n and n′ parameters re-
spectively. Because H is nested H ′, l i kel i hood(S+, H ′) is always greater than l i kel i hood(S+, H). Hence, the
likelihood-ratio LR is a value between 0 and 1. When the difference between n and n′ is bigger, the likelihood
under H ′ can be optimized more and LR will be closer to 0. The likelihood-ratio test can test whether this
increase in likelihood is statistically significant or not. The test compares the value −2ln(LR) to a χ2 distri-
bution, with degrees of freedom equal to the difference in parameters of H ′ and H (n′−n)[38]. The result of
this comparison is a p-value, when it is high, it indicates that H is a better model. It is straightforward to use
the likelihood-ratio test for both state-merging and transition-splitting. Take the state-merge for example.
Take two PDRTAs, one A is the result after merging the states and the other A′ is before merging. Clearly, A
is nested in A′. Thus the maximized likelihood of S+ under A and A′ needs to be computed for test. Since
PDRTAs are deterministic, the maximized likelihood can be computed simply by setting all the probabilities
in the PDRTAs to their normalized counts of occurrence in S+. Similar does the likelihood-ratio test for split-
ting transitions. The obstacle needs to overcome is that the likelihood-ratio test does not perform well when
there are not adequate used parameters. When there are many unused parameters, the increase in the num-
ber of parameters will usually not be significant. So null-hypotheses, such as merging states, is easier to be
accepted. This flaw is artificially fixed by pooling the bins of the histogram and symbol distributions if the
frequency of these bins in both states is less than 10. Pooling is to combine the frequency of two bins into a
single bin.

For RTI+, the null-hypothesis means that two states are the same. Whether to accept or reject the hypoth-
esis depends on p-value, if p-value is less than 0.0500, then reject the hypothesis. When testing merge, a high
p-value indicates the merge is good, while for splitting, a low p-value indicates it is good. In a nutshell:

1. If there is a split that results in a p-value less than 0.0500, perform the split with the lowest p-value.

2. If there is a merge that results in a p-value greater than 0.0500, perform the merge with the highest
p-value.
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3. Otherwise, perform a color operation.

So the merge and split process is performed based on most certain solutions in RTI+. The color operation is
applied from red-blue algorithm for state-merging. For more details about merging and splitting process, [5]
gives clear demonstration. algorithm 1 is the definition of RTI+ algorithm.

Algorithm 1: RTI+: Real-time identification from positive data

Require: A multi-set of timed strings {S+} generated by a PDRTA At

Ensure: The result is a small DRTA A, in the limit A = At

Construct a timed prefix A tree from §+, color the state q0 of A red;
while A contains non-red states do

Color blue all non-red target states of transitions with red source states;
Let δ= 〈qr , qb , a, g 〉 be most visited transition from a red to a blue state;
Evaluate all possible merges of qb with red states;
Evaluate all possible splits of δ;
if the lowest p-value of a split is less than 0.0500 then

perform this split;
else

if the highest merge p-value is greater than 0.0500 then
perform this merge;

else
color qb red

end
end

end

To implement RTI+ on the discrete event sequence, a few steps are needed as preprocessing, which are as
followings:

• The first notion is to adjust the data type. RTI+ accepts certain format of the input data, which is
demonstrated in Figure 4.5. The first line of data contains the amount of examples/frames and the
amount of alphabets appear in the input data, which can be viewed as the amount of sentences in one
paper and the words used in it. Then in the following data, each line stands for an example frame,
which can be seen as each sentence. In each data line, the first number is the amount of events in this
frame, then follows the format of event, time stamp and repeated. The time stamp needs to be adjusted
in integer format. Based on our test data, event "0" and "1" have been kept still, while event "A" and
"B" have been replaced by 2 and 3 respectively.

Figure 4.5: an example of RTI+ input structure, which requires the format of time difference and symbol. The first line is the quantity of
frames and the number of symbols. Event "A" and "B" have been replaced by 2 and 3 respectively.

• The second notion is how to segment the frames/to decide the frame length. In another word, how to
define the length of a ’sentence’ in the discrete event sequence. The segmented frame length cannot
be randomly. In our test data, since it already contains a cycling loop, the frame is segmented based
on the length of repeated loops. With the consideration of missing loop, it would be better to cut the
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frame for two loops, which is from event A to event 0 twice. It is not reasonable to use the fixed length
for segmenting frames, which may lead to bias in the learning process. Except the data for learning, the
test data also has to be segmented for the automata to read and identify anomaly types.

• The third notion in our research case is the precision scale for time guard. As the description about
discrete event sequence above, the precision level of time is still microseconds and the time interval
between events is not fixed. Since RTI only accepts time stamps in integer format, the time interval
needs to be adjusted with consideration of algorithm accuracy. Here we adjust the time scale with
three levels, we set the time stamp to enlarge 10 times, 103 times, and 106 times respectively, then
round the time stamp in integer format. The third setting keeps the precision of time stamp, while the
first two has some shifts from the raw time stamp. This step may influence the state-merging process.
When merging a state, the p-value has to be higher. However, if the time stamps have big value range,
the small differences are magnified, which may possibly lead to a lower p-value. So the state-merging
process is failed.

• The fourth notion is the output of the RTI+ algorithm, which needs to be transformed to plot the au-
tomata for visualization. The solution is given in the format as following, 02[0,25]−> 1#262 p = 0.9035
which stands for the starting state, the transition condition/string, time guard/interval, ending state,
the amount of examples and the probability of this state transition. The model will be transformed in a
visualized method for better understanding the transition and transition condition between events.

4.1.3. GRAMMARVIZ

Consisting of two components, grammarviz4 has been applied as detection technique for the univariate time
series. One component is the representative method of time series, the other one is context-free grammar
which analyzes the hierarchy structure after symbolic transformation.

SYMBOLIC AGGREGATE APPROXIMATION

One hot research field, which is also frequently the first step for time series analyzing, is the representative
method and transformation of time series data. This is a big assistant for similarity measure in the trans-
formed space. There are multiple methods for representing time series data, generally illustrated in Fig-
ure 4.6.The leaf nodes refer to the actual representation, and the internal nodes refer to the classification
of the approach. Many methods in Figure 4.6 are widely applied, such as Discrete Fourier Transformation
(DFT) [39], Singular Value Decomposition [40], the Discrete Wavelet Transformation [41], and etc. The limi-
tation hidden behind such representative methods is that they are real valued, so the available data structures
is narrow. Symbolic representative methods have raised up because of this.

Figure 4.6: A General Hierarchy of Most Various Time Series Representation Methods.[6]

The lower bounding symbolic approach in Figure 4.6 is called Symbolic Aggregate Approximation (SAX),
brought by Eamonn Keogh, Jessica Lin, and et al.[6]. SAX is one of the popular time series representation
methods. The strong advantage of SAX is that it supports both dimensionality/numerosity reduction and
distance measures. The distance measurement is defined on the symbolic approach that lower bound cor-
responding distance measures defined on the original series, this is improved than other symbolic represen-
tation. Generally, SAX contains two steps. The first step is transforming the data into Piecewise Aggregate
Approximation (PAA) representation and then symbolizing the representation into a discrete string.

Among the time series representation methods, PAA already has well-defined and well-documented di-
mensional reduction advantage. To be specific, a time series of C of length n represented in a w-dimensional

4http://grammarviz2.github.io/grammarviz2_site/index.html

http://grammarviz2.github.io/grammarviz2_site/index.html
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space by a vector C = c1, ...,cw . The i th element of C is calculated by the equation: c i = w
n

∑ w
n ×i

j= w
n (i−1)+1

c j .

To state it, the data is divided into w equal sized "frames" to reduce the time series from n dimensions to w
dimensions. The mean value of the data falling within a frame is calculated and a vector of these values be-
comes the data-reduced presentation. In another word, the representation is an attempt to approximate the
original time series with a linear combination of box basis functions. After obtaining this PAA approximation,
the PAA coefficients are mapped into SAX symbols based on the predetermined breakpoints. The predeter-
mined breakpoints are determined to produce equal-sized areas under Gaussian curve, with the condition
that time series fits Gaussian distribution after normalization. For example, all PAA coefficients below the
smallest breakpoint are mapped to the symbol "a", all coefficients greater than or equal to the smallest break-
point but less than the second smallest breakpoint are mapped to the symbol "b". The symbols "a", "b" are
approximately equiprobable and the concatenation of symbols that represent a subsequence is a word. A sub-
sequence C of length n can be represented as a word Ĉ = ĉ1, ..., ˆcw . This is how the SAX works, transforming
the time series to readable sequences. Eamonn Keogh, Jessica Lin and other co-workers defines a MINDIST
function which returns the minimum distance between the original time series of two words. Given two time
series Q and C with the same length n, their Euclidean distance is defined as

D(Q,C ) =
√

n∑
i=1

(qi − ci )2

Transforming the original subsequences into PAA representations, Q and C , a lower bounding approximation
of the Euclidean distance between the original subsequences is

DR(Q,C ) =
√

n

w

√
w∑

i=1
(qi − ci )2

The MINDIST function is then defined as

M I N D I ST (Q̂,Ĉ ) =
√

n

w

√
w∑

i=1
(di st (q̂i , ĉi ))2

It is proved that this MINDIST lower bounds the PAA distance. And it turned out that the PAA distance lower
bounds the true Euclidean distance between two original time series [42]. Thus, by transit, MINDIST lower
bounds the Euclidean distance, which is one advantage of SAX. The demonstration process is with full details
in [6]. After transforming the time series with SAX, the time series becomes strings and the second step is to
use context-free grammar for analysing the sequences.

CONTEXT-FREE GRAMMAR

Context-free grammar applies for strings without consideration of context. It is a set of recursive rewriting
rules or productions used to generate patterns of strings [43]. All the rules are simple replacements starting
from one, with mappings to multiple amount items. To generate a string in the language, context-free gram-
mar begins with a string consisting of only a single start symbol. The production rules are applied in random
order, until a string that contains neither the start symbol nor designated nonterminal symbols is produced.
A production rule is applied to a string by replacing one occurrence of the production rule’s left-hand side in
the string by that production rule’s right-hand side. The language formed by the grammar includes all distinct
strings that can follow this manner. For example, assume the alphabet contains a and b, the start symbol is
S, and the production rules are as following:

1.S → aSb

2.S → ba

Starting from S, if rule 1 is chosen, then the string aSb is obtained. Applying rule 1 again, S is replaced with
aSb, then string aaSbb is obtained. If now apply rule 2, S is replaced by ba and the string aababb is obtained,
and done. This process can be written more briefly as: S ⇒ aSb ⇒ aaSbb ⇒ aababb. The language of the
grammar is then the infinite set {anbabn | n ≥ 0} = {ba, abab, aababb, aaababbb}, where ak is a repeated k
times and n represents the number of times production rule 1 has been applied.

Sequitur[44] is one kind of context-free grammars which analyses hierarchical structure in the sequences.
Sequitur uses non-terminal symbol to replace repeated subsequence for more concise representation of the
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whole sequence. This algorithm has two properties called digram uniqueness and rule utility, which are also
constraints when implemented. Digram uniqueness means no pair of adjacent symbols appears more than
once in the grammar and rule utility referred to every rule is used more than once. For existing rule S for
a whole sequence, a new symbol and its predecessor(the last two symbols) forms the new diagram which
should not occurs before, if it appears before, a new rule will replace the original diagrams. The new rule is
based on the tail-side digram and headed by a new non-terminal symbol. Actually if the new rule is the same
as an existing rule, it will not be created, otherwise it will replace the original diagram.

The combination of SAX and Sequitur has been developed to be an open-source software by Pavel Senin,
Jessica Lin, and et al. [45], which can generalize multiple grammar rules and detect anomalies.

4.2. PRINCIPAL COMPONENT ANALYSIS
Principle Component Analysis (PCA) uses a set of linearly uncorrelated variables which are called principal
components to represent a set of observations of possibly correlated variables by an orthogonal transforma-
tion. The first principal component has the largest possible variance, which means it accounts for the most
variability of the original data space. Actually each following component has the highest variance with the
limitation of being orthogonal to the preceding components [46]. And it always been used as assistant for
multiple techniques to reduce the original data space, because the number of principal components is less
than the number of original variables, sometimes even only the first few principal components have been
used as a general behavioral capture of the original data space. Before implementing PCA, each attribute of
the data needs to be normalized (mean centering) so that each variable becomes normal distribution. This
step makes sure PCA can capture the true variance and avoid skewing results due to the differences of mean
[47].

Similarly with [47], combined with subspace-based fault detection in multivariate process control [48].
Here we define Y as a t×m matrix, in which t stands for the time intervals and m represents the measurement
(the attributes in the data set we obtained). Then each column i represents the time series of the i-th attribute
and each row j denotes an instance of all attributes at time stamp j. Then we apply PCA on our monitoring
data, treating each row as a point in data space. Y is already normalized to make sure PCA could capture the
true variance. In the following explanations, Y will stand for the mean-centered monitoring data. Applying
PCA to Y yields a set of m principal components, {Vi}m

i=1. The first principal component v1 points in the
direction of maximum variance in Y:

v1 = arg max
‖v‖=1

‖Yv‖

where ‖Yv‖2 is proportional to the variance of the data measured along v. Once the first k-1 principal com-
ponents determined, the k-th principal component corresponds to the maximum variance of the residual.
And the residual is the difference between the original data and the data projected onto the first k-1 principal
axes. So, the k-th principal component vk can be written as

vk = arg max
‖v‖=1

‖
(

Y−
k−1∑
i=1

Yviv
T
i

)
v‖

. Through examining the amount of variance captured by principal component, whether the variability in the
data can be captured by space of lower dimension is clear.

With the determination of principal axes, the mapping of data to principal axis i is given by Yvi. Through
dividing it by ‖Yvi‖, this vector can be normalized to unit length. So for each principal axis i,

ui = Yvi

‖Yvi‖
where i=1,2,...,m. The ui are vectors of size t and are orthogonal by construction. The above equation shows
that all the attribute counts,produces one dimension of the transformed data when weighted by vi. Along
principal axis i, ui captures the temporal variation to the entire monitoring time series. Because the principal
axes are obtained by order, u1 captures the largest temporal trend to the entire data set, u2 captures the next
largest, and so on. Figure 4.7 following is the example of original data projection on principal components,
iteratively the first principal component capture the most variation, so its pattern is most similar with the
original data pattern in Figure 5.14.

The principal axes are separated into two sets, regarding as normal and anomalous variations with the
help of PCA. The normal subspace S and the anomalous subspace S̃ span the set of normal and anomalous
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(a) u1 (b) u2 (c) u5

Figure 4.7: projections onto principal components example

axes respectively. The theory for detecting and identifying anomalies is drawn from the theory for fault detec-
tion in multivariate process based on a subspace [48–50]. The assumption is that the monitoring data y along
time scale can be separated into normal and anomalous components, which refer to modeled and residual
parts of y. Given a point in time y,

y = ŷ+ ỹ

,ŷ and ỹ represents modeled and residual monitoring data respectively. We projecting y onto S and S̃ to form
ŷ and ỹ. We define a matrix P of size m× r, consisting of columns which are the set of principal components
corresponding to the normal subspace (v1,v2, ...,vr), r stands for the number of normal axes. Thus ŷ and
ỹ can be written as: ŷ = PPTy = Cy and ỹ = (

I−PPT
)

y = C̃y where the matrix C = PPT stands for the linear
operator which performs projection onto the normal subspace S, and likewise C̃ onto the anomaly subspace
S̃. Thus, ŷ and ỹ contains the modeled and residual monitoring data. A normal instance that satisfies the
correlation structure will have a lower value, but an anomalous instance deviating from the structure will
have a large value [20]. In another word, anomaly will lead to a large change to ỹ in general. A common
statistic parameter for detecting anomalous change is the squared prediction error (SPE):

SPE = ‖ỹ‖2 = ‖C̃y‖2
.

For the abnormal changes in residual vector, compare the squared prediction error(SPE,the squared norm of
residual value) with σ2

α, where σ2
α donates the threshold for the SPE at the 1−α confidence level.

4.3. SIMILARITY BASED DETECTION TECHNIQUES
Similarity measurement is the key issue in time series anomaly detection. Comparatively, the degree of simi-
larity is higher, the less probability of being an anomaly. The similarity measurement influences the justifica-
tion of anomalies, together with the classification of anomaly scale, which corresponds to the desired output
as anomaly label and anomaly score. One of the simplest similarity measures method for time series is Eu-
clidean distance measure, which is also the most widely used distance measure for similarity search [51]. Let
xi and v j each be a P-dimensional vector, then Euclidean distance is computed as

dE =
√√√√ P∑

k=1
(xi k − v j k )2

[52]. In our high dimension data set, each time unit or sequence (same length) can be viewed as an instance
in the data space, which is also a vector in Euclidean space. If the distance between two instances is larger,
the similarity is lower. There are limitations of Euclidean distance measure for both axis. For Y-axis, though
two time sequences may have similar pattern, if they have big difference in amplitude scale, the Euclidean
distance will be bigger. Normalization and scaling for amplitude is essential for overcoming the limitation.
For time-axis, two time sequences have to keep aligned, otherwise other methods will be better for mea-
sure similarity, for example Dynamic Time Warping distance measure. In this research, Euclidean distance
measurement is the main similarity measurement method combined with k-means clustering and Nearest
Neighbour based techniques. Considering the restriction rooted from the algorithm, the data set trained in
this section is also after preprocessed so that the multivariate time series is continuously with same sampling
time for each attribute.

4.3.1. k-MEANS CLUSTERING
As the main strategy for unsupervised learning, clustering is the process of grouping similar objects/records
into subsets/clusters [53]. It involves the core idea of comparing and measuring similarity, which is also the
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core of detecting anomalies in time series data stream. k-means clustering is the one of the most popular
clustering algorithms used in scientific and industrial applications [54]. And in practice it has appealing
simplicity and speed. It can be used to classify the input data set into k clusters and can also be the input
representation as the first feature learning step. It partition n observations into k sets (k ≤n) for minimizing a
sum squares cost function, which means to minimize the following value:

k∑
i=1

∑
x∈Si

‖x −µi‖2

where µi is the mean of points in §i . k-means clustering has some varied techniques, the k-means clustering
implemented in this research is called Lloyd-Forgy [55], which is also the standard algorithm. The standard
algorithm steps are as followings:

1. Place k points into the space represented by the objects that are being clustered. These points represent
initial group centroids.

2. Assign each object to the group that has the closest centroid.

3. When all objects have been assigned, recalculate the positions of the k centroids.

4. Repeat Steps 2 and 3 until the centroids no longer move. This produces a separation of the objects into
groups from which the metric to be minimized can be calculated.

In another word, the standard algorithm consists of two main steps, one is the assignment and the other
one is the update step. The assignment step is to assign each observation to the cluster whose mean yields the
least within-cluster sum of squares.[56] From mathematical scope, this means partitioning the observations
according to the Voronoi diagram generated by the means[57]. The update step is to calculated the new
means to be the centroids of the observations in the new clusters. The initialization method used in this
research is Forgy method. It uses the initial means from several randomly chosen observations and assign
the rest to the nearest representing cluster.

As a heuristic algorithm, there is no guarantee that the k-means clustering will converge to the optimum.
Besides, the initial setting of centroids is an influential factor for the clustering result, both its amount and ini-
tialization of its location. k-means clustering has been implemented in order to get a general understanding
of features, considering each time unit as the comparison scale. The input data set without unusual patterns
have been trained with different number of clusters. Each time unit stands for each data point, the maximum
Euclidean distance between time unit and corresponding centroid in each cluster group is calculated. For an
unknown testing data set, the distance among each data point and the known centroids has been computed.
If the data point owns the distance larger than radius of each cluster which means it cannot be grouped to
any known feature sets, it should be an anomaly time unit.

4.3.2. K-NEAREST NEIGHBOUR
Nearest Neighbour search contains variant models, such as the famous k-Nearest Neighbors (k-NN) algo-
rithm, which is to define the top k nearest neighbours according to the query. The basic concept of Nearest
Neighbour is to find the ’closest’(or most similar) points according to a query point, which directly fits the
similarity comparison for anomaly detection in the data feature space. As a non-parametric technique, the
advantage about k-NN is that it does not requite a priori assumption about the data structure, but aims at
building the data structure directly [58].

In this research, k-NN is not used for classification or regression, but for the similarity measurement. The
similarity between data points is also measured by Euclidean distance. Compared with k-means clustering,
the advantage of using k-NN for similarity measurement is that it avoids the bias rooted from the algorithm it-
self, but gives the direct representation of the data space structure from similarity scope. The closer between
data points, the higher similarity they are. For multivariate data instances, distance or similarity is usually
computed for each attribute [59], while in this research, it has been used for the similarity comparison be-
tween two data sets. In practical implementation, two same time interval data sets have been trained, one is
the normal data set, the other one contains the meta information delay problem. The query point is each data
point itself and the Euclidean distance for its nearest k neighbours have been calculated. In order to check
which parameter is better for measuring similarity, the sum, maximum, minimum and average distance of
each point with its neighbours have been calculated. Also, the k has been set differently for testing.





5
RESULTS ANALYSIS

This chapter discusses the details of the experimental process and compares the test results of applied anomaly
detection techniques based on the given data sets. In this research, multiple techniques have been proposed
for three kinds of data sets. For each technique, varied preprocessing steps are taken for implementation.
The goal is to test if each technique to find, locate and even classify the anomalies. And the comparison of
each technique is within group, which means the performance of techniques applied on same data kinds will
be compared.

5.1. DISCRETE EVENT SEQUENCE
As discussed in Chapter 4, two kinds of grammatical inference techniques have been implemented for dis-
crete event sequence, one is based on N-gram, the other one is RTI+ algorithm [24]. The results of two algo-
rithms are given in the following sections. Figure 5.1 is the brief example of normal data set which is applied
in the test, the other two are the examples containing time delay and information loss error respectively.

5.1.1. N-GRAM

EXPERIMENTAL PROCESS

As discussed in the earlier Chapter, in order to consider time constraints, empty values have been filled to
obtain equal sampling time. When using N-gram for anomaly detection, the simple way is to compare the
probability of event transitions in the data sets. The normal data set should be trained to obtain the standard
result, if the test data has the same result, then the test data contains none anomalies. During the experimen-
tal process, two data sets have been compared, one contains data lost information anomaly, the other one is
the normal data set. The two data sets applied have the same quantity of events in one loop before inserting
empty values, with the same length of 3375 indexes after adjustment.

N-GRAM RESULT

The result of N-gram is explained as following Table 5.1, alphabet size equals four, since there are four events
in total. For each n, the upper row is the result of the normal data set and the lower row contains result of the
abnormal data set. The probability is the corresponding event transitions, which means only existing event
transitions are included (zero probability has been excluded). As discussion in the experimental process,
once the amount of event transition probability have same amount and same value, with high consistency,
the test data has no errors. The probability value is limited to 10−2. Apparently, with the increasing of n, the
difference between normal and abnormal probabilities becomes more obvious. The amount in the second
in the table is the amount of probabilities. When n is settled down, the amount of existing event transition is
limited. For example, when n = 2, there are eight event transition cases, from "A" to "A", from "A" to "1", from
"1" to "1", from "1" to "B", from "B" to "B", from "B" to "0", from "0" to "0", from "0" to "A". This amount
should be the same shared by both test data sets. And the amount of probability changes because when n
is changing, the gram structure becomes different. The 0.00 value in the table exists because the result is
round to 10−2. However, this value of normal data set is different from the one of abnormal data set, which
means the probability distribution has changes. The advantage to apply N-gram for discrete event sequence

29
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(a) example of normal discrete event
sequence

(b) time delay error. The time
difference between two events "A"

should always be within one second.

(c) data loss error. The event "A"
between event "0" and "1" is missing.

Figure 5.1: normal and anomalous data sets

Figure 5.2: Experimental process based on N -gram

is that it is simple to get the standard for justifying anomaly and fast speed. The disadvantage is that it ad-
just the time in the original data set. Once the whole loop is missing, it would be hard to detect because it
does not influence the transition probability. The result of same n are corresponding to the same circum-
stance. The time delay anomaly does not add unexpected event transition probability, but it influences the
probability distribution. In other words, when time delay happens, the amount of one kind event transition
increases, which influences the probability distribution in the data set. The event delay happens between
two "A" events, which adds the probability of event transition "A" to "A" in the anomalous result.

The false positive of N-gram is zero, when it detects anomalies of timing delay anomaly. However, there
is restriction of the event loop. This restriction also exists for detecting data lost error. Furthermore, the lost
data cannot be an entire event loop. N-gram cannot detect this whole event loop lost successfully because the
probability of event transition is not influenced. Also, N-gram cannot handle the timing error anomaly, unless
the timing issue causes consequences of missing data. Though it detects specific anomaly successfully with
zero false positive, it cannot give indication about where happens. To further locate the anomaly in the data
set, other algorithms should become assistant. N-gram is more like a roughly identification of whether the
data set contains losing data (not an entire loop) anomaly. In general, N-gram has a good performance, but
it has too many restrictions, which makes it could be easily replaced by other better performed algorithms.
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n amount probabilities of event transition

n=2
6 0.50, 0.50, 1.00, 0.07, 0.96, 0.99
6 0.50, 0.50, 0.99, 0.07, 0.96, 0.01

n=3
5 0.96, 1.00, 0.04, 0.04, 0.96
7 0.96, 1.00, 0.04, 0.04, 0.96, 0.04, 0.02

n=4
5 1.00, 0.96, 0.96, 0.04, 0.04
6 1.00, 0.96, 0.96, 0.02, 0.04, 0.04

n=5
5 1.00, 0.04, 0.96, 0.04, 0.96
9 1.00, 0.96, 0.02, 0.02, 0.04, 0.96, 0.04, 0.00, 0.04

n=6
8 1.00, 0.04, 0.96, 0.96, 0.04, 0.98, 0.04, 0.96

10 1.0, 0.02, 0.96, 0.96, 0.04, 0.04, 0.04, 0.00, 0.98, 0.04

n=7
8 0.95, 1.00, 0.04, 0.96, 0.04, 0.04, 0.96, 0.04

12 0.00, 1.00, 0.00, 0.02, 0.04, 0.02, 0.98, 0.96, 0.04, 0.96,
0.04, 0.04

Table 5.1: N-gram Result.
For every n, the upper row is the result for the normal data and the lower one is for the abnormal data. Column amount represents the
amount of existing event transition in the data set. And column probabilities are the probabilities of event transition, which are round

at the scale of 10−2.

5.1.2. RTI+
EXPERIMENTAL PROCESS

As discussed in the earlier Chapter, the input for RTI+ is the discrete event sequence after adjustment of for-
mat and sampling time scale. The normal data sets have been segmented into 290 frames with 4 alphabets
as the input for RTI+. The training result is desired automaton, which has to read the test data set for perfor-
mance measurement. The test result is the rejection and classification of anomalies. Two test data sets have
been read by the automata, one contains the error of time delay and the other one contains the error of data
lost. Both test data sets have been adjusted and cut into frames before putting in the automata.

Figure 5.3: time series plots of original and state vector

MODEL INTERPRETATION

Based on the automaton obtained from the normal test data, it is asked to read the test data which contains
anomalies. Once it rejects the frame, which means it contains anomaly that is out of the automaton loop.
Also, the anomalous test data should be segmented and adjusted in the same format as the normal test data.
The automata learnt are shown as following Figure 5.4, Figure 5.5, and Figure 5.6, which ordered by the setting
of time scale enlarge 10,103,and 106 times.
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Figure 5.4: Experimental process based on RTI+
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Figure 5.5: the automaton model with time sample enlarge 103 times
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Figure 5.6: the automaton model with time sample enlarge 106 times
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In the automaton, the state is remarked in circle starting with ’s’, and the transition condition is remarked
as the delay guard and event. The event transitions (data frames during the test process) which does not
follow the rules of loop will be rejected as an anomaly. Among the three settings of time precision, 10 times
performs best, take its model Figure 5.4 as an example for a detailed explanation. In this model, there are two
main components, state and condition. State is marked in the circle, and the condition for state transition
is written over the arrow. The state transition condition consists of two elements, one is symbol, the other
one is delay guard. Based on our test data, there are four symbols, "0","1","2","3" which stand for event
"0","1","A","B" from the training sequence respectively. When both symbol is correct and happening time
falls in the delay guard, the state will transmit. The starting state is from the top as S0. From S0, it is possible
to move to three other states, which are S1, S42, S26. And the conditions are different among these three
states, though they all limit the alphabet to be "2", the delay guard are different. In another word, event "2"
happens within the period of delay guard, the state will move. If the event is not event "2" or the happening
time from initial state S0 does not follow any of the three delay guards, the data will be rejected and stopped
as anomaly. Take a loop on the left side for instance. Event "2" appears within time 2.1 to 2.3 seconds, state
S0 transfers to state S1. From state S1 to state S2 and state S2 to state S3, the transferring condition are the
same, which is event "2" appears within 27.7 seconds. From state S3, there are two possible complete state
transition loops. From state S3 to state S4, then follows a complete loop back to state S4. From state S4 to
state S13, the event condition follows the loop as 1 → 1 → 3 → 3 → 3 → 0 → 0 → 2 → 2 → 2 and then goes back
to state S4. In another word, after state S13, the next state should be S5 as long as event "1" appears within
27.7 seconds. The event loop generated from this left side model is 2 → 2 → 2 → 1 → 1 → 3 → 3 → 3 → 0 → 0
and then repeated this circle. These circling loops capture the existing events’ behavior in the training data
sets. The model represents the normal events’ behavior, while the behavior which does not follow any loop
will be identified as an anomaly. There is one thing to be noticed is that there is one ending state S which
is different from all the rest loops. State S means that kind of event loop stops there without anomalies.
Actually, the existing event loops from S0 to S are normal, but they happened with rare probability. When
applying this model for anomaly detection, both the event and the time should satisfy the condition over the
arrow between states. Except the routine ends in ending state S, all the other routines become cycling loop,
indicate the event loop behavior in the training data.

RESULT ANALYSIS

To detect anomalies, let the model read the test data, which is also prepared for the requirement of RTI+. Once
there is an anomaly inside the event loop, that piece of data frame will be rejected and classified as either time
or symbol anomaly. False positive warning exists because rare normal frames are treated as terminal state
during the training process, which refers to state S as discussed before. This false positive warning raised up
from the generalization of state merge. The test results are in the format of the rejected data frames, followed
the classification of anomaly and counting amount of anomalies in this test data. The symbols within [] is
the rejected frame, follows the pattern as [′event ′,′ t i me ′], the time is not the appearance point, but the delay
from this event to the previous event. There are two kinds of anomaly could be detected, one is the symbol
error, the other one is time, which refers to event and time anomaly respectively. Followed the rejected frame,
which is the result of detecting missing anomalies based on 10 times setting of the time scale.

The test result with time scale setting enlarges 10 times

[′2′,′ 0′,′ 2′,′ 0′,′ 2′,′ 0′,′ 2′,′ 0′,′ 1′,′ 125′,′ 1′,′ 0′,′ 3′,′ 23′,′ 3′,′ 0′,′ 3′,′ 2′,′ 3′,′ 0′,′ 0′,′ 275′,′ 0′,′ 0′,′ 2′,′ 23′,′ 2′,
′0′,′ 2′,′ 3′,′ 2′,′ 0′,′ 1′,′ 275′,′ 1′,′ 0′,′ 3′,′ 23′,′ 3′,′ 0′,′ 3′,′ 2′,′ 3′,′ 0′,′ 0′,′ 275′,′ 0′,′ 0′] time 1

[′1′,′ 300′,′ 1′,′ 0′,′ 3′,′ 22′,′ 3′,′ 0′,′ 3′,′ 2′,′ 3′,′ 0′,′ 0′,′ 276′,′ 0′,′ 0′,′ 2′,′ 22′,′ 2′,′ 0′,′ 2′,′ 2′,′ 2′,′ 0′,′ 1′,′ 276′,′ 1′,
′0′,′ 3′,′ 22′,′ 3′,′ 0′,′ 3′,′ 2′,′ 3′,′ 0′,′ 0′,′ 276′,′ 0′,′ 0′] symbol 15

There are two data sets containing two kinds of anomalies respectively and they are applied for testing the
performance of the three automata. One is the anomaly of information lost, which is missing four event "A"
in one loop, the other one is the timing delay problem. Considering the anomaly of information lost, since it
is not a whole event loop lost, it should be rejected as symbol anomaly during the test process. Among the
three automata, the test result which performs the best, is the setting of time scale is round time stamp after
increasing 10 times. It explains the existing loop of normal behavior in the system. One case of false positive
exists in the 10 times setting, which is the classification of time anomaly. This data frame is normal, while
inside it exists the terminate state. In another word, this is normal but happens rarely. However, for the tim-
ing delay error, the model with sampling time enlarges 106 times performs best with low false positive. The
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numeric result of anomalies detected based on the three automata is explained in Table 5.2. The quantity of
missing anomaly and timing error is 1 in each abnormal data set, and the values in the table are the quantity
of anomalies detected by RTI+. During the testing process, each discrete event is treated as one data instance,

Settings Missing Error(1) Timing Error(1)
10 times 2 29

103 times 29 29
106 times 29 13

Table 5.2: Test Results of Three Automata.
There is one missing error, and one timing error in each testing data set. The number in the table stand for the anomalies detected.

the model performance is evaluated according to the confusion matrix Table 5.3. The predicted condition is
the testing result obtained from the automata and the true condition reflects the situation in the test data set.
Corresponding rates are also computed as measurement for the automata performance, which are True Pos-
itive Rate (TPR), False Negative Rate (FNR), False Positive Rate (FPR) and. TPR demonstrates the probability
of detection and the sensitivity of detection technique, while FPR demonstrates the probability of false alarm.
The Table 5.4 and Table 5.5 represent performance measurement of the automata respectively. For data lost

Predicted Condition
Positive Negative

True Condition
Positive True Positive(TP) False Negative(FN)
Negative False Positive(FP) True Negative(TN)

(a) confusion matrix

True Positive Rate (TPR)= T P
Condi ti on Posi t i ve

False Negative Rate (FNR)= F N
Condi ti on Posi t i ve

False Positive Rate (FPR)= F P
Condi ti on Neg ati ve

True Negative Rate (TNR)= T N
Condi ti on Neg ati ve

Accuracy(Acc)= T P+T N
Tot al Popul ati on

(b) measurement standards, condition here demonstrates true condition

Table 5.3: confusion matrix and measurements

test data set, there is one anomaly and the quantity of complete data set is 678. For time delay data set, there
is also one anomaly and the quantity of the complete data set is 682. The false positive rate becomes higher
because more normal instances are identified as anomalies. It happens with the changing of time scale. And
false positive cases are mainly classified as timing problem. They are not influenced by the true anomaly, but
most of them cannot satisfy the requirement of time guards. Few cases are identified as anomaly because
they happen rarely, which leads to the ending state.

TP FN FP TN TPR FNR FPR TNR ACC
10 1 0 1 676 1.00 0.00 0.00 1.00 1.00

103 1 0 28 649 1.00 0.00 0.04 0.96 0.96
106 1 0 28 649 1.00 0.00 0.04 0.96 0.96

Table 5.4: the result of three automata when testing data lost anomaly

In conclusion, when detecting the anomaly of data lost, the automaton with time sampling 10 times larger
performs the best. While when detecting the anomaly of time delay, the automaton with time sampling 106

times bigger performs the best. This conclusion is not obtained only from the accuracy, with so few positive
examples in both data sets, the accuracy tends to be higher. It is of great importance that all the false negative
rates are zero, which means there is no anomaly identified as normal instance. When detecting anomalies, the
false positive appear mainly because of the time guards. Some events’ loop are normal but they are rejected
as anomaly because of small difference in time guards.
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TP FN FP TN TPR FNR FPR TNR ACC
10 1 0 28 653 1.00 0.00 0.04 0.96 0.96

103 1 0 28 653 1.00 0.00 0.04 0.96 0.96
106 1 0 12 669 1.00 0.00 0.02 0.98 0.98

Table 5.5: the result of three automata when testing time delay anomaly

In general, for discrete event sequence, both N-gram and RTI+ have limitations from the practical scope.
Though preprocessing step of data invovled in N-gram is easier than the step in RTI+, N-gram has more
restrictions of the anomalies type and it can only demonstrate whether there is an anomaly in the data set.
Comparatively, RTI+ has more capability of detecting targeted anomalies and even classifying the anomaly
types. Also, RTI+ not only give the identification of anomaly but also its location, which saves time and helps
the researcher locate the anomaly efficiently. The only consideration with RTI+ is the time setting, which
should also be appropriate for more anomalies in the future.

5.2. UNIVARIATE TIME SERIES

5.2.1. GRAMMARVIZ EXPERIMENTAL PROCESS
The methodology of Grammarviz consists of SAX and context-free grammar. When applying it, the only pre-
processing step to deal with the data is to transform the univariate time series into a continuous sequence of
values, which has same time interval. There are two test data sets, one contains the error of value crossing the
limitation and the other one contains the error of data lost. The normal data set is not involved for training
because the data sets contain both normal and anomalous situation, where normal time instances are the
majority. Figure 5.8 demonstrates the process of applying Grammarviz over the univariate time series.

Figure 5.7: Experimental process based on SAX and Context-free grammar

5.2.2. GRAMMARVIZ RESULT
In this research, grammarviz has been applied directly for detecting anomalies in the univariate time series.
Figure 5.8 is an example of the user interface and the data set which contains the anomaly of information lost.
The first line in the control panel is the loading data, where the data has to be single sequences with same
time interval, which is classical univariate time series. The next line in the control panel of SAX parameters,
including the window size, the PAA size, and the alphabet size. The setting is more complexed, the time
computed is longer. In the right corner of the panel, the anomaly has been demonstrated clearly. All the
sudden changes of range value is listed in the anomalies ranking. This result is not persuasive because it is
connected with both normal and anomalous time period, which is not collected continuously. But it gives
hints about the sudden impulse during the normal time period and how this method works based on the
history.

Figure 5.9 gives the hint about anomalies based on the rule density. The blue color behind the data points
indicates the density of multiple appropriate grammar rules. The darker the color is, the higher the rule
density is. In other words, at this point, the data value is covered by more grammar rules if the blue color is
darker, which means it is normal because it is accepted by more context-free grammar rules. In this test, the
grammar rules have been pruned for obtaining more accurate result. For example, the white space around
index 33000 has been viewed as anomalous part. And the serious anomaly of information lost is indicated by
its starting point, where the value suddenly drops to zero.
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Figure 5.8: the user interface of grammarviz and mixed data set loaded

Figure 5.9: the Test Result of Information Lost Anomaly. Usually, the blue color behinds black value indicates the density of possible
grammar rules, which is also the anomalous extent of the anomaly. The lighter the blue is, the more anomalous the data instance is.

However, though it is totally white in the anomaly period, the ranking of suspicious anomalies has no records of this anomaly. In other
words, Grammarviz did not detect this zero value period as anomaly, which may be because it is based on limited history. The scale of

the anomaly probably exceeds its capability.
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Similarly, Figure 5.10 demonstrates the test result of crossing limitation anomaly. Apparently, with con-
sideration of global understanding about the patterns, this method can find very meticulous changes in the
patterns hidden in the univariate time series. If you want to dig more about the normalization and pat-
terns, the details can also be viewed through simple visualization, for example, in Figure 5.11. The suspicious
anomalies are marked with green circle, but needs to be further verified. It can find more hidden patterns
behind the data set and indicate the severity by color, but there is certain false positive rates. And this is
demonstrated in both test results. Another disadvantage is that it cannot handle huge data set efficiently.
When large amount of data are loaded in, it will get stuck.

Figure 5.10: the test result of crossing limit anomaly

Figure 5.11: the Detailed Figure of Test Result. The test of this anomaly is a black box test, anomaly of crossing limitation happens, but
we do not know when it happens. Based on the background knowledge about the system, the suspicious anomalies could be the

patterns which keeps highest value steadily, such as the horizontal line around index 5310. In the test result, there are a few suspicious
anomalies. The top one is around index 5370 and lasts until index 5410. In general, this test result is not persuasive enough, which

needs to be further verified.



40 5. RESULTS ANALYSIS

5.3. MULTIVARIATE TIME SERIES

5.3.1. PCA
EXPERIMENTAL PROCESS

In this research, a preprocessing step is applied over the multivariate time series before detecting anoma-
lies. To apply PCA for anomaly detection, the process starts with finding the appropriate amount of principle
components. And then the original multivariate time series is separated into normal and residual state ac-
cording to the subspace construction. In this research, the common test method Q-test [48] has been applied
as the threshold for detecting anomalies in the residual vector. To implement PCA for anomaly detection, it

Figure 5.12: Experimental process based on PCA

is important to find the appropriate amount of principle components. The following Figure 5.13 presents the
fraction of total variance captured by each principal component of the input. It is not hard to see after 40,
the percentage drops below 10 percentage, which means the dimension amount of the training set can be
reduced to the first 40 principle components because they could capture nearly the entire data set. Though
30 principle components is also appropriate as it is below 10%, 40 is set up to capture the data set as much as
possible.

Figure 5.13: fraction of total variance captured by each principal component

Based on an amount of 40 principle components, the original training data set vector state and the norm
state vector are demonstrated in Figure 5.14.

The residual vector is in Figure 5.15, which demonstrates clearly the difference from the normal state
vector. The surprisingly impulse around 150, 180 and 600 along time scale apparently could be identified as
anomalies. Compared with the state vector, the pattern from 150 to 300 in residual vector may become false
positive identification because it may contribute to the pattern in the normal state vector, but the impulse
around 600 can be identified as an anomaly. The impulse around 600 is so obvious that it only appears in the
residual state vector rather than the normal state vector, which means it does not contribute to or be similar
with the pattern in the normal state.
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Figure 5.14: time series plots of original and state vector

Figure 5.15: time series plots of residual vector
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PCA RESULT

Observations from plots give some indications about patterns in the data set, while it is not as persuasive
as scientific threshold. Here the threshold is calculated based on the Q-statistic. The Q-statistic for residual
vector developed by Jackson and Mudholkar is implemented [48] commonly, with the advantage that its result
holds regardless of how many principal components are retained in the norm subspace. In general, if SPE
É σ2

α, which means it should be an abnormal change, and σ2
α denotes the threshold for SPE at the 1−α

confidence level. According to Jackson and Mudholkar, σ2
α as the threshold compared with SPE is defined as:

σ2
α =φ1

cα
√

2φ2h2
0

φ1
+1+ φ2h0 (h0 −1)

φ2
1


1

h0

where h0 = 1− 2φ1φ3
3φ2

, and φi = ∑m
j=r+1λ

i
j for i = 1,2,3. And r is the amount of principal components and m

is the amount of time series. λi
j here stands for the variance captured by projecting the data on the j − th

principal component(‖Yvj‖2) and cα is the 1−α percentile in a standard normal distribution. In this setting,
the 1−α confidence limits to the false alarm rate of α, if the assumptions are satisfied before achieving result.
The assumption for deriving the confidence limit in Q-statistic is that the sample vector y follows a multivari-
ate Gaussian distribution. However, Jensen and Solomon point out when the underlying distribution of the
original data substantially from Gaussian distribution, the Q-statistic changes little [60]. However, in our case,
the σ2

α has a tiny magnitude around 3×10−15 that it can not be used as a threshold for abnormal changes. As
Figure 5.16 displays, the red dotted line stands for the lower bound of the threshold, which is too low to be an
identification scale.

Figure 5.16: time series plots of residual vector with Q test result

PCA successfully constructs the separated subspace of the original data set and the patterns in two sub-
space gives strong hints about anomalies, but the Q-statistic is not appropriate as identified threshold for our
test data, which is in different value range. If insist on using subspace detection thought, the setting of thresh-
old needs to be further analyzed for identification. For example, analyze the value range in residual vector or
considering value distribution from statistic scope. Or the subspace construction can be further combined
with other detection techniques for identifying anomalies. Based on the result in Figure 5.15, the fluctuation
of value is in the considerable range while there are several suspicious pulses. The false positive rate exists,
because the true anomaly happens around index 600, which appears to a surprisingly pulse. But from index
150 to index 300, the pattern is also suspicious. The comparison from normal and residual state vector is an
assistant here, which could tell if the suspicious pattern in residual vector contributes to the normal pattern
or not. Figure 5.17 demonstrates this point, the green circle marked suspicious anomaly in residual vector,
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which contributes to the pattern in original vector. The true anomaly is marked with red circle, which has no
patterns in normal and original vector.

Figure 5.17: Comparison of Patterns, which indicates the true anomaly

5.3.2. K -MEANS

EXPERIMENTAL PROCESS

When implementing K -means clustering for measuring the similarity, every second in the multivariate time
series is treated as a data instance. The K has been set from 3 to 20. There are two data sets, one is the
normal data set, the other one is the abnormal data set, containing the error of meta data stuck. Both data
sets have the same time length which lasts 775 seconds. The normal data set has been trained though K -
means clustering, with K changing from 3 to 20. For each cluster, the maximum distance, also the radius of
the cluster, is computed. For every data instance in the abnormal data set, its distance to each centroid is
computed in order to compare with the radius. If its distance to every centroid is larger than the radius, then
this time point is excluded from the normal clusters, which means it is an anomaly point.
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Figure 5.18: Experimental process based on K -means clustering

K -MEANS RESULT

For the input data set, K-means clustering has firstly been implemented for a general understanding about
individual time unit characters. During the experiment, the location and amount of the centroid influences
the result most. For the training data, the number of centroids increases from 3 to 20, and the number of
unusual time units according to the Euclidean distance comparison varies, which is demonstrated in the
Table 5.6. K stands for the amount of clusters and N stands for the amount of anomaly time unit index. In
other words, N stands for the quantity of identified anomalies, which is changing with K changing.

K 3 4 5 6 7 8 9 10 11
N 4 4 1 5 12 5 4 4 4
K 12 13 14 15 16 17 18 19 20
N 4 20 20 20 20 20 20 20 20

Table 5.6: quantity of the clusters and anomaly units

The amount of anomaly index fluctuates with the changing amount of initial centroids, which is an unex-
pected feedback. When the amount of anomalies is equal, same identification result is obtained rather than
random results. According to the test result, the anomaly justified in every group is index 622. Take 3 cen-
troids for instance, the largest distance of each cluster is 4.2706, 1.7159 and 6.1535, the distance for index 622
to each centroid is 5.3018, 8.9196 and 6.2469. In other words, though it has further distance than the largest
distance of each cluster, according to the data, index 622 is almost on the edge of the third cluster, with a slight
difference at 10−1 magnitude. In order to check if the failure is rooted from improper algorithm, a simple test
for normal training data set clustering has been implemented. Take 3 centroids as example, Table 5.7 below
contains the largest distance of each cluster and the distance between each two centroids follows the order
of cluster 0 and 1, cluster 1 and 2, cluster 0 and 2.

cluster 0 1 2
Largest dis 4.2706 1.7159 6.1535
Distance 6.6609 6.2404 2.2140

Table 5.7: description of data components

Apparently, the pairwise distance among centroids and their largest distance reflects the coverage among
different clusters. If the amount of centroids reduces to 1, the largest distance of the cluster is 6.3547 and
there is still one anomaly identified with the distance to the centroid is 6.3555, with a slight difference at 10−3

magnitude. After checking the data set, it turns out that in that second, one kind of categorical attribute lost
toggling. When K = 1 in the normal training data set, it is possible to detect time unit anomaly, but both the
sensitivity and accuracy seem to be low, which is not qualified enough for our research.

5.3.3. k-NN
EXPERIMENTAL PROCESS

Only the data set contains error of meta data stuck is applied in this section. When applying for k-NN to
measure the similarity, every second has been viewed as data instance. Each data instance has the quantity
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of k nearest neighbours’ distance every computing time. The sum, maximum, minimum and average of this
group of distances for every data instance is computed in case different parameters give different results.
The patterns visualized in the figure respect the changing of group distances’ over time. When the group
distances’ result tends to be higher in value range, the more suspicious of being anomaly the point is.

Figure 5.19: Experimental process based on k-nn

k-NN RESULT

Four kinds of nearest neighbours’ distance have been calculated and based on a k = 3, the result in Figure 5.20
proves that all these four parameters can be applied for anomaly detection because they share the similar
corresponding patterns among each other. Though minimum distance seems to have small differences with
the rest three parameters, it gives more general patterns.

Figure 5.20: the distance measured of k-NN, with k=3

Besides the parameters in each group (nearest neighbours’ distance for each data point), the scale of k is
also an influential factor for detecting anomalies. With k changing from 3 to 10, the result displays by order
as following Figure 5.21. With the increasing of k, the scale itself keeps stable in the range. The duration of
an anomaly becomes obvious, the surprising pulse becomes more obvious. In another word, kNN can be
used for anomaly detection and the bigger k is, the more characters about the anomaly can be demonstrated
directly by trend of distance change. The setting of k and the threshold distance needs to be adjusted for
certain system.
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(a) k=3 (b) k=4

(c) k=5 (d) k=6

(e) k=7 (f) k=8

(g) k=9 (h) k=10

Figure 5.21: the result of kNN, k from 3 to 10
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Based on the same distance measurement, k-NN displays better performance on detecting anomalies
than K -means, which failed to identify the anomalies. The big difference between K-means clustering and k-
NN is that the K-means clustering evaluate each instance with respect to the cluster it belongs to, while k-NN
analyze each instance based on its local neighborhood. This is why k-NN gives more accurate result about
similarity compared with K-means clustering. The right half part of k-NN shares the similar patterns with
PCA. The suspicious impulses actually are around index 600 and 1400. Though the threshold value is not set,
it is obvious that there exists false positive in the pattern around index 1000. Take k as 3 for example, the real
anomaly starting point is marked in red circle, while the false positive is marked in green circle Figure 5.22.

Figure 5.22: k-NN result analysis

In conclusion, if we only compare three general parameters of all the techniques applied, the result is
shown as Table 5.8. The three parameters are identification, location, and classification. In other words,
whether the technique can detect, locate, and classify the anomalies. These parameters are based on the
test result with corresponding data sets. RTI+ has the best performance with discrete event sequences as the
input. Grammarviz behaves normally with univariate time series as the input. When multivariate time series
as the input, PCA and k-NN behaves similarly and the threshold needs to be further analyzed.

Technique Identification Location Classification
N-gram X × −

RTI+ X X X
Grammarviz X X −

PCA X X −
K -means × × −

k-NN X X −
Table 5.8: comparison among techniques based on three parameters
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CONCLUSION

This research focuses on detecting anomalies in the DVB system. Based on varied data sets, different cor-
responding methods have been tested for this purpose. For discrete event sequence, RTI+ apparently gives
good explanation and performs very well. RTI+ can not only detect anomalies, but also classify the anomalies
type with rejection, which gives the location of happening error. For similar discrete event sequences, they
can be trained together to obtain an automata which dealing with this kind of input. The only flaw about RTI+
is that it has limitation about the input format, the data has to be segmented into readable frames and the
time has to be adjusted with certain precision level in integer. N-gram can also detect the existence of anoma-
lies, but comparatively, N-gram has limitation for the anomaly types and it cannot locate the error directly.
For univariate time series, grammarviz which is based on SAX and context-free grammar gives description
about related grammars for both usual patterns and anomalies in the time series. But its performance is not
good enough as expected. The false positive is hidden behind the algorithm, which cannot be improved with
background knowledge of system. Changing the parameters of the algorithm, such as window size, alphabet
size will influence the test result, but it will influence the time consuming at the same time. Also, the anomaly
of information lost along a long time period seems hard to be detected. Because its capability of handling
long period data is limited, though it has higher sensitivity about patterns’ change. For multivariate time se-
ries, PCA explains the original pattern construction based on subspaces thoughts. The threshold in PCA can
be adjusted and combined with background knowledge of the system in order to obtain better performance.
It indicates another feature that the multivariate time series can be discomposed into groups for detecting
anomalies, which probably could give valuable results. According to the test result, K -means clustering is not
appropriate for detecting anomalies because the similarity is not separable in this way. K -NN demonstrates
that the parameters of group distance (sum, maximum, minimum, average) have high consistency, and it
can be adjusted for detecting anomalies with bearable false positive rate. Similarly as PCA, the threshold of
k-NN could be further analyzed and combined with the background knowledge so that the result is more
persuasive.

In general, this research tests varied methods for multiple data sets and provides suggestions for targeted
anomaly types. Large amount of preprocessing steps have been applied for handling every case, which over-
comes the challenges from the data set. For the unequal sampling time and mixed types of data, filling the
empty values, one-hot coding, and normalization have been applied to handle this obstacle. If without any
prior knowledge of the system, it would be better to first analyze the characters of the data set and take a
small step to reduce its dimensions. Based on the difficulty of this research, a prior background knowledge
is a big assitant for detecting anomalies and anlayzing patterns. The difficulty of detecting anomalies can be
reduced starting from the data collection process. The data can be extracted and collected in an easier way for
data analyst to provide avaliable solutions. RTI+ performs best corresponding to the discrete event sequence,
which can detect and classify anomalies with low false positive. The univariate time series could be analyzed
with other algorithms for better result. However, for the multivariate time series, it seems that to analyze
it as a whole case is not a best choice, though PCA and k-NN performs as expected. But all of these meth-
ods are not so appropriate for predicting the happening of anomalies or finding the hidden patterns before
anomalies’ appearance. It would be even harder to make prediction on real-time monitoring data stream-
ing. Based on the data sets applied in this research, it is hard for starters to detect anomalies directly without
any background knowledge of the DVB system. The better understanding about the DVB system should be
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more helpful for collecting the data. And it is more efficiency and accurate if the data collection and targeted
anomalies are more specific, rather than a general detection technique which can cover all the possibilities.
In this research, combined with data types, generative models such as RTI+ are more appropriate for low di-
mension data sets, which could generate and capture the features of the data set. Discriminative models have
more capability of handling high-dimension data sets.

There are three directions which can be developed in the future research. The first one is to decompose
the multivariate time series efficiently. It would be better if it can be collected in the way of discrete event
sequence, univariate time series, and so on. In other words, to chase for the generated algorithm which can
detect and even predict anomalies, it would be more efficient and accurate to start with smart data collection.
Filter and collect the monitoring data with goals which is adequate preparation for further analysis. The
other direction is to boost the potential detection techniques for targeted anomalies. And also the setting of
the threshold should be combined with background knowledge of the system, which is an important sub-
direction. This is a wide direction requires adquate For example, all the discrete sequence events can be
collected for RTI+ to learn a general automata for anomaly detection. The only problem is that the adaptive
capability of the data mount may cause some limitations for implementation. In this case, the background
knowledge of the system is not so influential, which could save time and resources for starters. But for other
techniques, such as PCA in this research, the threshold setting needs further analyzed for identifying and even
classifying the anomalies. The third research direction is a further step based on the first two direction, which
is putting the experimental result in real-time data collection and anomaly detection. When considering
dynamic data stream and real-time detection, the requirement for the algorithms becomes more complicated
and also the efficiency should not be reduced.
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