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ABSTRACT 
In human communication, responding to a question very slowly or 
quickly influences our trust in the answer. As chatbots evolve to in-
creasingly mimic human speech, response speed can be artificially 
varied to create certain impressions on users. However, studies 
remain inconclusive, potentially due to the absence of contextual 
cues that allow for interpretation of the delay. Thus, this study 
explores textual explanations that justify the instant and dynamic 
– dependent on answer length – response delays. We derive five 
design variations based on prior work and evaluate their impact on 
the chatbot’s perceived social presence and transparency (𝑁 = 10). 
In a between-subject online study (𝑁 = 194), we then evaluate the 
influence of the highest-rated justification on users’ perceptions of 
chatbot transparency, social presence, and trust for the two delay 
conditions. Results demonstrate that while such justifications en-
hance perceived transparency and trust in the immediate response 
scenario, they show no effect in the dynamic delay context. 

CCS CONCEPTS 
• Human-centered computing → Natural language interfaces; 
Empirical studies in HCI. 
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1 INTRODUCTION 
With the rapid advancements in chatbot performance led by Ope-
nAI’s ChatGPT1 , conversational user interfaces (CUIs) are now able 
to provide answers to almost any question, showing their skills in 
many application contexts, from customer service (e.g., [19, 69]) 
to healthcare support (e.g., [18, 34]). Yet, due to the complexity of 
1 ChatGPT – https://chat.openai.com/, last accessed February 26th, 2024 
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artificial intelligence (AI) and its underlying neural network(s), the 
process of how the chatbot interprets the input questions and gen-
erates the answer is often unpredictable and unexplainable. Having 
no justification or source for the presented output, especially given 
the frequent occurrence of hallucinations [2, 33], can impact users’ 
trust in the system. 

Given that chatbot interactions are becoming increasingly nat-
ural and people tend to anthropomorphize communication with 
their digital conversation partners [39, 63], research is looking more 
closely at theories of how trust is established in human-to-human 
communication. Among many variables of conversations that im-
pact our trust in someone’s answer is a person’s response speed. 
For example, quick responses might be interpreted as confidence 
or eagerness, while delayed responses might hint at a careful an-
swer generation but also potentially uncertainty. However, unlike 
humans, chatbots don’t ‘think’ or ‘contemplate’. A delay in their re-
sponse doesn’t necessarily signify an internal cognitive process but 
instead could be caused by computing time or network speed. In this 
work, we look at response speed as a dedicated User Interface (UI) 
design choice. Research has found that instant responses reduce 
the feeling of a natural conversation and decrease user satisfac-
tion [28]. Other studies found that dynamically adapted responses 
that consider the length of the answer can increase social presence 
and trustworthiness [9, 28]. In contrast to human-to-human com-
munication, during which we use additional cues such as facial 
expressions or body posture to interpret a response delay, human-
chatbot interaction lacks contextual cues, making it challenging 
for users to interpret the speed of the response, potentially further 
decreasing their trust in them. 

To reduce the uncertainty that arises from the lack of contex-
tual cues, this work proposes to employ textual explanations for 
response delay to create user trust. We will call these explanations 
“justifications” throughout the paper to deliberately distance our 
work from how the term “explanations” is used in the Explainable 
AI (XAI) community. We consider our justifications a special case 
of explanation, in which the provided statements do not necessarily 
reflect the exact mechanisms behind an AI black box but rather aim 
to justify a certain observable behavior. 

In XAI, explanations have been shown to increase trust and 
transparency in certain black-box systems, such as the algorithm 
controlling the Facebook news feed [54] or recommendations of a 
digital fitness coach [15]. Yet, as of today, research in CUIs has not 
yet looked into using explanations or justifications as a means for 
addressing response delay. For other facets of CUIs, explanations 
revealed mixed effects on user trust, thus emphasizing the need for 
further in-depth research. For example, studies on human-agent 

https://orcid.org/
https://orcid.org/0000-0002-7067-0494
https://orcid.org/0000-0003-3768-5894
https://doi.org/10.1145/3640794.3665550
https://doi.org/10.1145/3640794.3665550
https://chat.openai.com/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1145/3640794.3665550
https://c.schneegass@tudelft.nl
https://K.Tsiakas@tudelft.nl
mailto:mitterchar@gmail.com
http://crossmark.crossref.org/dialog/?doi=10.1145%2F3640794.3665550&domain=pdf&date_stamp=2024-07-08


CUI ’24, July 08–10, 2024, Luxembourg, Luxembourg Zhang et al. 

interaction (cf. [4, 47]) have shown that transparency and trust 
depend on task, context, and the actual explanations provided. 

For this study, we mimic the response behaviour of (a) retrieval-
based and (b) generation-based chatbots. The first type already has 
a fitting answer stored in its knowledge base because it was trained 
for a specific purpose and is thus able to provide an almost instant 
response. In contrast, generation-based chatbots craft a response 
specifically for the user’s question and thus show a dynamic re-
sponse delay dependent on the answer length. The goal of this 
work is to investigate the effect of response delay and response 
delay justifications in these two conditions on users’ perception of 
social presence, subjective transparency, and, ultimately, trust in 
the system. For this purpose, we review relevant prior literature 
and generate a set of five justifications for each chatbot category. 
We evaluate these justifications in a preliminary study (𝑁 = 10) 
regarding the extent to which they create a feeling of social pres-
ence and subjective transparency, as well as overall suitability and 
user preferences. The highest-rated justification is then used in an 
online between-subject user study (𝑁 = 197), in which participants 
rate their experience with interacting with the two response delay 
conditions (instant response for the retrieval-based chatbot, dy-
namic delay for the generative response chatbot), with and without 
justifications (2 × 2 design). The results show that justifications of 
response delay can positively influence the perceived transparency 
of the chatbot and improve the trust in the retrieval-based chatbot 
with the instant response while minimally lowering trust in the 
generation-based condition that deployed a dynamic delay. 

Overall, this paper contributes five textual justifications for in-
stant and dynamic response delays designed to foster social pres-
ence and subjective transparency. Furthermore, we provide empiri-
cal evidence of the positive effect of justifications on transparency 
as well as on trust in the instant response delay condition. We con-
clude by summarizing design implications for utilizing response 
delays and response delay justifications toward trust-enhancing 
chatbots. 

2 RELATED WORK 

2.1 Chatbot Taxonomies and Classifications -
Retrieval-based vs. Generative Chatbots 

Chatbot-based systems can be categorized by application context, 
technical aspects, and design elements. A technical review for mod-
ern chatbot systems categorizes them further based on chatbot 
knowledge and means of response generation [45]. Chatbot knowl-
edge is divided into open and closed domain systems. In closed-
domain systems, chatbots are designed to support a task-oriented in-
teraction and require a task-specific knowledge base, thus following 
rule-based and template-based methods. On the other hand, open-
domain chatbots require a general knowledge base and the ability 
to handle free-form conversations [7]. They apply data-driven ap-
proaches to tackle issues of natural language understanding and 
generation that can occur due to the diversity of possible dialogue 
topics and natural language [60]. 

These two approaches are the two primary means of answer 
generation, which we will focus on in this paper: retrieval-based 
and generative [68]. Retrieval methods refer to the process of se-
lecting the best output from shortlisted candidates based on the 

user’s input, while generative methods deploy techniques for out-
put generation based on trained classifiers. Other classifications 
also include rule-based as an additional category of chatbots, which 
can describe chatbot systems that do not deploy a machine learning 
(ML) algorithm to retrieve or generate a response [1]. Retrieval-
based chatbots are considered reliable within their knowledge do-
main since the responses are based on a predefined knowledge base 
and are less likely to generate inappropriate or irrelevant responses. 
However, recent natural language processing (NLP) advancements 
have led to a shift toward generation-based models [46]. Generation-
based chatbots have the advantage of being more flexible and able 
to generate responses that are personalized instead of solely prede-
fined. Due to the two means of response selection and presentation, 
the speed of these actions might vary. For example, long and com-
plex answers could be presented faster in a predefined rule-based 
system as compared to a generative system. 

2.2 Trust in Chatbots 
An emerging theme of human-chatbot interaction identified in 
the analysis of Rapp et al. [56] is the acceptance of the chatbot 
during the interaction, related to aspects of expectation, engage-
ment, and trust. Trust is essential in human-chatbot interaction 
and relates to the user’s perception and expectation of the chatbot 
functionality and performance [73]. Research studies aim to iden-
tify ways to quantify and predict trust in chatbot-based systems 
and recognize factors such as credibility, anthropomorphism, and 
social presence [26, 72]. Given that building trust in complex tech-
nical systems does not only depend on the design of the technical 
system [42], there is the need for more research into systemati-
cally deriving knowledge and design principles for trust-enhancing 
features, including transparency and social presence [76], which 
we will discuss in more detail in the following. In regard to this 
paper’s topic of response delay, the concepts of humanness and 
social presence are especially vital, as human response generation 
is inherently different from technologies. The following sections 
will discuss the commonalities and differences in more detail. 

2.3 Social Presence 
Human interactions are rich with social cues, from facial expres-
sions to hand gestures [6]. Building on the notion that technology 
can mimic these cues, the Social Response Theory (SRT) posits 
that users react to technology similarly than to human-initiated 
social cues, such as natural language or anthropomorphic appear-
ances [50, 57]. Following the evidence that a human-computer 
relationship is fundamentally social, research studies focus on how 
to design social responses through artificial social cues [30, 51]. 
Human users subconsciously treat socially interactive technology 
as a social entity, attributing human traits to it, which enhances 
the perceived social presence [49] – a term coined in 1976 to de-
scribe the subjective perception that another person or entity is 
present [62]. In the domain of e-commerce, social presence is an 
important aspect since it affects consumers’ trust [24]. In imple-
menting SRT, studies have found that human-robot interactions 
perceived as human-like and spontaneous can elevate social pres-
ence and trust [70]. Chatbot research, on the other hand, has mainly 
focused on verbal (e.g., greetings and humor) and visual cues (e.g., 
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avatars) to promote a sense of social presence [3, 14, 30, 48]. The 
study by Moussawi et al. [48], for instance, found that a chatbot that 
can respond cheekily and in a humorous way to a question about 
its name can appear to be more human-like. Additionally, research 
underscored a chatbot’s social presence as a determinant of user 
trust [75], demonstrating how chatbot anthropomorphism in retail 
contexts, like using first-person phrasing, enhances user trust and 
overall satisfaction [39]. Yet, insights on other cues, particularly 
response time, remain scarce [17]. 

2.4 Response Delay 
Response delay is considered a vital social cue in technology-mediated 
interaction [32, 63]. In chatbots, unlike human counterparts who 
need time to read a message and enter a response, retrieval-based 
chatbots can instantly process user input and provide a response [46]. 
Yet, these instant responses may reduce the feeling of a natural con-
versation and decrease user satisfaction compared to chatbots that 
implement a dynamic response delay [28]. In contrast, some studies 
indicate the opposite, i.e., that chatbots with delayed responses are 
perceived as less likable [59]. Previous studies on online customer 
service have found that compared to nearly instant response, the 
dynamic response delay of the chatbot can improve the perceived 
social presence and trustworthiness [9, 28]. The diverging find-
ings could be rooted in the fact that chatbot communication delays 
are subject to users’ interpretations. They may be interpreted as 
a feature or a dysfunction of the chatbot. Thus, our first question 
(RQ) aims to tackle the diverging results and confirm the existing 
findings to create a basis for our follow-up research questions: 

RQ1: How does response delay influence users’ trust, 
subjective transparency, and social presence in chat-
bots? 

More specifically, this work aims to explore how different types of 
response delay, namely (a) near-instant and (b) dynamic response 
delay, affect users’ trust in a chatbot. A near-instant response is a 
static response for all prompt-response pairs and aims to simulate 
the interaction with a knowledge-based chatbot, i.e., retrieval-based, 
while the dynamic response delay takes into consideration prompt 
and response characteristics, e.g., length of prompt/response, which 
can simulate the response generation process of a generation-based 
chatbot. Given the divergent findings of prior literature, we explore 
the relationship between response delay on trust without expecting 
a direction of the effect. Furthermore, the rapid progress in chatbot 
technologies and their increasing ubiquity in people’s everyday 
lives, which influences people’s overall level of trust in such systems, 
demands up-to-date research to confirm the effects. 

2.5 Transparency and Explanations in Chatbots 
With the rise of the big generative language models BERT [13, 35], 
T5 [55], GPT-3 [5], and others, chatbot systems often appear as a 
“black box” to the user. They make it difficult to understand the 
underlying process of input processing and response generation 
as well as understanding why something did not work and what 
actions are actually possible [36]. Explanation capabilities can sig-
nificantly impact user trust while interacting with an intelligent 
system [27]. Furthermore, explanation-based interactions can also 
help users learn how they can efficiently interact with chatbots to 

complete a task, even in the case of a dysfunction [65]. Research 
in XAI aims to address the black-box problem either through the 
development of explainable models that can justify their decisions 
or through visualizations of the underlying AI processes [71]. 

Since AI has been extensively used for the development of chatbot-
based systems, there is a need to integrate explainability methods 
into the design process as a way to enable users to understand, trust, 
and manage their interaction with chatbots [21, 41]. A common 
approach to increase system transparency and users’ perception of 
the system capabilities is through explanation interfaces, designed 
to communicate the explanations to the user efficiently [15, 54]. 
Two main questions for designing explanations are: (a) what to 
explain and (b) how to explain it. Considering the different features 
of a chatbot-based system, including both algorithmic and design 
aspects, there are several opportunities for XAI methods to enhance 
transparency. In the domain of Human-Agent interaction, studies 
have looked at the effect of transparency on numerous facets of 
interaction quality, such as operator performance, workload, sit-
uational awareness, trust in automation, and perceived usability. 
Bhaskara et al. [4] summarize the results showing that results are 
not consistent and hypothezise that this is likely due to the differ-
ent contextual and task settings as well as dependent on the actual 
level of transparency provided. For trust, in particular, they report 
a positive relationship between transparency and trust but mention 
inconsistencies in the results depending on how transparency is 
achieved, e.g., by showing system uncertainty or predicted out-
comes Bhaskara et al. [4]. Similarly contradicting findings resulted 
from the study of Lyons et al. [47], who investigated the role of 
explanations in unexpected actions by a robot partner. They found 
that while certain explanations do increase trust, others are no 
better than providing no explanation at all [47]. 

Furthermore, in the context of a chatbot-based movie recommen-
dation system, the explanation type (i.e., why vs. why-not expla-
nations) has been shown to have an effect on how users perceive 
the system’s transparency and how much they trust the system’s 
decisions [66]. Another study investigated if transparency and time 
fillers can create a positive user experience during the waiting time 
in customer-chatbot conversations [67]. Customers who interacted 
with a chatbot that provided information about the waiting time 
and status perceived it as more transparent and reliable. What has 
not yet been investigated is the use of explanations or justifica-
tions for response delay times. Thus, our study aims to address the 
following research question: 

RQ2: How does justifying the response delay influence 
subjective transparency and users’ trust in chatbots? 

More specifically, we want to explore whether providing a justifi-
cation for the response delay and, thus, explaining the chatbot’s 
underlying way of response generation (retrieval-based or gen-
erative), affects users’ trust. We hypothesize that a chatbot that 
justifies why its response is instant or delayed will be perceived as 
more transparent and, thus, as more trustworthy. We expect the 
justifications to have a direct effect on perceived transparency and 
an indirect effect on trust. Figure 1 summarizes how we expect the 
concepts of response delay, justifications, transparency, presence, 
and trust to be related based on the related work presented above. 
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Response Delay 
(instant / dynamic) 

Explanation / 
Justification 
Availability 
(with / without) 

Subjective 
Transparency 

Social Presence 

Trust 
Gnewuch et al. (2018) 
Karma (2020) 

Xu (2019) 
Glass, McGuinness & Wolverton (2008) 
Porcheron et al. (2018) 

Zierau et al. (2021), 
Konya, Biller & Janda (2023) 

Kulesza et al. (2015), 
Eiband et al. (2018), 
Kou & Gui (2020) 
Rader, Cotter & Cho (2018) 

RQ2 

RQ2 

RQ1 

Gnewuch et al. (2018) 
Karma (2020) 

Figure 1: This research model summarizes the theoretical concepts relevant to this work. Links with references indicate the 
availability of prior research, while the RQs indicate the open questions our work aims to tackle. 

In this work, we will investigate how justifications affect the 
perception of response delays in chatbots. For that purpose, we first 
design different types of textual justifications and evaluate them in 
an initial user study regarding their effect on the chatbot’s social 
presence and transparency. We will then select the highest-ranking 
justification and conduct a large-scale online study to investigate its 
effect on trust and the mediating effect on subjective transparency. 
We discuss our findings and derive implications for the design and 
implementation of textual justifications in rule-based and genera-
tive chatbot applications. 

3 JUSTIFICATION GENERATION & 
EVALUATION 

Based on related work, we created two chatbots, one mimicking a 
retrieval-based approach and one a generation-based approach, as 
common examples of chatbot types. We understand retrieval-based 
chatbots as those instantly pulling static responses from a pre-
defined knowledge base, while the latter dynamically constructs 
replies, thus introducing variable response times [46] (see Section 
2.1 for more details). In this section, we will report on our process of 
generating and validating justifications to explain both the instant 
and dynamic response delay. 

3.1 Response Delay Design 
We created two chatbot prototypes that artificially modulate the re-
sponse delay to be perceived as either a retrieval-based or generation-
based chatbot. Both work on a pre-defined knowledge base to con-
trol the content of the conversation in this pretest compared to 
using an unpredictable Large-Language Model (LLM). The delay 
time for the retrieval-based chatbot was set to be nearly instant, 
i.e., we present the justifications after 0.05s and the response after 
0.1s to imitate an almost immediate response with only negligible 
technical delay. The response delay for the generative chatbot was 
dynamically changed by utilizing a calculation from [31], where 
the response delay is determined based on the number of charac-
ters in the chatbot’s response, specifically 50 milliseconds (ms) per 
character. We also opted to use predefined conversations in the 

generative bot condition as compared to a real generative bot to 
ensure that prompts are used as planned by our participants and 
response time is controlled. 

3.2 Justification Design 
While justifications that indicate query processing and response 
generation could be designed in any modality, from a visual icon 
(e.g., three dots to show typing) to an auditory cue, we opted for 
a textual description. Written text provides the opportunity to un-
obtrusively communicate detailed information about the chatbot’s 
behaviour and inner workings. At its core, all explanatory text 
snippets we design are meant to indicate if the chatbot is retriev-
ing an already existing response (retrieval-based chatbot), justify-
ing a very quick response, or generating a response on the spot 
(generation-based), which will explain response times that become 
longer with more extensive responses. Table 1 outlines the five 
distinct response-delay justification styles we designed and tested 
for each delay condition. The “Basic” justification offers only a fun-
damental description of the chatbot’s response mechanism. “First-
person” deploys a self-referential approach, which refers to the study 
by Konya-Baumbach et al. [39] who has shown that implement-
ing first-person descriptions in the response can enhance social 
presence while interacting with a chatbot. The “Detail” version 
goes deeper into the chatbot’s operational process, aiming to in-
crease perceived transparency by providing more details about the 
functionality. Merging these, the “First-person + Detail” justifica-
tion incorporates a detailed description with first-person narration. 
Lastly, the “Humor” version integrates humor to make the chatbot 
appear more human-like, as prior research suggests its efficacy in 
augmenting social presence [48]2 . 

2 The humerous explanation was generated based on the research teams’ collective 
intuition for humor. 



CUI ’24, July 08–10, 2024, Luxembourg, Luxembourg 

Table 1: Overview of the ten justification statements generated and evaluated in this work. Five for the retrieval-based (instant 
response delay) and five for the generation-based (dynamic response delay) condition. The revised justification incorporates 
findings from the pretest and presents the final text we will continue to use for the main study. 

Type Justification retrieval-based (instant) Justification generation-based (dynamic) 
Basic Retrieving the answer. Generating the answer. 
First-person I am retrieving the answer for you. I am generating the answer for you. 
Detail Searching in the knowledge base for the answer that 

matches the question intent most. 
Using the question as a prompt to generate the answer 
from the pre-trained model. 

First-person + Detail I am searching in my knowledge base for the answer 
that matches your question intent most. 

I am using your question as a prompt to generate the 
answer from the pre-trained model. 

Humor I’m like a witty librarian in my knowledge base, 
searching for the answer that fits your question like 
a puzzle piece. 

I channel my inner word wizardry, conjuring up sen-
tences word by word like a mischievous magician 
performing a linguistic sleight of hand. 

Revised justificationsafter pretest 
First-person + Detail I am searching for the answer that matches your ques-

tion intent most in my knowledge base. 
I am using your question as a prompt to generate the 
answer from my latest AI model. 

3.3 Prototype 
We created two chatbot prototypes3 to explore the nuances of
retrieval-based and generation-based chatbots using Gradio4 , an
open-source python library for rapid UI development for ML models. 
Though Gradio has limitations in detailed UI customization, it met 
our study’s needs to vary the response delay (using Gradio’s coding 
features) and explanatory styles. The retrieval-based prototype was 
configured for near-instantaneous replies, while the generation-
based prototype used a dynamic delay based on the formula of 
Holtgraves and Han [31] – 50 ms per response character. While 
Gradio can be integrated with real-time LLMs like ChatGPT, we 
preloaded answers for our controlled test setting, avoiding the 
unpredictability of real-time LLMs. We also standardized questions 
and responses to minimize any variables affecting user-chatbot 
interactions. By pressing a button, participants could preselect 
a question from a set, focusing on topics such as sustainability 
and history. We categorized questions into four groups based on 
their length and the length of their corresponding answers. Short 
questions contained less than ten words, and long questions around 
20. Short responses contained less than 25 words, whereas long
responses contained around 50 words. Both chatbot prototypes,
instant and dynamic response, display three dots commonly used
as typing indicators when generating the answer (displayed after
the textual justification). The chatbot prototypes are showcased
in Figure 2, exemplarily showing the retrieval-based chatbot with
the basic justification (Figure 2a) and the generation-based chatbot
with the detailed justification (Figure 2b).

3.4 Procedure 
Before initiating this pretest, we secured ethical clearance from 
TU Delft’s Human Research Ethics Committee (HREC, case ID 
3181). During the pretest phase, all participants were informed 
about the study process, data management, and anonymization 
policy and gave informed consent. The pretest was conducted as 

3 GitHub repository pre-test chatbot prototypes: https://github.com/MitterChar/
Chatbot-prototype
4 Gradio – https://www.gradio.app/, last accessed February 26th, 2024

a within-subject experiment. Participants engaged with chatbots 
at first in a no-justification control condition. Afterwards, we led 
them through all five justification scenarios described in Table 1 
(i.e., (1) Basic, (2) First-person, (3) Detail, (4) First-person combined
with Detail, (5) Humor) and two delay types (instant and dynamic),
resulting in 10 distinct conditions. We provided the definitions of 
social presence5 and subjective transparency6 to participants and
provided necessary explanations if the concepts were unclear. We 
decided against counterbalancing and presented the justification 
in order of increasing complexity as listed above to avoid bias and 
tasked participants with ranking them concerning perceived social 
presence and transparency, from lowest rank (5) to highest rank 
(1). Conclusively, we conducted a brief interview to capture their 
feedback on response delay justification clarity, comprehensibility, 
and other related factors. We analyzed the interviews using a light 
version of a thematic analysis to identify themes as well as shared 
and divided opinions on the justifications in the interview results. 

3.5 Sample and Recruitment 
We recruited ten participants (five identifying as male, five identi-
fying as female) on a voluntary basis (no compensation) from our 
university. All participants were master’s level students in engineer-
ing, aged 24 to 26 (𝑀 = 25, 𝑆𝐷 = .82). They were second-language 
English speakers but with advanced education (minimum bache-
lor’s degree), through which we expect sufficient English language 
proficiency for this study. Every participant reported previous ex-
perience with chatbots, predominantly using ChatGPT regularly in 
recent months. 

5 Definition of Social Presence by Short et al. [62]: “the degree of salience of the other
person in a mediated communication and the consequent salience of their interpersonal 
interactions”. The definition was adjusted over time, highlighting the ability of commu-
nication media to express sensations of warmth, personal connection, and sociability, 
without the need for direct human-to-human contact (cf. [24]).
6 Definition of Subjective Transparency: In the context of the advice-giving system,
Zhao et al. [74], distinguishes between objective transparency and subjective trans-
parency and define “objective transparency as the extent to which systems release
information about how they work, and subjective transparency as the extent to which 
users perceive such information is available”.

https://github.com/MitterChar/Chatbot-prototype
https://github.com/MitterChar/Chatbot-prototype
https://www.gradio.app/
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(a) Basic justification (b) Detail justification 

Figure 2: Screenshots of the retrieval-based chatbot prototype for two response delay justification conditions, Basic (left) and 
Detail (right). User input is shown in orange and chatbot responses are in grey. 

3.6 Results and Discussion 
The average user rankings revealed that justifications using a first-
person perspective (First-person, First-person + Detail) received the 
highest ratings on the social presence scale with a median ranking 
of 𝑀𝑑 = 2 for both conditions for instant and dynamic delay (see 
Figure 3b). For subjective transparency, the detailed conditions 
(Detail and First-person + Detail) were ranked highest with a median 
of 𝑀𝑑 = 2 for Detail (instant and dynamic), and a Median of 𝑀𝑑 = 2 
for First-person + Detail in the instant and 𝑀𝑑 = 1.5 in the dynamic 
delay condition (see Figure 3a). 

As reasoning for the high social presence rating of the First-
person conditions, P3, P4, P7, P8, and P10 mentioned that the de-
scriptions “I’m” and “for you” were warmer and could reduce social 
distance, providing a stronger feeling of social presence. These de-
scriptions made them believe there was an empathic technology 
helping them. At the same time, the plain justifications (Basic) felt 
like a machine (P1, P3-6). Regarding subjective transparency, partic-
ipants thought detailed justifications contained more information, 
thus improving subjective transparency on the workings of the chat-
bot. When comparing the justification type Detail and First-person 
+ detail, participants mentioned that again, the description “I’m” 
made them feel as if the chatbot was more transparent because 
it provided a vivid scenario in which there is a robot searching 
for or generating the answer for them (P4, P5). For example, P5 

mentioned, “[the chatbot] feels like a person [who] sits there for 
you, you give him/her orders, and then he/she finds the answer.” 
In addition, some participants thought the Basic justification made 
the chatbot more transparent, but others did not appreciate the 
objective style of talking. For example, P3 mentioned, “[...] I don’t 
think a cold machine is more transparent”. For the humorous justi-
fication, participants felt the chatbot had a strong personality but 
was joking too much, making them feel like it was fooling them, 
trying to hide the truth (P3) or was not sincere (P4, P8, P9). For 
example, P3 mentioned, “[...] it’s so humorous, I always feel like it’s 
hiding something”, and P8 states that “[...] (the Detail justification) 
is more sincere and true compared with [the Humor justification]”. 
Thus, the humorous justification did not perform well regarding 
subjective transparency. The humorous way of talking made partic-
ipants feel as if the chatbot was trying to make itself perform like a 
human but not close enough to pass as a human. This also reduced 
the feeling of social presence (P9). Since the humor justification 
was more creative than the other justifications, we consider this a 
limitation of our setup. 

3.7 Optimizations and Main Takeaways 
The pretest aimed to derive a set of textual justifications for re-
sponse delays caused by retrieval-based and generation-based chat-
bots that can create a feeling of social presence and transparency. In 
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Figure 3: User ranking of our justification types’ social presence and subjective transparency, distinguished by the two conditions 
instant and dynamic delay. 

the pretest, the First-person + Detail justification performed best re-
garding social presence and subjective transparency aspects. Thus, 
we selected the First-person + Detail justification for further evalua-
tion in our main test. Secondly, we optimized the statement based 
on the feedback from the pretest. On the one hand, participants 
cared about where the chatbot’s answer came from – especially 
when interacting with the generation-based (dynamic delay) chat-
bot. They cared about the timeliness/version of the underlying 
model (P5), i.e., ensuring the chatbot is up-to-date. Furthermore, 
the words “pre-trained model” in the Detail justification confused 
at least one user (P2) and reduced the feeling of social presence in 
another (P10). Thus, we replaced the phrase “generate the answer 
from the pre-trained model” in the First-person detail justification 
of the generation-based chatbot with the phrase “generate the an-
swer from my latest AI model”. To match the sentence structure 
of the generation-based chatbot, we revised the word order of the 
retrieval-based chatbot’s justification as well (see Table 1). Thirdly, 
eight out of ten participants felt the response delay for the dy-
namic delay condition was too long. Hence, we adjusted our way of 
calculating response delays using the adapted equation proposed 
by Gnewuch et al. [28], which will be explained in more detail in 
the main test section. Lastly, regarding the interface design, par-
ticipants felt the distinction between the justification text and the 
actual answer was not obvious and created confusion (P2, P4, P8, 
P9). Thus, we will also adjust the interface, specifically the way of 
presenting the justifications. 

4 MAIN STUDY 

4.1 Experimental Setup 
To investigate our research questions on the influence of response 
delay and response delay justifications on users’ trust in chatbots, 
we conducted a second study, which took place in July 2023. In this 

study, participants experienced chatbots in two response delays (in-
stant vs. dynamic), with and without response delay justifications, 
i.e., following a 2 × 2 design, resulting in four study conditions. In a 
between-subject design, participants randomly interacted with one 
of the four conditions and evaluated their experience concerning 
perceived social presence, subjective transparency, and trust to-
ward the chatbot (dependent variables). As described in the related 
work section, research has already proven certain relationships 
among response delay, justifications, subjective transparency, so-
cial presence, and trust (cf. our research model in Figure 1. In this 
study, we aim to confirm these relationships and further expect to 
find that our manipulated response delays and newly introduced 
justifications create the following effects: 
H1a Justifying the chatbot’s response delay will increase 

the subjective transparency of the chatbot. 

With this hypothesis, we aim to test if the justifications we designed 
actually make the chatbot’s workings more understandable (cf. 
RQ2). Specifically, we expect the justifications to indicate to the 
user if the chatbot follows a retrieval-based or generative approach. 
By doing so, users receive an explanation of why instant responses 
are provided so quickly and why dynamic responses take longer, 
depending on the answer length. Thus, the chatbot will, in both 
conditions, become more transparent and, with this, also more 
trustworthy with the justifications. 
H1b Justifying the chatbot’s response delay will moderate 

the effect between response delay and trust. 

Based on prior work by Gnewuch et al. [28] and Choedak [9], we 
expect that users will trust the chatbot more when using a dynamic 
response delay than an instant response delay (cf. RQ1). We expect 
justifications to even out this difference, as they help to justify 
the quick response time. Thus, we expect justifications to increase 
users’ trust more in the instant than in the dynamic condition (cf. 
RQ2). 
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4.2 Prototype 
The chatbot used in this main test is an optimized version of the 
pretest chatbot (see Figure 4). We optimized the response delay 
and justifications as explained below (see also Subsection 3.7 for 
an in-depth justification of our changes). 

4.2.1 Response Delay. To optimize the response delay for the dy-
namic delay condition, we now consider the calculation by Gnewuch 
et al. [28], which is based on the sentence complexity and response 
length. The complexity (C) of the language used in each message is 
aligned with the formula of Kincaid et al. [37] for one sentence: 
𝐶 (𝑠) = 0.39×(total words)+11.8×(total syllables/total words)−15.59 

(1) 
The complexity values can range from -3.40 to positive infinity. 
Based on this, the time delay (D) was calculated in seconds based 
on the complexity value (C(s)) of a sentence: 

𝐷 (𝑠) = 0.2 × 𝑙𝑛 (𝐶 (𝑠 ) + 0.5) + 0.5 for 𝐶 (𝑠 ) > 0 (2) 
In addition to this delay, we must add a minimum data transmission 
time of 200 to 400 ms, similar to current real-world chatbot applica-
tions [29]. We must consider an estimate of 100 ms for the technical 
delay caused by Gradio in selecting and printing the response. Thus, 
the final calculations of the total delays are: 

Total Delay Static = Internet delay + Technical delay 
Total Delay Dynamic = SUM(D(s)) + Internet delay + Tech-
nical delay 

For an example chatbot response from the study7 , given a 200ms 
transmission time, the total delay static would be 0.3 seconds, while 
the total delay dynamic would add up to 3.877 seconds. 

4.2.2 Revised Justifications for Response Delay. As a result of the 
pretest, we generate a revised set of textual justifications for the 
instant and dynamic response delay conditions: 

Instant Delay: “I am searching for the answer that matches 
your question intent most in my knowledge base.” 
Dynamic Delay: “I am using your question as a prompt to 
generate the answer from my latest AI model.” 

The justifications themselves were sent only with the unavoid-
able technical delay by Gradio and appeared immediately in the 
conversation window. 

4.2.3 Material. The pretest showed that participants engaged with 
the chatbot by posing queries unrelated to the subject. To control 
users’ experience in this main study, we utilized pre-recorded videos 
that depicted user chatbot interactions as our experimental stimuli. 
Participants were instructed to view these videos and follow the 
conversation closely. While this procedure improves our control 
over the experiment, it potentially influences users’ experience. We 
will elaborate on potential effects in the discussion section. 

The focus of the chatbot conversation we recorded was on astron-
omy. In contrast to the themes in the pretest, history and sustain-
ability, we expect less familiarity with the subject. This was meant 
to hinder participants in assessing the chatbot’s response quality 

7 Example chatbot response from the main study: “A supernova is a large explosion 
that takes place at the end of a star’s life cycle. It occurs when there’s a change in the 
core, or center, of a star. This change can happen in two different ways, with both 
resulting in a supernova. It’s the largest explosion that takes place in space and can 
shine as brightly as an entire galaxy of billions of normal stars.” 

and accuracy, thereby focussing their evaluation of its trustwor-
thiness on the interaction and justifications. The main experiment 
involved five rounds of recorded interaction between the user and 
chatbot, including starting and concluding messages and three 
astronomy-related queries, thus resulting in videos between 1:12 
min (minimum, instant no justification) and 1:31 min (maximum, 
dynamic with justification). A sample interaction is illustrated in 
Figure 48 . To generate these texts, we used ChatGPT version 3.5. 
We used a script to automate the typing and sending of messages 
to generate the video recording of the dialogues. The time interval 
between each keystroke was randomized between 20 ms and 100 
ms to imitate the irregularities in human typing. The source code 
for the main test chatbot prototype and the auto-filling script is 
publicly accessible on Github9 . 

4.3 Procedure 
For our study, we utilized our University’s instance of the sur-
vey platform Qualtrics10 integrated with Prolific11 for participant 
recruitment. Participants were informed about the study data man-
agement (ensuring GDPR) and provided informed consent to pro-
ceed12 . They were informed about the study’s general purpose 
(to evaluate the interaction design of the presented chatbot) and 
procedure and randomly assigned to one of the four experimental 
conditions. Subsequently, participants were asked to attentively 
watch the video of the recorded chatbot interaction of the respec-
tive condition and responded to a set of questionnaires (consistent 
across conditions). To ensure participants’ attention, we included 
control questions (e.g., “I swim across the Atlantic Ocean to com-
mute daily”). The expected answer was a (strong) disagreement, 
indicating that participants were paying attention. We also inserted 
two questions related to the video’s content to check if partici-
pants attentively followed the conversation displayed in the video. 
All participants successfully answered these questions. The study 
started with the video stimuli to ensure high attention levels. Sub-
sequently, we provided several questionnaires and assessed demo-
graphic information. The questionnaire list included: perceived 
delay manipulation check [22], social presence [23], subjective 
transparency [74], trust [8], chatbot experience [29], astronomy 
proficiency self-assessment, and the Affinity for Technology Inter-
action (ATI) scale [20] (full list in Table 3 in Appendix). To maintain 
confidentiality, we fully anonymized all data and assigned random 
participant IDs. 

A trial run suggested that participants would take, on average, 
six minutes to finish. In line with Prolific’s fair payment guidelines, 
which recommend a minimum of USD ($) 6.50/h, we decided on a 
$1.25 incentive for the whole study. The median time for completing 
the survey, as reported by Prolific after study completion, was 06:01 
minutes, resulting in an average hourly compensation of $12.50. 

8 The complete conversation flows for all conditions are provided as complementary 
material. 
9 GitHub Repository main study chatbot prototype: https://github.com/MitterChar/ 
Chatbot-prototype
10 Qualtrics – https://www.qualtrics.com/ – last accessed February 26th, 2024 
11 Prolific – https://www.prolific.co/
12 We received ethical approval by TU Delft’s human research ethics committee (HREC) 
before the start of the study, case ID 3181. 

https://github.com/MitterChar/Chatbot-prototype
https://github.com/MitterChar/Chatbot-prototype
https://www.qualtrics.com/
https://www.prolific.co/
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(a) Experimental Condition (with justification) (b) Control Condition (no justification) 

Figure 4: Chatbot interfaces for the two conditions in our study. 

4.4 Participants & Sample Size Calculation 
We recruited participants through Prolific. Respondents were prompted 
to complete the study using a PC or laptop, as the text in the chatbot 
conversation in the videos might become hard to read on mobile 
devices. An apriori power analysis conducted with G*Power [16] 
indicated that at a 0.05 significance level, we needed a minimum 
of 179 respondents to attain a statistical power of 0.80 in a non-
parametric Mann-Whitney U tests, assuming a medium effect size 
(𝑓 = 0.25). For an ANOVA with main effects and interactions, attain-
ing medium to large effects (𝑓 = 0.3) would require 191 participants. 
In total, 201 people participated in our research. Since the chatbot 
conversation’s language was English, we targeted participants from 
English-speaking countries (US, Canada, UK) and asked them addi-
tionally to self-report their English proficiency. We excluded four 
participants who reported intermediate and advanced proficiency 
and only retained participants fluent in English (11) or native speak-
ers (186). The concluding sample consisted of 197 participants: 94 
identifying as male, 93 identifying as female, seven identifying as 
non-binary or third gender, and three choosing not to disclose their 
gender. Their age spanned from 19 to 54 with an average age of 
34.42 (𝑆𝐷 = 10.30). Around 30% of our participants stated having a 
high school diploma or equivalent, 45% a bachelor’s degree, 12% an 

associate’s degree, and 10% a master’s degree. An additional four 
participants held professional degrees, and two had a doctorate. 
Our sample rated their affinity for technology interaction (ATI) as 
fairly high, with an average of 4.81 (𝑆𝐷 = 0.84) (on a 7-point Likert 
scale, max seven). This tendency is also reflected in participants’ 
reported experience with chatbots (𝑀 = 4.57, 𝑆𝐷 = 1.43, 7-point 
Likert scale, max seven). In contrast, our participants stated only 
to have little astronomy knowledge (𝑀 = 2.51, 𝑆𝐷 = 1.42, 7-point 
Likert scale, max seven). 

4.5 Data Processing 
We performed an outlier analysis calculating the Mahalanobis Dis-
tance [44] for our target variable trust and identified three partici-
pants with a probability of less than .001, which we removed from 
our dataset (final sample size of 𝑁 = 194). After removing outliers, 
the group sizes ranged from 46 to 51 people per condition, result-
ing in an almost equal distribution of participants across stimuli 
conditions. 

All our questionnaires use Likert scales, which produce ordinal 
data. However, the data can be assumed interval scaled if certain 
precautions are applied, such as (1) using a high-point scale (seven 
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in our case), (2) only presenting participants with textual interpre-
tations for the min and max value (strongly disagree to strongly 
agree), and (3) averaging scales across multiple items [52]. To follow 
precaution (3), we created sum values for each questionnaire. For 
that purpose, we first calculated Cronbach’s Alpha for the scales 
trust (𝑁 = 197, four items, 𝛼 = .881), subjective transparency 
(𝑁 = 197, three items, 𝛼 = .920), and social presence (𝑁 = 197, five 
items, 𝛼 = .952). All resulting alpha levels were very high, meaning 
the items of each questionnaire appear to be measuring the same 
construct; thus, we can aggregate the questionnaires’ items and use 
the average across all items as a cumulative value for each scale. 
Since, in our case, all three assumptions described above have been 
met, we can consider our data interval scaled. 

We assessed our data for normality with Shapiro-Wilk tests, 
finding that trust, social presence, subjective transparency, and 
response speed did not follow a normal distribution. Levene’s test 
indicated no homogeneity of variance (.033) for trust and response 
speed but not for social presence and subjective transparency. Given 
our large and equally sized groups, t-tests and ANOVAs remain 
reliable despite these deviations [77]. 

4.6 Results 
4.6.1 Manipulation Check. To assess the effectiveness of our ma-
nipulation of the chatbot’s response speed, we analysed partici-
pants’ rating of perceived response speed (item “I felt the response 
time for the chatbot to answer my question is...”, assessed on a 
7-point Likert scale from 1 = “very slow” to 7= “very fast”). An 
independent sample t-test showed that participants exposed to 
the instant delay condition perceived the chatbot as respond-
ing significantly faster (𝑀 = 6.43, 𝑆𝐷 = 1.15) as compared 
to those in the dynamic delay condition (𝑀 = 5.65, 𝑆𝐷 = 1.27; 
𝑡 (189.93) = −4.576, 𝑝 < .001, Cohen’s d of .65813). While we can 
consider our manipulation successful, it also has to be noted that 
both conditions were rated as relatively fast. Figure 5a presents 
a visualization depicting variations in perceived response speed 
across the two response delay conditions. 

4.6.2 Effect of Response Delay on Social Presence, Subjective Trans-
parency, and Trust. When considering all four conditions (with 
and without justifications), our participants reported the social 
presence of the instant response delay chatbot conditions on av-
erage at 2.75 (𝑆 𝐷 = 1.53, 7-point Likert scale from 1 indicating 
low social presence to 7 indicating high social presence) and for 
the dynamic delay conditions minimally lower at 2.67 (𝑆𝐷 = 1.40), 
see Figures 6a. An independent sample t-test showed no signif-
icant difference among the instant and delayed response 
conditions on how users perceived the chatbot in its social 
presence (𝑡 (1, 192) = −.282, 𝑝 = .389). Similarly, another inde-
pendent sample t-test showed no difference between instant 
and dynamic response delay on subjective transparency of 
the chatbot (𝑡 (1, 192) = −.417, 𝑝 = .339). For the instant delay 
conditions, subjective transparency was rated on average at 3.63 
(𝑆𝐷 = 1.79) and marginally lower for the dynamic delay condition 
at 3.52 (𝑆𝐷 = 1.83), see Figure 6b. Lastly, no effect was found on 

13 For Cohen’s d in t-tests, Correll et al. [11] define 0.2 as small effect, 0.5 as medium 
effect, and 0.8 as large effect. 

users’ trust in the chatbot between the instant and dynamic de-
lay condition (𝑡 (1, 192) = .309, 𝑝 = .379), only within the instant 
condition, see Figure 6c. When looking only at the two control 
conditions that did not have justifications, an independent sample 
t-test revealed a significant difference in trust between the instant 
and dynamic condition (𝑡 (1, 81) = 1.725, 𝑝 = .044, Cohen’s d of 
.353), i.e. the trust in the dynamic (no justification) condition was 
higher (𝑀 = 5.91, 𝑆𝐷 = 0.719) than the trust in the instant (no 
justification) condition (𝑀 = 5.58, 𝑆𝐷 = 1.10). No effects are ob-
served when directly comparing the two conditions that include 
justifications. 

4.6.3 Effect of Justifications on Social Presence, Subjective Trans-
parency, and Trust. To investigate whether the justifications affected 
our dependent variables presence, transparency, and trust, we again 
conducted independent sample t-tests. We found no significant dif-
ferences in the social presence (𝑡 (1, 188) = −.439, 𝑝 = .331) and 
on trust(𝑡 (1, 192) = 1.338, 𝑝 = .091). However, we found a sig-
nificant difference in subjective transparency (𝑡 (1, 192) = −2.095, 
𝑝 = .019, Cohen’s d of .301). Participants rated the transparency 
in the justification conditions (instant and dynamic) signifi-
cantly higher (𝑀 = 3.84, 𝑆𝐷 = 1.89) compared to the condition 
without justifications (𝑀 = 3.30, 𝑆𝐷 = 1.68). When looking 
into the individual items of the scale (see Table 3 in Appendix) 
using independent sample t-tests, we see significant differences 
in the items T2 (“The chatbot is capable at addressing my issues”, 
𝑡 (1, 192) = −1.796, 𝑝 = .037, Cohen’s d of .258), ST1 (“I can access 
a great deal of information that explains how the system works”, 
𝑡 (1, 192) = −2.182, 𝑝 = .015, Cohen’s d of .314) and ST3 (“I felt that 
the amount of available information regarding the system’s reasoning 
is large”, 𝑡 (1, 192) = −2.019, 𝑝 = .022, Cohen’s d of .290). For all 
three items, participants’ rating was higher for the condition with 
a justification than without. Thus, we consider our H1a confirmed. 

4.6.4 Effect of Justifications on Mediating the Relationship between 
Response Delay and Trust. To investigate a potential interaction 
effect between response delay and justifications, we conducted a 
two-way ANOVA. There was a statistically significant interaction 
between the effects of response delay and justification availability 
on trust (𝐹 (1, 190) = 4.112, 𝑝 = .044, partial 𝜂 2 = .02114 , see 
Figure 5b). A follow-up simple main effects analysis showed that 
trust was higher in the instant condition with justifications 
than without justifications (𝑝 = .018), but there was no effect of 
justifications in the dynamic condition (𝑝 = .619). When looking 
at the descriptive data, we see that in the instant delay conditions, 
the trust rating was significantly higher when justifications were 
present (𝑀 = 6.04, 𝑆𝐷 = 0.95) than when they were not present 
(𝑀 = 5.58, 𝑆 𝐷 = 1.10). In the dynamic response delay conditions, 
trust was rated minimally lower in the condition with justifications 
(𝑀 = 5.81, 𝑆 𝐷 = 1.02) as compared to without justifications (𝑀 = 
5.91, 𝑆𝐷 = 0.72). We consider H1b partially confirmed, as the 
mediating effect of justifications is only occurring in one of our 
conditions. 

14 Can be benchmarked against Cohen’s ([10], pp. 278–280) criteria [58]: 0.2 as small 
effect, 0.5 as medium effect, and 0.8 as large effect. 
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Figure 6: Boxplots of our three dependent variables (a) social presence, (b) subjective transparency, and (c) trust, and how they 
are affected by our independent variables response delay and justification availability. The statistically significant differences 
are indicated by * as 𝑝 < .05. 

4.6.5 Other Effects. During our analysis, we noticed that chatbot 
experience is significantly correlated with the rating of sub-
jective transparency. While the Pearson correlation is also fairly 
robust toward violating the normality assumption, we here opted 
for a Spearman’s correlation as it is recommended as better suited 

if we can not assume that the data has a linear relationship and if 
outliers are present [12]. The two variables are positively correlated 
(𝑟 (194) = .239, 𝑝 < .001), and the analysis shows a moderate effect 
strength of .239. 
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Furthermore, a Spearman’s Rho correlation test revealed signifi-
cant correlations between trust and social presence (r(195)=.165, 
𝑝 = .021), trust and subjective transparency (𝑟 (195) = .247, 
𝑝 < .001) as well as social presence and subjective transparency 
(𝑟 (195) = .216, 𝑝 = .002). Thus, the perception of all three constructs 
appears to be positively related in our study. 

5 DISCUSSION 
The main goal of our work was to explore the influence of response 
delay and justifications on users’ trust, as well as observe effects 
on social presence and subjective transparency as related concepts. 
Based on our research model (Figure 1), we hypothesized that pro-
viding justifications about the response delay would improve chat-
bot transparency and increase users’ trust for both settings (instant 
vs. dynamic response delay). We were able to confirm the positive 
effect of justifications on subjective transparency (H1a) but only 
see a positive mediating effect of justifications on trust for the in-
stant response delay condition (H1b). We will discuss our findings 
and implications towards the design of trustworthy chatbots using 
response delay and justifications as social cues. 

5.1 Response delay as a trust-enhancing design 
feature 

Our statistical analysis showed no significant difference between 
the instant and delayed response conditions on how users per-
ceived the chatbot in its social presence, subjective transparency, 
and trust. However, the positive correlation between social pres-
ence and trust indicates that users who perceived a greater social 
presence from the chatbot tended to trust it more [39, 75]. This 
highlights the need to enhance the sense of social presence in chat-
bot interactions [64]. Our results also showed a correlation between 
perceived response delay and user trust, indicating that users are 
more likely to trust the chatbot that was perceived to respond fast. 
However, previous studies indicate that dynamic response delay 
can significantly increase user trust in the chatbot compared to 
instant responses [9]. Considering these diverging results, more 
research is needed looking into comparing more fine-grained levels 
of response delay but also the manipulation of other design choices 
such as output presentation (cf. Kojima et al. [38]) to ultimately 
derive insights towards using response delay as a trust-enhancing 
design feature. An important aspect while designing response delay 
in chatbots is to improve users’ perception of the response delay. 
Our analysis showed that participants exposed to the instant delay 
condition perceived the chatbot’s responses as significantly faster 
than the dynamic response. To improve users’ experience, design 
components such as images, text, progress bar, background color, 
or multimedia can be used to influence users’ perceived waiting 
time (PWT) [43]. 

5.2 Justifications as a trust-enhancing design 
feature. 

In our study, justifications were used to make the chatbot transpar-
ent in terms of its response generation process. More specifically, 
the retrieval-based chatbot justifies its ability to provide a nearly 
instant response by describing the process of retrieving the most 

appropriate response. Similarly, the generation-based chatbot jus-
tifies the response delay by describing the dynamic generation of 
a response. While our results indicate that explaining the delay, 
whether instant or dynamic, does not significantly influence trust 
levels, a statistically significant interaction effect was found be-
tween justifications and the response delay conditions, indicating 
that providing a justification can significantly increase the trust 
levels of a retrieval-based chatbot (instant responses). However, 
in the dynamic response group, justifications did not significantly 
affect trust. This could indicate that providing an instant response 
requires a justification (explanation), while the delay for dynamic 
responses can be self-explanatory. One explanation of this effect is 
the pervasiveness and current hype around generation-based chat-
bots such as ChatGPT, which can only provide delayed responses 
since the model needs to generate the response based on the user’s 
input. Following the assumption that dynamic response delays can 
increase user trust [9, 29], users may perceive dynamic responses 
as the default setting of generation-based chatbots. Thus, justifica-
tions would be less crucial to reach a sufficient level of trust. On 
the other hand, receiving an immediate response (from a retrieval-
based chatbot) may require further justification about the system’s 
functionality, i.e., explaining why the response is so fast or how the 
system generates the response. Furthermore, our analysis shows an 
effect of justifications on subjective transparency but not directly 
on trust. Subjective transparency positively affected user trust, with 
participants expressing higher trust when the chatbot explained its 
responses. Our study replicates the positive correlation between 
subjective transparency and user trust, emphasizing the importance 
of designing transparent chatbot-based systems. In our study, justi-
fications were used to explain the response delay, which is a narrow 
aspect of a human-chatbot interaction. Explaining other chatbot 
functionalities, including the quality of the response, can build a 
sense of transparency and likely lead to more trust in the chatbot. 
Focusing on the design of justifications, the goal of the pretest was 
to identify which justification type has a larger effect on social 
presence and subjective transparency. While the First-person + De-
tail justification ranked best for both delay conditions regarding 
these two facets, further research is needed to explore other design 
options for effective justifications in chatbot-based systems. 

5.3 Is “one-design-fits-all” appropriate for 
trust-enhancing chatbots? 

One of the main challenges while designing chatbot-based systems 
that use social cues is the variability of the mental models users 
build when interacting with a chatbot [53]. Mental models are “cog-
nitive constructs that guide the user’s understanding of the system, 
and how to operate it” [61]. In our study, we use measures related to 
how users perceive different chatbot aspects, including subjective 
measures for transparency, response delay, and social presence. We 
investigated how justifications and response delays can be used 
as social cues to enhance user’s trust. The marginal interaction 
effect between delay type and justification on trust suggests a nu-
anced relationship. While it is evident that subjective transparency 
positively correlates to users’ trust, more exploration is needed to in-
vestigate how to enhance subjective transparency using social cues. 
Chatbot designers need to consider the different mental models that 
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Table 2: Overview of Spearman Correlations. Significant correlations with a p-value < .05 are marked by an ∗ . Spearman’s 
Rho can take values between -1 and +1, where 0 indicates no association, +1 is a perfect positive, and -1 is a perfect negative 
association [25]. 

Subjective Social Presence Trust Experience with 
Transparency Chatbots 

Subjective Transparency - 𝑟 (195) = .216, 𝑝 = .002∗ 𝑟 (195) = .247, 𝑝 < .001∗ 𝑟 (194) = .239, 𝑝 < .001∗ 

Social Presence 𝑟 (195) = .216, 𝑝 = .002∗ - 𝑟 (195) = .165, 𝑝 = .021 
Trust 𝑟 (195) = .247, 𝑝 < .001∗ 𝑟 (195) = .165, 𝑝 = .021 -
Experience with Chatbots 𝑟 (194) = .239, 𝑝 < .001∗ -

users can build during their interaction, as well as how different 
users may perceive the designed social cues. Furthermore, user 
expectations and their abilities to build mental models can change 
as users get more experienced and familiarized with chatbots. Such 
differences in user characteristics highlight the need to shift from 
a “one-design-fits-all” approach towards developing chatbots that 
can be adapted to individual user characteristics, preferences and 
contextual information [29]. Since chatbots are frequently designed 
to interact with different types and groups of users, chatbot fea-
tures should be designed considering such user characteristics at 
a community level. Either based on a user profile or an individual 
level, adaptive learning could allow chatbots to learn from prior 
interactions with a user (group) and create more personalized re-
sponses and behaviour patterns. Participatory Design (PD) can be 
used to involve different stakeholders and potential users in the 
design process to design community-based AI systems [40]. While 
this work focussed on a broad sample and use case, testing response 
behaviour in a specific context can provide further insights into 
the target group’s preferences. 

6 LIMITATIONS AND FUTURE WORK 
As appropriate for a study exploring a novel concept such as textual 
justifications for response delay, our experiment has several limita-
tions: We tested a limited set of justifications with two chatbot types, 
leaving the generalizability to other combinations, delay lengths, or 
response presentation modes (such as word-by-word presentation) 
for future research. As described in the discussion section, a one-
size-fits-all approach, in which one justification is presented for 
every response, will likely not hold up in realistic scenarios. Instead, 
we recommend that future work explores conversation-adaptive 
justifications to provide more transparency in the answer gener-
ation, for example, by considering input and response length and 
complexity, similar to delays in human communication. The focus 
of this study was, however, a first exploration of users’ perceptions 
of justifications for response delay. Thus, adaptive justifications 
were out of the scope of this work. 

Further, we used video recordings of chatbot interactions as ma-
terial for our study instead of a live interaction. While this was 
necessary to control the content of the conversation, we see a need 
for investigating response delays and justifications in realistic situa-
tions. In live chatbot interactions, users have direct control over the 
conversation flow, which could influence their perception of agency, 
the thoroughness with which participants read and process the text 
output, and, as a consequence, the perceived chatbot responsiveness 

and capabilities. Active participation might also affect the user’s 
emotional engagement and, hereby, their trust in the chatbot. While 
all conditions were affected equally by this experimental setup, we 
see a need for future research to consider a within-subject study 
design that allows participants to engage with chatbots in real time, 
offering a more interactive and authentic experience. 

Lastly, we acknowledge that while we could show that our two 
response delay conditions were perceived as significantly different, 
they were both still perceived as relatively fast. This could explain 
the absence of general effects observed between instant and dy-
namic conditions on all dependent variables (trust, presence, and 
transparency). We recommend further research exploring a wider 
range of conditions. 

7 CONCLUSION 
The increasing use of chatbots in many domains has underlined 
the need for more transparency in and through the design of such 
AI technology. Our study investigated the use of justifications, a 
form of textual explanation, for response delays and their impact 
on users’ perceptions of social presence, subjective transparency, 
and trust. Our results show that the relationship is complex. Firstly, 
while the response delay itself – be it instant or dynamic – did not 
affect the chatbot’s perceived social presence or subjective trans-
parency, there was an interesting effect of justifications. Specifically, 
justifications led to an enhanced sense of subjective transparency 
across both the instant and dynamic response delay conditions, 
showing the importance of providing justification for a chatbot’s 
response speed. Moreover, our findings suggest an interaction be-
tween response delay and justifications concerning trust. While 
justifications increased trust for instant response delays, they had 
no significant impact on the dynamic delay condition. This under-
lines the complexity of this relationship and creates the need for 
further studies to understand users’ impressions and experiences 
in the two response conditions. These results also emphasize the 
need for designers and developers to prioritize transparency for the 
answer generation process, especially when the chatbot’s responses 
are immediate, and consider response speed not just a fixed factor 
but potentially a design choice. 
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A MAIN STUDY QUESTIONNAIRE 
The questionnaires deployed in the main study are presented in Table 3. For trust, social presence, subjective transparency, and affinity for 
technology interaction, we opted for validated questionnaires. For the chatbot experience and the manipulation check, we created new items 
based on similar existing questions used in prior work. The items for astronomy knowledge were specifically designed for the purpose of 
this study. 

Table 3: Items used in the main study questionnaire and their references. All questionnaires except for the manipulation check 
applied 7-point Likert scales from 1 = “strongly disagree”; 7 = “strongly agree”). 

Item Reference 
Social Presence Gefen & Staub [23] 

SP1 I felt a sense of human contact with the chatbot. 
SP2 I felt a sense of personalness with the chatbot. 
SP3 I felt a sense of sociability with the chatbot. 
SP4 I felt a sense of human warmth with the chatbot. 
SP5 I felt a sense of human sensitivity with the chatbot. 
Subjective Transparency Zhao et al. [74] 
ST1 I can access a great deal of information that explains how the system works. 
ST2 I can see plenty of information about the system’s inner logic. 
ST3 I felt that the amount of available information regarding the system’s reasoning is large. 
Trust Cheng et al. [8] 
T1 I felt the chatbot is honest and truthful. 
T2 I felt the chatbot is capable of addressing my issues. 
T3 I felt the chatbot’s behavior and response can meet my expectations. 
T4 I trust the answers provided by chatbots. 
Previous Chatbot Experience Gnewuch et al. [29] 
PCE1 I am familiar with chatbot technologies. 
PCE2 I use chatbots frequently. 
Astronomy Knowledge n.a. 
AK1 I have a lot to say regarding astronomy. 
AK2 I know a lot about astronomy. 
ATI – Affinity for Technology Interaction Franke et al. [20] 
ATI1 I like to occupy myself in greater detail with technical systems. 
ATI2 I like testing the functions of new technical systems. 
ATI3 I predominantly deal with technical systems because I have to. 
ATI4 When I have a new technical system in front of me, I try it out intensively. 
ATI5 I enjoy spending time becoming acquainted with a new technical system. 
ATI6 It is enough for me that a technical system works; I don’t care how or why. 
ATI7 I try to understand how a technical system exactly works. 
ATI8 It is enough for me to know the basic functions of a technical system. 
ATI9 I try to make full use of the capabilities of a technical system. 
Manipulation Check (7-point Likert scale, 1 = “very slow”; 7 = “very fast”) Galletta et al. [22] 
MC1 I felt the response time for the chatbot to answer my question is... 
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