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Abstract
Typeface design plays a vital role in graphic and communication de-
sign. Different typefaces are suitable for different contexts and can
convey different emotions and messages. Typeface design still relies
on skilled designers to create unique styles for specific needs. Re-
cently, generative adversarial networks (GANs) have been applied
to typeface generation, but these methods face challenges due to
the high annotation requirements of typeface generation datasets,
which are difficult to obtain. Furthermore, machine-generated type-
faces often fail to meet designers’ specific requirements, as dataset
annotations limit the diversity of the generated typefaces. In re-
sponse to these limitations in current typeface generation models,
we propose an alternative approach to the task. Instead of rely-
ing on dataset-provided annotations to define the typeface style
vector, we introduce a transformer-based language model to learn
the mapping between a typeface style description and the corre-
sponding style vector. We evaluated the proposed model using both
existing and newly created style descriptions. Results indicate that
the model can generate high-quality, patent-free typefaces based
on the input style descriptions provided by designers. The code is
available at: https://github.com/tqxg2018/Description2Typeface
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1 Introduction
Designing and creating a new typeface style currently requires the
participation of professional typographic designers, as they must
combine experience, expertise, and creativity to meet specific de-
sign requirements and application scenarios. Fully automating this
process remains a challenge in computer vision. This paper intro-
duces a new typeface generation model by incorporating natural
language processing into GAN models to address these issues. Our
model significantly reduces the need for professional typographers
in the typeface design process, enabling everyday users to cre-
ate patent-free, custom typefaces based on their own descriptions.
Additionally, the proposed model can generate typefaces aligned
with designers’ requirements, offering inspiration and support to
professional designers for their creative tasks.
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Figure 1: The overall structure of the proposed Description2Typeface. The model aims to generate a styled Typeface image from
an input style description and structure image. The downsample blocks and pre-trained language model encode the structure
and style separately, feeding them into upsample blocks to produce the result. The discriminator evaluates the authenticity of
the generated image.

The primary limitations of GAN-based typeface generation are
the lack of a well-annotated dataset, the inability to tailor outputs
to specific application scenarios, and the absence of research con-
necting typeface style descriptions with style vectors. To overcome
these challenges, we propose Description2Typeface, a model that
allows users to generate description-specific typeface styles. First,
collecting general style descriptions is easier than sourcing finely
annotated attributes. Using data from the Fang Zheng Zi Ku website,
we compiled a new dataset of 400 TTF files with corresponding Chi-
nese style descriptions. Second, we assume that a language model
can learn the relationship between typeface styles and their descrip-
tions. Based on this, we introduce a transformer-based, pre-trained
language model to map typeface style descriptions to style vectors.
Finally, we train a GANs model to transform a given structural
typeface image into any style described by the input. During infer-
ence, the style encoder encodes a description into a style vector,
while the generative model uses a structural typeface image and
encodes it into a structure vector. By combining the style vector
with the structure vector, the model generates a styled typeface
image corresponding to the description. The architecture of our
model allows users to enter Chinese descriptions of any length,
with the language model ensuring robust generation results. Exper-
imental results on test sets and randomly generated descriptions
demonstrate the model’s ability to produce high-quality, custom
typefaces. Additionally, a user study involving 10 participants in
a poster design task indicates that the model effectively generates
typeface images with specific styles, assisting both designers and
non-designers in their design tasks.

Our main contributions are as follows:

(1) Our model generates high-quality, patent-free typeface im-
ages based on a given description, offering substantial bene-
fits to both casual users and professional designers.

(2) This paper introduces a transformer-based, pre-trained lan-
guage model designed to learn the mapping between type-
face style descriptions and style vectors.

(3) This paper introduces a new typeface dataset consisting of
400 styles and their corresponding descriptions, offering a
novel pathway for typeface image generation.

2 Related Work
2.1 Image Synthesis and Style Transfer
Image synthesis generates realistic images using computer graphics
and vision methods, particularly through GANs [Goodfellow et al.
2014] and diffusion models [Rombach et al. 2022]. Style transfer,
a subtask of image synthesis, requires style input, exemplified by
Isola et al.’s [Isola et al. 2017] pix2pix framework using CNNs to
extract and apply style features. Zhu et al. [Zhu et al. 2017] intro-
duced CycleGAN for unpaired style transfer, while Karras et al.
[Karras et al. 2019] developed a mapping network for controlled
face generation. He et al. [He et al. 2019], Liu et al. [Liu et al. 2019a],
and Wu et al. [Wu et al. 2019] further explored attribute-controlled
generation. Yang et al. [Yang et al. 2022] proposed a GAN-based
method for realistic embroidery synthesis, addressing color shift
and texture issues.

2.2 Language Pre-trained Models
Natural-language processing models are used to understand and
analyse sentences. The traditional deep-learning language model
usually utilises a recurrent neural network (RNN) as its key compo-
nent. However, the recently proposed transformer layer has turned
out to be more promising in natural-language processing studies.
Bidirectional Encoder Representations from Transformers (BERT)
[Devlin et al. 2018] is an effective framework that feeds both left
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and right contexts into the transformer layers to learn the deep
bidirectional representations. Enhanced Representation through
kNowledge IntEgration (ERNIE) [Sun et al. 2019] is a new masking
strategy for the model training process. Efficiently Learning an
Encoder that Classifiers Token Replacements Accurately (ELEC-
TRA) [Clark et al. 2020] uses the Masked Language Model (MLM)
as the generator which predicts the masked token. Then, a separate
discriminator network predicts the accuracy of the generated token.
The Robustly Optimized BERT Pretraining Approach (RoBERTa)
[Liu et al. 2019b] fully manifests the power of the original BERT by
heavily experimenting with each component of the training pro-
cess. To further explore the performance and generation of BERT
in other languages, Cui et al. [Cui et al. 2020, 2021], Sun et al. [Sun
et al. 2021], and Li et al. [Li et al. 2022] tried to adjust the popular
pre-trained language model for the Chinese language on tasks such
as machine reading comprehension, text classification, etc.

2.3 Typeface and Font Generation
Typeface design involves creating a cohesive set of characters with
consistent visual features and stylistic elements, forming a unified
family, such as Times New Roman or Helvetica. Font design, on
the other hand, focuses on the specific implementation of a type-
face, including variations in size, weight, and style (e.g., bold, italic)
for use in digital or physical formats. Numerous workflows and
methods have been proposed for both typeface and font design.
Recently, several approaches have framed this as a typeface genera-
tion problem, which can be effectively addressed using techniques
from computer graphics and computer vision.

2.3.1 Computer Graphics-based Methods. Xu et al. [Xu et al. 2009,
2005] proposed a constraint-based reasoning system that uses shape
grammar for calligraphy generation. Lin et al. [Lin et al. 2015] use
human-labelled attributes to extract components from fonts, and
then recombine them to generate new fonts. Lian et al. [Lian et al.
2016] proposed ‘FontSL’ to reduce human involvement by learning
stroke shape and layout separately. But the variety of font styles
was affected by the composition rules.

2.3.2 Deep Learning-basedMethods. Deep learning-based typeface
generation is a form of image-to-image translation that transforms
a typeface image from one style domain to another, often using
conditional generative models. Current approaches are mainly cat-
egorized into image-guided and attribute-guided synthesis. Image-
guided synthesis uses style features from a reference typeface image
to guide generation. For instance, Tian et al. [Tian 2017] proposed
a two-stage training approach that first learns general font styles
and then fine-tunes on individual font. Jiang et al. [Jiang et al. 2017]
introduced DCFont, which generates a full Chinese font set from a
small sample of reference images. Attribute-guided synthesis, on
the other hand, controls generation with specific typeface attribute
values. Wang et al. [Wang et al. 2020] developed Attribute2Font to
synthesize font with a given set of attributes. Recently, Yang et al.
[Yang et al. 2023] proposed a single-sample font generator based
on a diffusion model, while Peong et al. [Peong et al. 2024] and
Xiao et al. [Xiao et al. 2024] explored typeface generation with spe-
cific styles and logo creation with semantic features, respectively.
However, these methods still require users to understand typeface

design and attributes. To reduce the need for user expertise, we
developed a description-controlled model that generates typefaces
based on a single sentence.

3 Method Description
3.1 Overview
The overall structure of Description2Typeface is shown in Figure
1. The model is designed to generate a typeface image based on
an input style description and a structural typeface image in an
end-to-end fashion. The generator module receives two inputs:
the typeface style description and the structural character image.
The structure encoder processes the structural character image to
produce a structure vector. Simultaneously, the description encoder,
a pre-trained Chinese language model, encodes the style description
into a style vector. These vectors are then combined and passed
through a series of upsampling layers to generate the styled typeface
image. The discriminator module evaluates the authenticity of the
generated image. During inference, the model requires only the
structural character image and style description to synthesize a
new typeface image.

3.2 Generator
3.2.1 Description Encoder Module. The description encoder mod-
ule is a Chinese language model pre-trained on popular Chinese
natural language processing (NLP) datasets. In this paper, we se-
lect several widely used open-source pre-trained models, includ-
ing ChineseBERT-Large [Sun et al. 2021], MacBERT-Large [Cui
et al. 2021], Chinese-RoBERTa-wwm-ext-large [Cui et al. 2021],
and Chinese-Pretrain-MRC-MacBERT-Large [Cui et al. 2021]. We
evaluate each model’s effectiveness in style extraction by compar-
ing the quality of the generated typeface images. The output can
be formulated as:

𝑉text = DEM(𝑑) (1)
Where DEM is short for description encoder module. 𝑑 is the style
description. The output vector 𝑉text servers as the typeface style
vector.

3.2.2 Structure Encoder Module. The structure encoder module
consists of a hierarchical structure with multiple downsampling
stages. Each stage includes a convolution layer, an instance nor-
malization layer, and an activation function. This process can be
described as:

𝑉image = 𝐹𝑑 (𝑠) (2)
where 𝐹𝑑 is the down-sampling function and 𝑠 is the input structure
image. The output vector 𝑉image is the structure vector.

3.2.3 Image Generation Module. The image generation module
includes a linear projection module and an upsampling module.
The linear projection module consists of a linear layer, a dropout
layer, and an activation layer. The concatenated vector of 𝑉text and
𝑉image serves as the input to the linear projection module:

𝑉𝑔 = 𝐹𝑙 ( [𝑉text,𝑉image]) (3)

Where 𝐹𝑙 is the linear projection function and𝑉𝑔 is the vector com-
bining the style and structure information. The upsampling module
is structured hierarchically with multiple upsampling stages. Each
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stage consists of a deconvolution layer, an instance normalization
layer, and an activation function, except for the final stage, which
uses tanh as the activation function. These upsampling stages recon-
struct 𝑉𝑔 to the original image size. This process can be formulated
as:

𝐼𝑔 = 𝐹𝑢 (𝑉𝑔) (4)

Where 𝐹𝑢 is the up-sampling function and 𝐼𝑔 is the generated type-
face image.

3.3 Loss Functions
In the generation step, we define three losses. We use the L1 Norm
to measure the pixel-level difference between generation result 𝐼𝑔
and target image 𝐼𝑡 :

𝑙pixel = ∥𝐼𝑔 − 𝐼𝑡 ∥ (5)

The second loss is contextual loss [Mechrez et al. 2018], an effective
measure of similarity between images. Traditional L1 loss assesses
similarity at the pixel level, requiring spatial alignment between
images for accurate measurement. If images are misaligned, L1 loss
is high, even when they are visually similar. Contextual loss ad-
dresses this limitation by comparing image features extracted by an
image classification model, which contain more information than
raw pixels, enabling more accurate similarity measurement. Since
image comparison occurs at the feature level, spatial alignment is
unnecessary. In the typeface generation task, synthesized typeface
images are naturally spatially aligned; however, pixel-level compar-
ison alone cannot effectively capture differences in style, structure,
and glyph. Therefore, we supplement L1 loss with contextual loss,
formulated as:

𝑙Contextual = Contextual(𝐼𝑔, 𝐼𝑡 ) (6)

The final loss is a vanilla generation loss which measures the
authentication of the generated typeface image:

𝑙𝑔 = − log𝑝 (𝑦𝑑 = 1|𝐼𝑔) (7)

The total loss is formulated as follows:

𝐿𝐺 = 𝜆1𝑙pixel + 𝜆2𝑙Contextual + 𝜆3𝑙𝑔 (8)

where 𝜆1, 𝜆2, 𝜆3 are the weights for each loss function.

The discrimination step consists of one discriminator loss which
is formulated as:

𝐿𝐷 = − log𝑝 (𝑦𝑑 = 1|𝐼𝑡 ) − log𝑝 (𝑦𝑑 = 0|𝐼𝑔) (9)

4 Experiments
4.1 Dataset
We proposed a new typeface dataset containing 400 style pairs, with
each pair comprising a TTF file and its corresponding style descrip-
tion1. The dataset was collected from the Fang Zheng Zi Ku website
using a web crawler. Some description sentences in the original raw
dataset were blank or unusable, so we refined the data by removing
records with empty descriptions and standardizing others into a
uniform format.The uniform format for each description sentence
translates as: "[Typeface name] style is [typeface style]. Suitable

for [applicable scenarios]." This format structure is illustrated in
Figure 2.

Figure 2: The uniform format for each description sentence.
The translation of the sentence is: "[Typeface name] style is
[typeface style]. Suitable for [applicable scenarios]"

We use the TTF files to generate Chinese character images. For
this paper, we selected the 200 most frequently used Chinese char-
acters as the sample set, creating a dataset of 80,000 images across
400 typeface styles.

4.2 Implementation Details
In the experimental stage of the proposedmodel, the input character
image size is 128 × 128 × 3, and the style description input length
ranges from a few dozen to several hundred characters. The text
tokenizer standardizes the input style description to a fixed length
of 512. The output character image size is also 128 × 128 × 3. We
use an end-to-end format to train the model. The style description
encoder module is selected from the HuggingFace model hub and
fine-tuned with a learning rate of 0.00005. The learning rate for
the typeface image encoder and decoder modules is set to 0.0002.
AdamW is used as the optimizer for the generator model, with a
batch size of 16. The input size for the discriminator is 128× 128× 3,
and its learning rate is set to 0.0002. Model training is conducted
on two NVIDIA A100 GPUs.

4.3 Evaluation Metrics
We use Inception Score (IS), Fréchet Inception Distance (FID), and
pixel-level accuracy (pix-acc) as metrics to evaluate the image gen-
eration results. IS assesses the realism and diversity of the generated
images, while FID measures the feature vector distance between
target images and generated images. To address a limitation of IS
and FID, which cannot evaluate image quality at the pixel level, we
include pixel-level accuracy (pix-acc) as a third metric.

4.4 The Choice of Pre-Trained Language Model
We selected four popular open-source pre-trained language mod-
els from the HuggingFace as the style description encoders and
evaluated each model’s performance individually: ChineseBERT-
Large (CL), MacBERT-Large (ML), Chinese-RoBERTa-wwm-ext-
large (CRL), and Chinese-Pretrain-MRC-MacBERT-Large (CML).
All models are transformer-based and pre-trained on Chinese NLP
datasets using distinct training strategies. The transformer-based
language model prepends the [CLS] token to the input text, and
the output vector corresponding to this token serves as the seman-
tic representation of the input text. In this study, we define the
output vector of the [CLS] token as the style description vector,
representing the style of the description. Quantitative evaluations
of generation results from each pre-trained language model are
shown in Table 1, and a visual comparison of the generation results
appears in Figure 3.

1The dataset is publicly available at https://github.com/tqxg2018/Description2Typeface

https://github.com/tqxg2018/Description2Typeface
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Table 1: Evaluation of IS, FID, and pixel accuracy for generated results, comparing different pre-trained language models with
and without fine-tuning.

model IS FID pix-acc
CL w/o fine-tune 2.8971 67.7699 0.7836
CL w fine-tune 1.3360 310.2761 0.5664
ML w/o fine-tune 2.7159 42.7565 0.8413
ML w fine-tune 1.6237 296.2735 0.5827
CRL w/o fine-tune 2.7228 76.0367 0.7628
CRL w fine-tune 1.2576 330.1567 0.4915
CML w/o fine-tune 2.7843 48.2853 0.8226
CML w fine-tune 1.5249 304.3268 0.5336

text prompt
本墨悦亦体这款字体是具有现代特点属性的创意字体。字形结构规整却又不失灵动可
爱的一面，简约、时尚、优雅，具有极强的功能性。

source

target

CL w/o finetune

CL w finetune

ML w/o finetune

ML w finetune

CRL w/o finetune

CRL w finetune

CML w/o finetune

CML w finetune

Figure 3: Comparison of typeface generation results using
different pre-trained languagemodels, with andwithout fine-
tuning. The text prompt is Ben Mo Yue Yi Ti is a creative font
with modern characteristics. The font structure is regular
but also lively and cute. It is simple, fashionable, elegant and
highly functional.

4.5 Attribute Control Typeface Generation
To demonstrate the model’s ability to understand style attributes,
we conducted an experiment to control the weight of the typeface.
Using a baseline style description, we adjusted the keywords that
describe the weight, categorizing them into heavy, medium, and
thin. The results, shown in Figure 4, show a smooth transition from
heavy to thin weights with minimal variation in other attributes.

Font images Key text prompts

source N/A

output 1 字体线条厚实粗壮
(heavy font thickness)

output 2 字体线条粗细中等
(medium font thickness)

output 3 字体线条细腻纤细
(thin font thickness)

Figure 4: Generated results bymodifying the key text prompt
related to typeface thickness.

We also tested the model’s ability to adapt to different applica-
tion scenarios. Starting with a baseline description, we adjusted
keywords related to the application scenario. The results, shown
in Figure 5, demonstrate that the style of the generated typeface
changes according to the specified application scenario.

font images key text prompts

source N/A

output 1 影视、动漫、游戏
(movie, cartoon, game)

output 2 包装、广告
(packaging, advertising)

output 3 海报设计
(poster design)

output 4 网页展示、书法字帖
(web display, calligraphy post)

Figure 5: Generation results by editing the key text prompt
related to application scenarios.

4.6 Performance Comparison
Due to the unique nature of this task, we did not find any similar
models for typeface generation based on style description in exist-
ing work. As a result, we selected an open-source text-to-image
generation model, AttnGAN[Xu et al. 2017], for comparison. At-
tnGAN is an attention-driven, multi-stage model that uses a text
vector and random noise as input. We modified AttnGAN’s input
to include structural information for a more accurate comparison.
Both models were trained on the same dataset and evaluated on the
same validation set to ensure fairness. As shown in Figure 6, our
model demonstrates a superior ability to capture details compared
to AttnGAN. Quantitative evaluations of both models are provided
in Table 2. Additionally, a detailed assessment of our model’s type-
face generation capabilities, including comparisons with different
style vectors and demonstrations of model diversity, is available in
Appendix A.

Table 2: Comparison of our model against AttnGANmethod.

model IS FID pix-acc
AttnGAN 3.6149 81.3228 0.7961
Description2Typeface 2.7159 42.7565 0.8413
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text prompt

恪言体这款字体以宋体骨架为基础，笔画参照仿宋字体，稍加改动，使之更加内敛，刚
柔并济。整体灰度统一，视觉冲击力较强，可做为标题字使用。
(Ke Yan Ti is based on the Song skeleton, with strokes referring to the imitation Song font, slightly modified 
to make it more introverted and rigid and soft. The overall gray scale is uniform, with strong visual impact, 
and can be used as a title word.)

source

AttnGAN

Description2Font

target

Figure 6: Comparison of generation resultswith theAttnGAN
method.

5 Case Study
5.1 Design Tasks
The proposed typeface generation model was evaluated through a
poster design task focused on typeface selection for poster text. Par-
ticipants were asked to choose or generate typefaces that matched
the poster background in both atmosphere and theme. The study
included both experienced designers and general participants, em-
phasizing the suitability of generated typefaces to the poster context
while minimizing personal biases. All participants used the same
pre-trained typeface generation model. Each poster design task con-
sisted of two steps: participants were given a random background
image and Chinese text to add to the poster, then asked to select
an appropriate typeface for the text from a selection of existing
typefaces or model-generated typefaces.

The experiment consisted of three parts: an introduction session,
a trial run session, and the poster design session. The poster design
session was divided into two stages: using existing typefaces and
using model-generated typefaces. The entire experiment lasted 30
minutes, including a 5-minute introduction, a trial run, and two 10-
minute design stages with a 5-minute break between them. During
the poster design session, participants used Figma for the design
tasks. In the existing typefaces stage, participants selected a suitable
typeface from Figma’s library of over 300 typefaces, adjusting size
and placement as needed. In the model-generated typeface stage,
participants provided a description of the desired style to the model
to generate corresponding typeface images, made adjustments as
needed, and finalized the typeface’s size and placement. Each par-
ticipant completed two posters: one with an existing typeface and
one with a model-generated typeface. A more detailed description
of the experiment procedure is provided in Appendix B.

Ten students with diverse backgrounds participated in the exper-
iment, ranging in age from 20 to 28, including three males and seven
females. All participants were recruited through an announcement
on the university bulletin board. To ensure diversity, we included
individuals with a mix of backgrounds and work experiences: some
participants had formal design education or practical experience
in graphic design, such as creating posters for academic or com-
mercial purposes, while others came from various academic and
professional fields without specialized design training.

The typeface generation model was trained using over 400 type-
faces and their descriptions, collected from the Fang Zheng Zi Ku
website. The user interfaceworkflow involved creating a description

for the typeface style, inputting specific Chinese characters, gen-
erating typeface images, and using an automated post-processing
system to adjust typography and transparency for ease of use. This
model may assist designers and users in finding suitable typefaces
efficiently, potentially reducing design costs by lowering typeface
copyright fees.

Before each design stage, participants received a brief task intro-
duction to ensure they understood their objectives. The time taken
to complete each poster was recorded to assess whether the model
could help participants select typefaces more quickly. All posters
were collected and shuffled for further analysis.

5.2 Data Analysis
To ensure a scientific analysis and validation of the experimental
results, we divided the data analysis into three parts: quantitative
analysis, participant scoring, and scoring by design experts.

5.2.1 Quantitative Analysis. To determine whether participants
could find typefaces that met their requirements more quickly us-
ing our typeface generation model, we recorded and analyzed the
production time for each poster created by all participants. Detailed
data are provided in Table 3.

Table 3: Time taken by participants to create a poster during
case study sessions.

subject id time required(seconds)
w/o typeface

generation model
with typeface

generation model
subject 1 571 467
subject 2 540 502
subject 3 421 365
subject 4 562 419
subject 5 487 459
subject 6 613 510
subject 7 450 427
subject 8 579 491
subject 9 510 506
subject 10 496 430
Average 522.9 457.6

5.2.2 Design Expert Scoring. The scoring range for each evaluation
metric is from 1 to 10, with 10 indicating the highest quality and 1
the lowest. Detailed scoring criteria for each metric are provided in
Appendix C.

A total of 20 posters were collected from this user study. Ten
of the posters used existing typefaces from Figma, while the other
ten featured typefaces generated by the typeface generation model.
Two experts in poster design, each with extensive experience and at
least three years of design-related coursework, were invited to rate
the posters. By comparing the scores assigned by different raters to
the same poster, we can assess the level of agreement among judges.
The collected posters were randomly shuffled to prevent the raters
from knowing which typefaces were created by the model. They
were asked to independently rate all posters based on six evaluation
metrics.
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Table 4: Percentage of adjacent agreement among raters for
each evaluation metric.

Metrics Adjacent
agreement

Poster typeface
aesthetics

90%

Poster typeface design
sense

90%

Integrity of poster
typeface

100%

The degree of fit
between the poster
typeface and the
background image

80%

character placement 100%
Poster text readability 100%

Stemler et al. [Stemler 2004] proposed an adjacent agreement
calculation method to better understand consensus among raters
on each evaluation metric. According to this method, the two raters
are considered to have reached a consensus if the difference in their
scores is less than one point. Based on our data analysis, the overall
adjacent agreement is 93.33%. Detailed adjacent agreement for each
evaluation metric is provided in Table 4.

Figure 7: Average rater scores for each evaluation metric for
the control and experimental groups (details of evaluation
metrics in Appendix C).

5.3 Results
For data analysis, all ratings from both raters were collected, and
the final score for each poster was calculated as the average of the
two raters’ scores. The Shapiro-Wilk test is a widely used method
for assessing whether data follow a normal distribution. Based on
the p-values of the rated scores, we determined that the scores did
not follow a normal distribution, as the p-value was less than 0.05.
The detailed average scores for each poster across all evaluation
metrics are shown in Figure 7.

As shown in Figure 7, the average scores for the experimental
group posters exceed those of the control group across nearly all
evaluation metrics, except for typeface integrity. For quantitative
analysis, we recorded the time required to create each poster to
assess how quickly participants could find a suitable typeface. The
detailed data are presented in Table 3. The experimental results
indicate that participants were able to find a suitable typeface more
quickly using the typeface generation model, thereby streamlining
the poster creation process.

5.4 Discussion
Analysis of the ratings collected from design experts shows that the
typeface generation model helped participants select appropriate
typefaces more quickly, reducing the time needed to create posters.
Posters designed with model-generated typefaces outperformed
those using existing typefaces across several evaluation metrics,
demonstrating improved diversity, design sense, and alignment
with designers’ needs. To gain further insight into how the model
supports designers and reduces their workload, we analyzed each
evaluation metric in detail.

First, in terms of time efficiency, posters created with model-
generated typefaces took about 60 seconds less on average than
those using existing typefaces, as shown in Table 3. This suggests
that the model reduces designers’ workload by enabling them to
find suitable typefaces more quickly. Second, expert ratings in-
dicated that model-generated typefaces scored over two points
higher than the control group in aesthetics and design sense. Fig-
ure 8 shows examples where control group typefaces appeared
overly formal and inconsistent with the relaxed theme of the back-
ground, whereas the model-generated typefaces better matched the
intended atmosphere, enhancing the poster’s overall cohesion.

(a) control group (b) experimental group

Figure 8: Comparison between control and experimental
group. Showing the model-generated typeface better align
with the relaxed theme, enhancing poster cohesion compared
to the control group’s formal typeface.

In terms of typeface-background fit, the experimental group’s
typefaces scored approximately two points higher than those in the
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(a) control group (b) experimental group

Figure 9: Comparison between control and experimental
group. Showing themodel-generated typeface exhibit greater
stroke thickness variation and spontaneity, better matching
the background and enhancing the poster’s message consis-
tency

control group. Figure 9 shows examples where model-generated
typefaces displayed greater variation in stroke thickness and a
sense of spontaneity, aligning better with the background image
and enhancing the consistency of the poster’s message. For char-
acter placement, there was no significant difference between the
experimental and control groups, as placements were nearly iden-
tical. Regarding text readability, both groups performed similarly,
indicating that the model-generated typefaces were comparable to
existing vector typefaces in readability, as shown in Figure 7. This
suggests that the model effectively generates clear and readable
typefaces.

Questionnaire responses indicated that 90% of participants pre-
ferred model-generated typefaces over existing ones, citing better
alignment with their design needs. Additionally, 80% found the user
interface easy to use, and 80% felt that the model saved them time in
selecting suitable typefaces. These results suggest that the proposed
model has a positive impact on designers, particularly in reducing
workload and enhancing creativity. Please refer to Appendix D for
questionnaire details, and Appendix E for the posters collected from
the case study.

In summary, the proposed typeface generation model effectively
creates typeface images with specific styles, offering an easy-to-use
tool for both designers and non-designers. Compared to existing
typefaces, the model significantly reduces workload and enhances
aesthetic quality, ultimately supporting creative tasks more effi-
ciently.

6 Discussion and Future Work
Our proposed typeface generation model has demonstrated the
ability to produce high-quality, customized typefaces based on
user-provided descriptions, effectively supporting designers’ needs
and fostering creativity. However, several aspects warrant further
exploration.

First, while our research primarily focuses on the generation
of Chinese typefaces, the model’s design is adaptable to other lan-
guages and typeface styles, provided that suitable datasets are avail-
able. This flexibility highlights the model’s potential for typeface
generation tasks across diverse languages worldwide. Second, our
current approach generates typefaces in image format, which limits
usability due to structural inconsistencies and the additional pro-
cessing required to integrate typefaces into design backgrounds.
Addressing these limitations by enabling vector-based typeface gen-
eration could mitigate these issues and improve the model’s prac-
tical applications. Third, while the transformer-based pre-trained
language model effectively captures style vectors from user descrip-
tions, the quality of generated typefaces heavily depends on the
precision of these descriptions, requiring users to have a certain
level of prompt engineering skill to achieve optimal results.

Lastly, recent diffusion models [Ho et al. 2020; Nichol and Dhari-
wal 2021; Sohl-Dickstein et al. 2015] have gained attention for their
high-quality outputs and resilience against mode collapse. However,
we chose a traditional GAN-based model in this study due to the
specific requirements of our task. While diffusion models excel in
generating highly detailed and precise images, they often require
significantly longer inference times. In contrast, typeface genera-
tion tasks prioritize efficiency over extreme detail, making GANs a
more suitable choice for faster inference. Nevertheless, we believe
diffusion models hold considerable promise for typeface genera-
tion, and future work will explore lightweight diffusion models to
further enhance performance. Additional future directions include
integrating user input with Large Language Models (LLMs) to en-
able non-expert users to express their ideas more effectively with
the support of LLM capabilities. Furthermore, future research will
focus on generating vector-based typefaces, expanding to additional
languages, enhancing style representation, and incorporating the
model into end-user applications such as graphic design software
to make creative typography more accessible.

7 Conclusion
In this paper, we presented a novel model for generating typeface
images based on user-provided style descriptions. By incorporat-
ing a transformer-based pre-trained language model to extract
style information from text descriptions and leveraging a GAN for
typeface image generation, our approach demonstrated significant
improvements in the reconstruction detail and completeness of
generated typefaces compared to existing methods. The proposed
model reduces reliance on professional typographers by enabling
both designers and non-experts to create high-quality, patent-free
typefaces tailored to specific design needs. Additionally, the model
has the potential to inspire professional designers by supporting
the creation of innovative typeface styles. Overall, the proposed
model shows substantial promise for enhancing creative processes
and democratizing typeface design.
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source

text promat 1

灵动体这款字体利用马克笔转折的笔势，设计成一款潇洒脱俗的动感字体，适合时代女性品牌，如
时装、珠宝、化妆品、皮具和纤体宣传。
(Ling Dong font uses the turning stroke of the marker to design a dashing, dynamic typeface suitable for period women's 
brands such as fashion, jewelry, cosmetics, leather goods and slimming promotions.)

 output 1

target 1

text promat 2 可口可乐在乎体这款字体体现了圆融、力量、担当、从容、进取的特征。
(Coca-Cola cares font embodies the characteristics of roundness, strength, commitment, calmness and aggressiveness.)

output 2

target 2

text promat 3

书法稚体这款字体以欧体为基础，将撇、捺、点、钩等笔画弧度减弱，尾部略平滑，字体流畅而简单，
形体均匀齐整，呈现出一种温暖的气质，加以绘画的线条、笔画与儿童质朴气的结合，形成了汉字图
形的新形式，增贴了自由、慵懒、趣味的性格，独有韵律之美。
(Shu Fa Zhi Ti based on the European style, the curvature of strokes such as apostrophe, down, dot and hook is reduced and the end is 
slightly smoothed, the font is smooth and simple, the shape is even and neat, presenting a warm temperament, combined with the lines 
and strokes of painting and children's rustic temperament, forming a new form of Chinese graphics, adding a free, lazy, fun character and 
the unique beauty of rhythm.)

output 3

target 3

Figure 10: Typeface generation

text prompt 吴进行书这款字体字形秀美，字体飘逸，笔力浑厚舒展，将魏体溶进笔意中，力求一笔
完成，有机地将意和形达到平衡。

source

target

output 1
(description style vector)

output 2
(random style vector)

output 3
(none style vector)

Figure 11: Results on poster caption typeface design experi-
ments

source

output 1

output 2

output 3

output 4

output 5

output 6

output 7

output 8

Figure 12: Generation results according to random generated
style vectors

B Experiment Procedure
The experiment procedure consisted of three parts: an introduction
session, a typeface generation model trial session, and a poster

design session. The introduction session helped increase partici-
pants’ understanding of the experiment. The trial session allowed
participants to become familiar with using the typeface generation
model to generate typefaces based on descriptions. We provided
several sets of example descriptions along with corresponding type-
face images as references to help participants better understand
the model’s functionality. In the poster design session, each stage
lasted about ten minutes, with a five-minute break between the
two stages to reduce participant stress. Figma was chosen as the
software for the poster design task.

At the beginning of the experiment, each participant will ran-
domly select an image from a curated library of poster backgrounds.
This library contains 50 diverse and representative images sourced
from various open-source graphic design repositories and orga-
nized by usage scenario. Each background image is paired with a
corresponding text, consisting of a short title and descriptive para-
graph. To ensure design consistency, each image has been manually
matched with the most appropriate text based on the semantic
meaning of the text, though some images may share the same de-
scription due to differences in the number of available images and
texts.

During the first stage, where participants design posters using
existing typefaces, they select a suitable typeface from Figma’s li-
brary of over 300 typefaces. They then adjust the size and placement
of the title and description text to match the overall atmosphere
and main theme of the poster until they are satisfied.

In the second stage, where participants use the model-generated
typeface, they first create a Chinese description that conveys the
desired typeface style for the poster. This description is then input
into the typeface generation model to produce the desired typeface
images. Based on the initial generated images, participants can fur-
ther refine the Chinese description to better meet their preferences.
Finally, they adjust the typeface image size and placement of the
title and description text until they are satisfied.

To ensure fairness and consistency in the experiment, the text
content itself is fixed and cannot be altered by participants. How-
ever, the placement of elements on the poster—such as the title,
description, and other graphic elements—can be adjusted according
to the participant’s design preferences. This approach maintains the
integrity of the provided content while allowing creative freedom
in layout composition.

C Evaluation Metrics and Scoring Criteria for
Poster Typeface and Overall Aesthetic Quality

To assess both the aesthetics of the posters created by participants
and the suitability of the typefaces used, this paper introduces a
new set of evaluation metrics for posters and typefaces based on
the criteria provided by Van Dalen et al. [Van Dalen et al. 2002].
The proposed metrics are designed to evaluate the typefaces within
the posters as well as the posters as a whole. The definitions of each
criterion are as follows:

(1) Poster typeface aesthetics [Kawabata and Zeki 2004;
Leder et al. 2004].Typeface aesthetics refers to the visual ap-
peal of a typeface, including attributes like structural shape,
stroke fluency, stroke thickness, and glyph properties. These
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features contribute to the overall aesthetic quality of a type-
face. As a key visual component, the typeface used in a poster
significantly impacts its overall aesthetic appeal, making
typeface aesthetics an essential evaluation metric.

(2) Poster typeface design sense [Deng and Wang 2020].
Typeface design sense refers to the degree to which a type-
face demonstrates a unique or creative style beyond simply
displaying text. This is often reflected in the distinctive de-
sign or modification of structural details within characters,
lending them a more innovative appearance. Typefaces with
a strong design sense can enhance the design impact of a
poster, making its content more visually appealing. Thus,
typeface design sense is used as an evaluation metric to
compare the design quality of existing and model-generated
typefaces.

(3) Integrity of poster typeface [Jiang et al. 2017; Wen et al.
2021]. Typeface integrity refers to the completeness and clar-
ity of typeface characters, indicating whether any parts ap-
pear unclear or incomplete. Existing typefaces in the Figma
library are primarily vector-based and generally do not ex-
hibit integrity issues. However, typefaces generated by the
model may suffer from some degree of incompleteness due
to the direct use of image generation models. Such defects
in character integrity can negatively impact the structure
and design of the typeface, potentially affecting the intended
message conveyed by the poster.

(4) Fit between the poster typeface and background im-
age [Van Dalen et al. 2002]. The degree of fit between a
poster’s typeface and its background image assesses whether
the chosen typeface aligns with the mood or message of
the background image. Various elements like content, color
schemes, and themes in the background image convey spe-
cific emotions, and selecting a typeface that complements
these elements can create a unified emotional tone. A cohe-
sive typeface-background pairing enhances the viewer’s ex-
perience by making the poster’s message and emotions more
accessible. Conversely, a mismatched pairing may hinder the
viewer’s interpretation and reduce the poster’s impact.

(5) Character placement [Van Dalen et al. 2002]. Charac-
ter placement refers to the positioning of text on a poster’s
background image. Since the focal point of each poster back-
ground varies, optimal placement ensures that text does
not obstruct key visual elements, allowing for synchronized
text and image information. Thoughtful character placement
enriches the poster’s overall composition, while incorrect
placement may obscure essential elements, diminishing both
message clarity and visual appeal.

(6) Poster text readability [Van Dalen et al. 2002; Wen et al.
2021]. Poster text readability refers to how easily viewers
can read text embedded in the poster’s background. Well-
designed posters typically adjust typeface characteristics,
such as size and line thickness, to enhance readability. Text
is crucial for conveying a poster’s message; clear, readable
text supports effective communication, while difficult-to-
read text can obstruct information transfer, impacting the
viewer’s understanding.

For each evaluationmetrics mentioned above, the scoring criteria
for each evalution metrics are as follows:

(1) Poster typeface aesthetics
(a) Score 10 to 9: Poster typeface have strong aesthetics.
(b) Score 8 to 6: Poster typeface have certain aesthetics.
(c) Score 5 to 3: Poster typeface have normal aesthetics.
(d) Score 2 to 1: Poster typeface have almost no aesthetics,

which are commonly used default typeface.
(2) Poster typeface design sense
(a) Score 10 to 9: Poster typeface has strong design sense.
(b) Score 8 to 6: Poster typeface has certain design sense.
(c) Score 5 to 3: Poster typeface has normal design sense.
(d) Score 2 to 1: Poster typeface has almost no design sense.

(3) Integrity of poster typeface
(a) Score 10 to 9: Poster typeface has strong integrity, all

positions of characters have good integrity.
(b) Score 8 to 6: Poster typeface has a certain degree of in-

tegrity, only a small typeface of the typeface character
connection is not smooth.

(c) Score 5 to 3: Poster typeface has normal integrity, some
typeface character parts are missing at the junction.

(d) Score 2 to 1: Poster typeface integrity is poor, most of the
typeface characters have a lot of jerky and missing detail
problems.

(4) The degree of fit between the poster typeface and the back-
ground image

(a) Score 10 to 9: The poster typeface fits very well with the
background image, which can fully show the emotion and
information of the background image, and has a sense of
unity.

(b) Score 8 to 6: The poster typeface fits well with the back-
ground image, which can partially show the emotion and
information of the background image, but the sense of
unity is a bit poor.

(c) Score 5 to 3: The poster typeface hardly matches the
background image, and only shows a little emotion and
information of the background image, which makes the
sense of unity a bit poor.

(d) Score 2 to 1: The poster typeface does not match the back-
ground image, does not show the emotion and information
of the background image, and has no sense of unity.

(5) Character placement
(a) Score 10 to 9: The placement of the characters is easy to

read and there is no excessive masking of the background
image, which does not disturb the user’s perception.

(b) Score 8 to 6: The placement of characters can be improved
to a certain extent, and there is a certain mask for the back-
ground image, which slightly affects the user’s perception.

(c) Score 5 to 3: There are some unreasonable situations in
the placement of characters, and there is a mask on the
background image, which affects the user’s perception.

(d) Score 2 to 1: The position of the characters is very unrea-
sonable, and there is a large area of masking on the im-
portant positions of the background image, which greatly
affects the user’s perception.

(6) Poster text readability
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Figure 13: The posters collected from the case study. The top image shows the posters from the control group, while the bottom
image shows the posters from the experimental group.

(a) Score 10 to 9: The text in the poster is very readable.
(b) Score 8 to 6:Most of the text in the poster is easy to read,

but it does not affect the reading feeling.
(c) Score 5 to 3: There are some unreadable parts of the text

in the poster, which have a certain impact on the reading
experience.

(d) Score 2 to 1: The text in the poster is not easy to read at
all, which has a great impact on the reading experience.

D Questionnaire Details
A questionnaire survey for participants is primarily used to assess
their experiences with the typeface generation model and to deter-
mine whether the model makes finding a suitable typeface easier.
After completing the trials, participants share their thoughts on the
model’s user experience and typeface generation ability based on
several evaluation metrics. The details of each evaluation metric
are as follows:

(1) Participants are asked to choose which typeface, from ei-
ther the existing Figma library or the generated typefaces,
best meets their requirements. This evaluates the model’s
ability to generate typefaces that align with human style
descriptions. This metric also helps determine whether the
generated typeface images are superior to the existing Figma
typefaces.

(2) Participants are asked to evaluate the convenience of the
model’s usage, providing insights into its usability.

(3) Participants indicate whether the typeface generation model
could assist them in designing better posters. This metric
assesses the model’s potential to support designers in their
creative tasks.

E Posters Collected From the Case Study
All posters collected from the case study are shown in Figure 13,
showcasing the model’s practical application and potential.

F Example with typeface integrity problem
Issueswith typeface integritywere observed in themodel-generated
typefaces. While existing typefaces, typically vector-based, ensured

(a) Poster A (b) Poster B

Figure 14: Posters with low typeface integrity scores.

complete character integrity, model-generated typefaces occasion-
ally exhibited missing or incomplete strokes, resulting in a lower
integrity score (7.3). Figure 14 provides examples of incomplete
characters.
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