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ABSTRACT Sparsity constraints on the control inputs of a linear dynamical system naturally arise in
several practical applications such as networked control, computer vision, seismic signal processing, and
cyber-physical systems. In this work, we consider the problem of jointly estimating the states and sparse
inputs of such systems from low-dimensional (compressive) measurements. Due to the low-dimensional
measurements, conventional Kalman filtering and smoothing algorithms fail to accurately estimate the states
and inputs. We present a Bayesian approach that exploits the input sparsity to significantly improve estimation
accuracy. Sparsity in the input estimates is promoted by using different prior distributions on the input.
We investigate two main approaches: regularizer-based maximum a posteriori estimation and Bayesian
learning-based estimation. We also extend the approaches to handle control inputs with common support and
analyze the time and memory complexities of the presented algorithms. Finally, using numerical simulations,
we show that our algorithms outperform the state-of-the-art methods in terms of accuracy and time/memory
complexities, especially in the low-dimensional measurement regime.

INDEX TERMS Kalman filtering and smoothing, sparsity-promoting regularizer, joint sparsity, ADMM, ¢

minimization, reweighted ¢, minimization, sparse Bayesian learning, variational Bayesian methods.

I. INTRODUCTION

Sparse actuator control of linear dynamical systems (LDSs)
has recently gained considerable interest in the literature [2],
[31, [4], [5]. This new research area deals with LDSs with
sparsity constraints on the control inputs, i.e., each input
vector contains only a small number of nonzero entries. An
LDS with sparse control inputs models several practical ap-
plications such as networked control systems [2], [3], opinion
dynamics manipulation [6], [7], computer vision [8], seismic
signal processing [9], [10], and cyber-physical systems [11],
[12]. In such applications, an important goal is to jointly
estimate the states and sparse inputs of the LDS from its
measurements or output. For example, malicious attacks on
cyber-physical systems can be modeled as sparse inputs [11],
[12]. Recovery of these sparse attacks is crucial to detecting

and mitigating the attacks, as demonstrated in applications
such as aircraft engine [13], [14], [15] and power system
network [16]. Motivated by the above applications, this pa-
per focuses on developing joint state and input recovery
algorithms for observable LDSs with sparse control inputs.
Specifically, we consider a discrete-time LDS, with state
transition matrix Ay € R, input matrix By € R, mea-
surement matrices C; € RP*" and D; € RP*™ at time instant
k, whose dynamics are governed by

Xip1 = Arxi + Brug + wy 9]
Yk = Crxp + Diuy + vy 2

Here, u; € R™ is the input, x; € R" is the state, and y; €
R? is the measurement at time k. Also, wy and v; are the
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process noise and measurement noise, respectively. The noise
wi ~ N(0, Qr) and v, ~ N (0, R;) are independent, where
O € R and Ry € RP*P are positive definite matrices.
Here, N (., X) denotes the Gaussian distribution with mean
vector u and covariance matrix X. We aim to simultaneously
estimate the states and sparse inputs {x, uy : |lug|lo < m}f:1
from the low dimensional measurements {y }kK: | with p < m,
for a given K > 0. Here, | - ||[p denotes the £; norm. We
emphasize that our focus is not on the design of sparse control
inputs, but on recovering the states and sparse inputs of the
system.

A. RELATED WORK

Joint recovery of states and input without assuming any
specific structure on the inputs or states has been studied
extensively [17], [18], [19], [20], [21], but these works ignore
any underlying sparsity structure that may exist in the sys-
tem. Exploiting sparsity can facilitate the recovery of states
and inputs with far fewer measurements than conventional
approaches. The existing studies on the recovery of states
and inputs in sparsity-constrained LDS consider one of three
problems:

1) ESTIMATION OF SPARSE INITIAL STATE x;

Estimating the sparse initial state of an LDS is equivalent
to the standard sparse recovery problem, and can be solved
using algorithms like LASSO, orthogonal matching pursuit,
or sparse Bayesian learning (SBL) [22], [23], [24]. Theoreti-
cal results on the recoverability of a sparse initial state from
low dimensional linear measurements of the states when the
sparsity is exploited have been derived in [23], [24], [25], [26],
[27]. These works focus on estimating the sparse initial state,
assuming complete knowledge of the inputs applied to the
system.

2) ESTIMATION OF SPARSE STATES {x;}§_,

The sparse state estimation of an LDS without the knowledge
of inputs has been studied in diverse applications. Sparsity-
aware Kalman filtering was proposed in [28] to track abrupt
changes in the sequence of sparse states of an LDS. Fur-
ther, sparse state estimation was discussed in [29], where
an SBL-based algorithm was used under the assumption of
jointly sparse states. Another approach for jointly sparse state
recovery algorithms imposed an ¢;-regularizer in the Kalman
smoothing cost, followed by the alternating direction method
of multipliers (ADMM) method [30]. Furthermore, the re-
covery of sparse states without the joint sparsity assumption
was studied via £-regularization-based dynamic filtering [31]
and via a variational form of SBL in [32]. Additionally, [33]
considered a general non-linear state space model with linear
measurements of sparse states and developed an SBL-based
dynamic filtering algorithm. However, these works assume the
system matrices and inputs are restricted to ensure that x|
in (1) is sparse.
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3) JOINT ESTIMATION OF STATES AND SPARSE INPUTS

s wp_,

In [34], the problem of jointly recovering the state and sparse
input sequences as an £{-minimization using convex optimiza-
tion methods was considered, i.e., minimizing Z,[f:l gl
Necessary and sufficient conditions for observability of sparse
control inputs and the initial state for a noiseless LDS have
been investigated in [35], [36]. These methods involve solving
for a large-dimensional unknown sparse vector obtained by
stacking the input vectors and do not exploit the temporal
correlation in the state evolution. Consequently, the resulting
algorithms have high computational complexity and memory
requirements. To address these literature gaps, we presents
new sparsity-driven estimators with better performance and
lower complexities.

B. CONTRIBUTIONS

We address the joint estimation of states and sparse inputs
from (1) and (2) using p observations per time step over K
time steps. With K(n + m) unknowns and only K p observa-
tions with p < n + m, the system is highly underdetermined.
We solve the problem by enforcing sparsity via fictitious pri-
ors from the exponential family and integrating the resulting
Bayesian framework with Kalman smoothing to exploit tem-
poral correlations, yielding different estimation methods. Our
contributions are as follows:

1) Regularizer-based approach: We integrate the sparsity-
promoting priors in the maximum a posteriori (MAP) estima-
tor of the system’s state and inputs leading to ¢;-regularized
and reweighted ¢;-regularized algorithms. (See Section III.)

2) Bayesian learning-based approach: We develop two
techniques that use hierarchical Gaussian priors to induce
sparsity. First, we rely on type-II maximum likelihood (ML)
estimation combined with Kalman smoothing to determine
the states and sparse inputs. Second, we develop a variational
Bayesian (VB) algorithm that groups the prior parameters and
unknown states and inputs as unobserved variables, and infers
their posterior distributions. (See Section IV.)

3) Comparison and extension: We analyze and derive the
time and memory complexities of both approaches in Section
IV-C. Our empirical studies in Section V show that Bayesian
learning-based algorithms outperform the regularizer-based
approach and have lower complexity. We also extend the two
approaches to the case of jointly sparse control inputs and
present a similar analysis.

The key innovation in this work is seamlessly integrat-
ing advanced sparse recovery techniques with the Kalman
smoothing framework. Unlike most control algorithms that
exploit sparsity using basic £j-norm regularization, often
neglecting the temporal evolution of the state process, our
work bridges the gap between sparse signal processing
and control theory by introducing sophisticated Bayesian
sparse signal recovery methods within the Kalman smoothing
framework.
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This work significantly extends the conference paper [1] in
several key aspects: we present a family of regularizer-based
approaches, convergence analysis of the algorithms, and more
comprehensive simulation results along with comparisons to
extended versions of state-of-the-art algorithms.

Notation: The ith entry of vector a is a(i) and the (i, j)th
entry of matrix A is A(i, j). We denote a sequence of vectors
{ai,ay, ..., ay} byAIIV. The ¢;-norm is denoted by | - ||, and
|| - || denotes the induced ¢;-norm for matrices and Euclidean
norm for vectors. Also, As denotes the submatrix of A with
the columns indexed by set S, and xs denotes the subvector
of x with entries indexed by S. If P is a nonsingular matrix,
we define |x||p = xTP~'x.

1. MAP ESTIMATION OF STATES AND SPARSE INPUTS

In this section, we introduce the generalized framework
for Bayesian estimation of initial state and sparse inputs
via sparsity-promoting priors. Specifically, we consider the
estimation of the states and inputs {xg, uk}f:1 using mea-
surements Yf 2y, }sz1 in (2) using a Bayesian framework,
exploiting the sparsity of the inputs and the temporal correla-
tion across the states dictated by (1).

The MAP estimates Xk, @i x of the states and inputs are
computed using the joint distribution of all the states and
inputs {xg, uk}f:1 given all observations Y{< , subject to the
system dynamics in (1) and (2), i.e.,

R 4 K K
{2k uk|K}k:1 = arg max p ({xe, uidiey 1YT)
k-Wk
k=1....K
K
= argmax [ [ pelee, u)p(a)

X Up
k=1,..K k=1

K
< [T peeclxi—r we—r) x px).  3)
k=2

where we use the Markov structure implied by (1), and assume
the input u; is independent of the inputs. We note that the
control inputs applied to the LDS need not be independent of
the initial state. However, we make no assumptions about any
prior knowledge of such relationships. Instead, we treat the
inputs as unknown parameters and impose a fictitious prior
to enforce sparsity (which we discuss later) to develop our
algorithms.

Further, we do not make any assumptions about the initial
state x1 and assume p(x]) to be a (an improper) uniform prior.
So, from (1) and (2), and using Gaussianity of the process and
measurement noise, the optimization problem in (3) reduces
to

1 K
{Ruiks ﬁk|K}f:1 = arg r;lin 2 Z lye — Crxi _Dkuk”Izek
k-Uk
k=1,..., k=1
K1 )
+ 3 Z |1 — Axxr — By “Qk
k=1
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K
— Y In(puy)). “)

k=1

Since the input is known to be sparse, we encode this informa-
tion into the estimation model via suitable priors on the inputs.
Based on different sparsity-promoting priors, we develop two
approaches: (a) regularized robust Kalman smoothing (RKS)
and (b) Bayesian RKS, presented next.

11l. REGULARIZED ROBUST KALMAN SMOOTHING
Inspired by the convex optimization-based sparse signal re-
covery algorithms [22], [37], we use the following prior to
induce sparsity:

P = [Tren [ -5 ).

i=1

where yx is the normalizing constant and i, [ > 0 are known
distribution parameters. Here, t; controls the sparsity of the
control inputs, i.e., a large value of t; leads to sparser so-
lutions. This parameter is often chosen by cross-validation.
The choice of [ determines the properties of the optimization
problem in (4), leading to different estimators as given below.

A. (,-REGULARIZED ROBUST KALMAN SMOOTHING
Motivated by the ¢; norm-based Laplacian prior, the most
popular choice is | = 1. With [ = 1, the optimization problem
in (4) becomes

K
A N K . 2
{%kk. Bk },_, = argmin Z lyk — Cixie — Dyugllg,

Xk Uk
k=1,...k k=1
K-1
2
+ Z k1 — Agxi — Bray ”Qk
k=1

K
+ ) e llully - (5)
k=1

The convex optimization problem in (5) has no closed-form
solution. So, we use the ADMM algorithm [38] to solve
it. ADMM decomposes the convex optimization problem in
(5) into simpler optimization problems. We reformulate (5)
to another equivalent optimization problem using auxiliary
variables {¢; € Rm}szl. We define the augmented Lagrangian
function as

L (g, wie, tr, Mde_y)

K

2

= E lyk — Crxi — Dyugllg,
k=1

K—1

+ ; |1 — Awxi — Bray ||z;k
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K
+ 3 [ el + A @ —w) + et —m? ] ©)
k=1

where {A; € R’"}sz | are the Lagrangian multipliers that arise
from the K constraints £; = u;. Also, ¢ > 0 is a scalar.
ADMM is an iterative algorithm that alternately solves sub-
problems of (6), each focusing on a specific block of variables.
The rth iteration updates are

—argminﬁ({xk,uk,t(r l)l(' I)L 1) 7

(r) <r>}
{xksuk}kK=|

(r) : (r) (r) (r—1

t,’ = argmin L U b, Ay )} 8

k em < ko Uk i 1) ®)

A=A 20 () — ). ©)

fork =1, 2, ..., K. Further, (7) can be simplified as

K
{x(r), (r)} - :argmmZ”yk —Crxp— Dkuk

=1,...

K—1
+ ) ks — Awxe — Buag Hék '

k=1
R, 0
] e

o] I]T .

To solve (10), we next extend Kalman filtering and smoothing,
laying the foundation for our algorithms in this paper.

Theorem 1: Consider the MAP estimates of the states and
inputs of the linear system in (1) and (2) with the assumption
that Dy’s have full column rank and without any prior infor-
mation on the inputs, given by

(10)
Here, we define the new matrices

b _ Yk RY —
Vi [tl((r—l) _ clxl((r—l)} ) k

¢ = [C{ o]T, Dy = (12)

K
argmin Y [lyx — Cxy — Diaellg,
it g k=t
K—1 5
+ Y Jxisr — Awxi — B o, - (13)
k=1

This problem can be solved recursively using the predic-
tion, filtering, and smoothing steps, using the robust Kalman
smoothing (RKS) algorithm summarized in Algorithm 1.

Proof: See Appendix A.

We note that the statement of Theorem 1 requires p > m,
which implies that, in the absence of additional structural
information about the inputs uy, a necessary condition for
obtaining MAP estimates is that the number of measurements
must be at least as large as the input dimension.

In Algorithm 1, we determine the statistics of the joint
Gaussian posterior distribution of x; and uy given Yf . We
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Algorithm 1: Robust Kalman Smoothing.
Input: {y;, A, By, Ci. Dy Q. Ri b,
Initialization: &, = 0 € R"+", P(£)|0 €
and Qp = 0 € R™"

T .
I &= [xz uZ] JAp = [Ak Bk] and
T
T=[1 0] eremxn
2: Ji=DR'D)"'DIR, fork=1,...K

R(n+m)>< (n+m)

3: fork=1,2,...,Kdo
#Prediction: A

4: Xpjp—1 = Ak—15k71|k71

5 P :Ak—lPifukqAZ—l + Q-1
#Filtering:

6: Ly = P}, _,Ci(Ri + CyPy,_ C)™!

s g [(I—Lkachm ‘Lk(I—Dka)}

(I — JkCyLiDy) ™ T (I — CiLy)

8: ék\k = Txpp—1 + G Ox — Crlpp—1)
9: Pl =(T—GiCiPY (T —GiCiJ + GiRi G
10: Compute %y ; and P’]glk from ék‘k and Pi‘k
11:  end for
#Smoothing:

12:  fork = K—lK 2,...,1do

13: K; = k‘kAk(P )

. & & T
14: Pk\K = Pklk + K (P k — ilﬁ+1\k)Kk
15: Euk = & + KiGourn ik — Ackip)

16: Compute Xy x and PilK from ék”{ and PilK
17:  end for

Output: {&;x}X_| and {@g g},

know for any ¢ and k the posterior distribution of the state x;
and input &, given measurements Y’l‘ is given by

. P pxu
k k

p(x,,u,w’f) =N |:-’ftk:|, tk ;\
Utk (Pﬂk) Py

Here, ¥, € R" and i, € R™ are the estimates of x;
and u; given Y7 k with associated covariances Pt|k e R

(14)

and P* i € Rmxm, respectively, and cross-covariance Pt|k €

R™™_ Then, defining St = [xT utT], we get p(§l|Y’f) ~

t
N (§;|k, Pfl )» Where §,| r and Pfl ; are the mean and covariance
of the distribution in (14).
Since (10) has the same form as (13), its solution follows
the RKS algorithm with the measurement model in (11) and
(12). Further, from (8), the auxiliary variable update is

2
(r) 14 (r=1) (r)
Ly L

= argntlin o ltxlly + ¢ Htk —c”
k

= St (1 + AT, (15)

VOLUME 4, 2025
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Algorithm 2: ¢;-regularized Robust Kalman Smoothing.

Input: {y, A, B, Cr, Di., Q. RiJX_,
Parameters: ¢, rmax, and 7 fork = 1,2, ...,
€ = 26thres

Initialization: r” = A\” = 0, fork = 1,2,...,K

1:  Compute R"', €, Dy using (11) and (12)
p k g

K,r=1,

2:  while (r < 1) Or (€ > €gpres) do

3: Compute yi using (11)

4: Compute x( " and u,(cr) via Algorithm 1 replacing
Vi, Ci, Dy, and Ry, Withyil, C'k, Dk, and Ril,
respectively

5 fork=1,2,...,Kdo

14 (r—1

6 ") = ,l,kl(u“) +e ™)

7: A0 =2 poe@!” — 1)

8: end for "

_ x,
90 e= 187 &V where g = [ %ﬁ}
U
10 r=r+1
11 end while

Output: {x(r)}k , and {u(r)}kzl

where the last step follows from the LASSO solution. Also,
S(-) is the entry-wise soft thresholding function, S,(a) =
Sgn(a) max{|a| — b, 0}. Combing (9), (10) with Theorem 1,
and (15), £;-regularized RKS is summarized in Algorithm 2.

In Algorithm 2, the full column rank requirement of Theo-

~ T
rem 1 holds for D} = [DZ I]

Since (5) is convex, ADMM is guaranteed to converge to
the global solution. A general limitation of ¢|-based regu-
larization, however, is that it may yield biased estimates for
large coefficients, thereby necessitating careful tuning of the
penalty parameters [39].

e Rp+m)xm

B. REWEIGHTED (,-REGULARIZED ROBUST KALMAN
SMOOTHING

When 0 < I < 2, an alternative algorithm, similar in spirit to
the iterative reweighting-based sparse recovery [37], can be
derived. Then, the optimization problem (13) changes to

K
. . K
Buis i, —argmanHyk Cixi—Dyullg,
X, U
k=1,...K k=1
K-1
2
+ Z |1 —Arxi—Brug HQk
k=1

K m
+ Y ny lwG)l. (16)
k=1 i=1
We use the majorization minimization (MM) technique to
solve (16). In MM, the cost function is upper-bounded around
the current iterate by a tractable function that is easy to op-
timize, and we minimize that upper bound to get the new

VOLUME 4, 2025

iterate. Here, we bound the regularizer term by noting that
the function |u|' = (|u|?)"/? is a concave function of |u|*.
Therefore, the function is bounded above by its first-order
Taylor approximation, and for any u € R,

< (uP)'” +

With u = u,((r_l)(i), we get

[ _
(e (DP)"? 5 (ul?) Q)12 = up?).

()" < 2uf | op

(-5 kol

We now iteratively solve (16) by optimizing the upper
bound in each iteration. So, the rth iteration computes

A7)

]((r)’ u,((’)}k_l = arxg min Z lyx — Crxy — Dkuklle
T ket ukK k=1

K—1

+ Z |t — Agxr — Brug Hz,k
k=1
LS

5 2l (18)

k=1

Here, the diagonal weight matrix W,(:) e R™" s

Q-1
W = diag {|uf "}

with | - | representing the element-wise modulus. When an
entry of u! " b 1 ") iall
ry of u, ecome close to zeros, W~ can potentially
become non-invertible. To avoid numerical instabilities, we
prune the entries of u,({r_l) falls below some small threshold «

(e.g.,k = 107%) in magnitude. Now, (18) modifies to

(r) ~(r)
koW

2
—argmmZHy Cezxk D uk
= X Qg g
* =

K—1

—l—Zka+1 Akxk—B ukHQ, (19)
k=1

where we define

B = (B, (20)

:
e
=l om]

T T
C?:[Cz 0nxwzk|]’ Df:[(l’k)}k I\Ik|]’ @D

~(r=1)

where &t € Rl is the vector obtained after removing the

(r=1)

entries of u, whose absolute values are less than «, and

Ty is the set of indices corresponding to the entries of u](:*l)

which have absolute value at least «. Also, we define
R, 0

R = 2-1)
k 1
0 2 diag H !~ H

(22)
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Algorithm 3: Reweighted ¢;-regularized Robust Kalman
Smoothing.

Input: {ykvAkaks Ck»Dk» Qk»Rk}[i(:]

Parameters: [, ryax, k, and 7 fork = 1,2, ..., K,

€ = 2é€thres

Initialization: u,((o) =1,fork=1,2,....K

1:  while (r < ryax) Or (€ > €gpres) dO

2: Determine 7, for each u,((r_l) and compute ﬁ]((r_l)

3:  Computey:?, B2, C?2, D2, R using (20), (21)
and (22)

4: Compute xl({r) and fl](:) via Algorithm 1 replacing

123
I and

Yk Bi, Ci, Dy, and Ry with y,?, B2, C;2, D
Rﬁz respectively
5: Construct u,(cr) using (23)
(r)

K —1 X
€=2 k=1 ||§;(:) - 8,(; )II% where El(:) = |: k i|

u,((r)
7:  end while
Output: {x,((r)},[le and {u;((r)}/]le

@

Here, (19) takes the same form as (5) and can be solved via
RKS in Algorithm 1. Finally, we reconstruct u,(:) as

(r)) _ = ( (r)) _
u =1 and u =0.
( k)g, =7k k)1t

The pseudocode for the overall reweighted ¢,-regularized
RKS is summarized in Algorithm 3.

Next, we show that iteratively optimizing the surrogate
function in (18) via Algorithm 3 either decreases the value of
the cost function in (16) or leaves it unchanged, and that the
sequence of cost function values over iterations converges.

Proposition 1: For a given set of inputs, let {x,((r), ukr)}f:1
be the sequence generated by Algorithm 3. Then, the corre-
sponding sequence of cost function values in (5) is monotoni-
cally non-increasing and converges to a limit in R.

Proof: For brevity, we define x = XX and u = UX. Let
the cost function in (16) be denoted by f(x,u) = fi(x,u) +
f>(u), where fi(x,u) denotes the first two quadratic terms
and fr(u) = Zszl ey lup(i)|" is the regularizer term.
Also, let the upper bound in (17) be g(u|u"~") > f>(u) and
equality holds when u = u~"). Hence, we derive

(23)

LD w0y = @D w0 D) ¢ o@D D)
> i, u) + g u)
> i u") + H@™)
— ™, u).

The first inequality holds because, in the rth iteration,
(x"), u") the RKS algorithm minimizes the cost func-
tion in (18), which is equivalent to minimizing fi(x,u) +
g(u|u1). The second inequality holds because g(u|u'") >
f>(u) for any u. Hence, the sequence of the cost function val-
ues is monotonically non-increasing. Finally, f(x, u) is lower

586

bounded by 0. Thus, by the monotone convergence theorem,
the cost function sequence converges. |

The above result guarantees that cost function derived from
the iterates converges to a limit, but the iterates may oscillate,
cycle, or converge to a local minimum or a saddle point.

Iterative reweighted ¢, regularization provides stronger
sparsity promotion than £;-based regularizer, since 0 </ < 1
offers a closer approximation to the ¢y norm than £;. How-
ever, for 0 < [ < 1 the problem becomes non-convex, and a
key drawback is that the algorithm may get trapped in local
minima, as indicated by Proposition 1.

C. EXTENSION TO JOINTLY SPARSE INPUTS

We can extend ¢;-regularized RKS to estimate jointly sparse
inputs by modifying (5) as follows:

K
{®xix - ﬁk\K}szl = arg min Z lye — Crxe — Dy,
K g k=1
K—1
+ Z |1 — A —Brug ||2k
k=1

(24)

where regularizer ©) 1, Zszl u,%(i) is inspired by the
LASSO type regularization [40]. As T > 0 increases, the com-
mon support output by the algorithm shrinks, making the
inputs sparser. Now, using auxiliary variables ¢;’s, we refor-
mulate (24) and solve the following using ADMM:

K
A A K . 2
{%kk- Bk },_, = argmin Z lyk — Cixx — Dyuglig,
XU
k=t g k=1
K—1
2
+ Z |41 — A — Bk ”Qk
k=1
m K

HTY DY 20+ Y A —w)
i=1 k=1 k=1

K
e Nt —uel?, (25)
k=1

where {A; € ]Rm}kK:l are the Lagrangian multipliers that arise
from the equality constraints ¢; = uy and ¢ > 0 is a positive
scalar. Since (25) is identical to (6) except for the terms in g,
our modified £;-regularized RKS is identical to Algorithm 2
except for Step 6, which changes to [40],

u®@, )+ cADG,

(i ) —
= [, ) + = A0=DG, ||

x S,y (a6, ) + A0 |

)
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where function S is defined in (15), and (i, ), u(, 1),

A _1)(1', 1) follow the definition,

T K

aGi,:) = [al(i) ar(i) aK(i)] cRE,  (26)

for any set {a; € Rm},’le and i = 1,2, ..., K. This modified
version is referred to as group £-regularized RKS.

IV. BAYESIAN ROBUST KALMAN SMOOTHING

In this section, we present an alternative approach, called
Bayesian RKS, to estimate the states and sparse inputs
{xr, ui}X_, using measurements {y;}%_, in (2). Unlike the
regularized RKS that assumes the knowledge of the param-
eters of the sparse input prior, the Bayesian approach uses
hierarchical priors which account for the uncertainty in the
prior distribution. Specifically, we use a hierarchical Gaussian
prior on the inputs to promote sparsity:

m N2
1 uy (i)
P yi) = | | —m=—==c¢xp (——) ) 27
E V27 2p:(0)
where y, € R™ is the unknown hyperparameter of the distri-
bution. The Bayesian RKS learns the hyperparameters from

the measurements, unlike the regularized RKS. We present
two Bayesian RKS variants: SBL-RKS and VB-RKS.

A. SPARSE BAYESIAN LEARNING-BASED RKS
In the SBL framework, we first compute the ML estimate }AI,I:"L
of the hyperparameter as

PR, = argmax p (Y5 {pihiey) - (28)

1
Vi ERKX
k=1,...,.K

Using the estimate )7,1:4]“, we can estimate the states and

inputs using the Kalman filtering and smoothing algorithm.
For this, we note that (1) and (2) are equivalent to

A
&1 = [ Ok} & + [wk} and y; = [Ck Dk] & + vy,
Lk
(29)

where & is defined as

& = [x{ u{]T , (30)

and z; = w1 is an auxiliary variable. From (27), we get

L DOV P .

Zk 0 Diag {yis1}
Given { ?kML}le , estimating the states and inputs reduces to
estimating {&; }szl using Y{( via Kalman filtering and smooth-
ing, due to the Gaussian assumptions.

Since optimization problem in (28) lack a closed-form solu-
tion, we employ expectation-maximization (EM), an iterative
method with the expectation (E) and maximization (M) steps.
In the rth iteration, the E-step computes the expected log-

likelihood function Q) of {yk}f:1 with respect to {Ek}f:1
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given data Y{( and the current estimate y,((’_l) of the hyper-
parameter y; obtained in the previous iteration. The M-step
maximizes the expected log-likelihood to obtain the new es-
timate of y;. Further, from the state space model in (29), the
distribution of the data is given by

K
P Y (& {Vk};’f=1)=np(vk|’§k)p (&kl&c—1: ¥k) .

k=1
where &y = 0. Thus, the E-step is given by

K
o ({yk}i;l | {y,i’”}k_l)

K
- /;: By, YK oD {log p(yil&x)

xp (x| &—1) p (s v} -

From the above relation, the M-step that maximizes o
with respect to {yk}f:1 is separable, and ignoring the terms
independent of yy, the M-step reduces to

1
yi T = agmax B, e oo (p (s po)
Vi ’

Using (27), we derive the M-step as

(r+1) _

y D = argmin log |T|+Tr {r—l(aku(azl,( +PZ|K)}

I=Diag{y}
= Diag |kl + Pl } -

Further, ity x and P’,g“( can be computed by applying
Kalman filtering and smoothing on the modified state space
model in (29). The overall SBL-RKS algorithm is summarized
in Algorithm 4.

Next, we establish a result similar to Proposition 1 for
SBL-RKS. We show that the EM updates in Algorithm 4
are guaranteed to monotonically increase (or maintain) the
data log-likelihood in each iteration. Hence, the sequence of
objective function values over iterations converges.

Proposition 2: For a given set of inputs, let { y,({r) :
k=1,...,K}%, be the sequence generated by Algorithm
4 such that ||y,((r)||2 < o0o. Then, the sequence {logp(Yf |
{yk},’le }72, is monotonically nondecreasing and converges to
a finite limit in R.

Proof: For notational brevity, we denote the observations
by y = YK, the hidden variables by z = {XX ,UX}, and the
hyperparameters by y = {yk}{( . In the rth iteration of the SBL
algorithm, we derive

YUt = arg max oy I ¥")

= argmax ) [log py. 2 | )1

Then, by the properties of the EM algorithm [41, Section
3.2], the ML objective function in (28) is monotonically in-
creasing,

log p(y | ) < log p(y | ).
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Algorithm 4: RKS with Sparse Bayesian Learning.

Input: {y, A, B, Ci. Di., Q. RiJX_,
Parameters: rax, €mres

Initialization: y\” = 1fork = 1,2,...,K,r = 1,
€ = 2Ethres
1. Ay = Ak By e ReAm)x(ntm) apq
0 0
C = [Ck Dk]
2:  while (r < ry4x) Or (€ > €gpres) dO
#E-Step:
3: £0|0 = 0, Pg‘o =1
4: fork=1,2,...,Kdo
~ Ok—1 0
5 O = .
0  Diag{y}
#Predictif)n.' o
6: Epk—1 = Ax— 1§k k=1
7 Pilk | = Ak 1P1< 1k— 1Ak 1+ Qi
#Filtering:
8: Gy =P, CLR+CPE, Ch)!
: k=P Cr (R + CiPry_C)
9: §k|k = Ekk—1 +Gk0’k Crdrk—1)
10: kk = (I - Gka)Pklk |
11: end for
#Smoothing:
12: fork =K —lJrK 2,...,1do
13: Ky = ilkAk(Pk+1|k) 1
. é § T
14: Pk|K Py klk +Kk(Pk+1|K +1|k)K
15: B = & + Kk — Akrp)
T
. § _ T
16: Pk = [Pk+1\1< PJI:+1|K:| K;
17: Compute &y x and P} k1K using (30) from Ek\K
and Pk‘K
18: end for
#M-step:
19: y,(j>=Diag{ak|Ka[|K+P;|K} fork=1,2,....K
200 e=Yi v -V
21: r=r+1

22:  end while
23:  Compute {Xx, ﬁk|K}kK=1 using (30) from &
Output: {&;x}&_, and {i k)5,

Further, from (1) and (2), we derive

Fx = F@, WK + o,

where g = [y{ » yI(]T € RXP denotes the con-
catenated measurement vector. Likewise, 9x € RXP stacks
the measurement noise. It is Gaussian with zero mean and
covariance R = Blkdiag(Ry, ..., Rg), where the operator
Blkdiag(-) denotes a block diagonal matrix with its arguments
as its block diagonal entries. The term f(z, Wf ~1)is a linear
function of the initial state, inputs, and process noise. It is also
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Gaussian distributed with zero mean and covariance denoted
by A(y) € RKP*KP je_ itis a function of y. Then, we derive

Kp 1

logp(y | ") = — - log27) — S log |A(y) + R
1 L

- Ey% (Apy)+R)™!

KP 1os2r) — Liog R|
— —log2mw)— =1lo ,
2 8 28

IA

since A(y) is positive semi-definite and bounded. Moreover,
since R is positive definite, the monotonically nondecreasing
sequence {log p(YK | {yr}K k—1)r<; is bounded from above and
the sequence converges to a finite limit point.

Remark: When all the inputs are jointly sparse, we can
use a common prior u; ~ N (0, Diag{y}), i.e., yy =y for
k=1,2,...,K. Then, the SBL-RKS for joint sparse input
recovery is identical to Algorithm 4 except for Steps 5 and 19.
The noise covariance in Step 5 changes to

5 _ | Gk 0 _
Qk—[o Diag{y}]k_Lz,...,K.

Similarly, the M-step in Step 19 is modified as

K
. 1 . ~ ~
r+1) _ = E Diag {uleuLK "‘PZIK} :
i1

Y

The modified SBL-RKS for jointly sparse inputs is referred
to as multiple measurement vector SBL-RKS (MSBL-RKS).
The advantage of SBL is that the hierarchical Gaussian priors
together with EM updates automatically learn the penalty
weights associated with the relevant nonzero entries of the
sparse vector. In contrast, regularization-based approaches re-
quire manual tuning of penalty parameters [42].

B. VARIATIONAL BAYESIAN ROBUST KALMAN SMOOTHING
In the variational Bayesian inference (VBI) approach, we em-
ploy a two-stage hierarchical prior. Specifically, we assume
B (i) ~ Gamma(a, b), where the precision hyperparameter
Bi(i) = 1/yr(@) in (27), and Gamma(a, b) is the Gamma
distribution with shape parameter @ > 0 and rate parameter
b>0,1ie,

p(B) = [T (@ b*(Be(i))* " exp(—bBi (i)

i=1

€29

The VB-RKS algorithm estimates the set of unknown
parameters Z = {X KU {{ A ﬁk}kK: 1} as the mean of their pos-
terior distribution. However, the posterior distribution compu-
tation is intractable, and we approximate it using a family of
factorized distributions:

K
~ q(2) = [ | di @t gl Bo.

k=1

p(ZIYE

where g7 (-), ¢} (-), and qk( -) are the marginal distributions of
the latent variables xy, uy, and By, respectively.
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We seek the optimal distribution g(Z) that minimizes the
Kullback-Leibler (KL) divergence

F(q(2)) = KL(g(2)lp(Z | y)).

Now, the optimal marginal distribution is given by [43]
Ing(xy) o Bgz\x,) {Inp (2. Y1)}
In g () o Egzvay {In p (2, Y1)},

where o denotes the equality up to an additive constant and
Eyz\xp){-} and Eyz\u,){-} are the expectations with respect to
all the latent variables except x; and uy, respectively. Further,
we recall that

K

P2, YD) =[] poulxe wopeeehee—1, ug—1)
k=1

x pui) B)p(Br),

where p(ui|Br) and p(By) are given by (27) with B (i) =
1/yx (i), and (31), respectively. Consequently, we arrive at

In g5 (i) o Iy — Crx — D) lIg,
+ 1) — Arxe — Bi(ug) I,

+ Ik — A1 (xim1) — Bt {we—1)llg, -

where (-) denotes the mean of a random variable following the
marginal distribution ¢(-). Hence, the marginal distribution
q; (xi) is Gaussian. Its mean can be computed by setting the
gradient with respect to xj to 0, leading to

() = P CIRY 'yi+ O B ()

— (CIR;'Di + ATQ; 'BL) (we)

+0 Al + AL e | (B2)
where we define
—1
Py = (CIR;'Co+ 0! +AT0 ) (33)

Similarly, the marginal distribution of uy is computed as
Ingi () o< Bgzvy) {Inp (2.YT)}

o |lyx — Cr{xi) — Dy,

+ i1 —Ax o) —Braellg, + D (3B (i),

i=1

The mean of the Gaussian distribution gy (xy ) is
() = P [D{Rk—lyk - (D{Rk—lck + B{Q;lAk)

x (xi) +BIQ; (i) (34)

where the matrix PZ is

—1
¢ = (DIR; "Dy + BIO; By + (diag (Bi) -
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Algorithm 5: Variational Bayesian RKS.

Input: {y;, Ay, By, Cy, Dy, Ok, RiJe_|
Parameters: ry,x and 7pax

Initialization: (x;) = 0, (u;) = 0, (B;) = 1 for
k=1,2,...,K

1: forr=1,2,..., rmax do

2: for 7 =1,2,..., Fnax do

3: Compute x,(c”) = (x;) using (32) for
k=1,... K

4: Compute u,(:’r) = (uy) using (34) for
k=1,...,K

5: end for

6: Compute /3,(:) = (B;) using 35) fork=1,...,K

7:  end for

Output: {x,((r’i) }K_, and {u,(cr’;)}szl

We use xg+1 = 0 for k = K and xg = 0 for k = 1 in (32)
and (34). Finally, g(Bx) = [/~ ¢(Bk(i)) is a Gamma distri-
bution with mean

a+0.5 a+0.5
b+0.5i()  b+0.5[(we()? +Pu(i.i)]
(35

Using (32), (34), and (35), the marginal distribution param-
eters are iteratively updated until convergence to obtain the
approximate posterior distribution. The pseudocode is sum-
marized in Algorithm 5.

The following result shows that Algorithm 5 monotonically
decreases the KL divergence F(Z) at each iteration.

Proposition 3: For a given set of inputs, the sequence
{FU )}fil of KL divergence generated by Algorithm 5 is
monotonically non-increasing and converges to a limit in R.

Proof: From Algorithm 5, let the rth iterate be Z) =
(x(Tmax) gy (Fmax) - (1)) - Algorithm 5 proceeds by updating
one set of parameters at a time, implying

(Br(D) =

F) — .F(Z(r)) > ]:(x(H-l»l)’ u(hfmax)’ ﬂ(r))
> f(x(r+l,l)’ u(r—i—l,l)’ ﬂ(r))
> ]:(x(r+lsfmax), u(r‘Hfmax), ﬂ(’))

> ].'(x(r"rl»fmax)’ u(r+1»fmax)’ ﬂ(r+1)) — f’(r'i‘l)'

Thus, the sequence {F (r)}fil decreases monotonically, and
since KL divergence is bounded below by 0, it converges.

We note that our result does not establish that the KL
divergence converges to zero, but rather that it converges to
a stable value. This indicates that the estimated state and
input distributions have stabilized at the closest achievable
approximation to the true distribution, though not necessarily
identical to it.

Also, when all the inputs are jointly sparse, similar to
SBL-RKS, we use a common prior u; ~ N'(0, Diag{8}), i.e.,
By =p for k=1,2,...,K. In that case, the VB-RKS for
joint sparse input recovery is identical to Algorithm 5 except
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TABLE 1. Run Time Comparison of Algorithms When n = 30, p = 20,
m =100, K =30, s =5 and SNR is 20 dB

Support | Algorithm Runtime |
RKS 1.2s
Time BP-RKS 73.94 s
Varying {1-regularized RKS 33.76 s
reweighted ¢o-regularized RKS 445 s
SBL-RKS 14.5 s
VB-RKS ~5 min
Group BP-RKS 52's
Jointly Group ¢;-regularized RKS 34.6 s
sparse MSBL-RKS 13.5s
MVB-RKS ~5 min

that (35) in Step 6 changes as follows.
a+0.5
b+ & T ui )

We refer to this algorithm as multiple measurement vector
VB-RKS (MVB-RKS).

Remark: A special case of our problem is the conventional
KF problem when u; = 0 Vk. The update steps consist of only
two equations (32) and (33) with By = 0, D;, = 0. The state
update equation is given by,

() =P [CIRE e + O v we) + ATQ; ) |

VB-RKS allows for simple updates of both states and in-
puts, whereas the other algorithms typically require running
a Kalman filter or an RKS subroutine. Consequently, each
iteration of VB-RKS (Step 3, 4, and 6) is computationally
faster than those of the other iterative algorithms. However, in
simulations (see Section V) we observe that VB-RKS requires
significantly more iterations to converge, making it overall
slower.

(BG) =

C. COMPLEXITY COMPARISONS

All four algorithms, ¢;-regularized RKS, reweighted ¢5-
regularized RKS, SBL-RKS, and VB-RKS are iterative and
uses the RKS algorithm in every iteration. Also, the RKS step
is the most computationally complex step in these algorithms
and dominates the overall complexity, leading to per-iteration
time complexity of all the algorithms as O(K(n® + m> +
p)) for the versions with and without the joint sparsity
assumption. Since the sparsity-driven algorithms consider
low-dimensional measurements where m > p, the time com-
plexity further reduces to O(K (n® + m?)).

Further, we have observed from our simulation results that
the other algorithms require a larger number of iterations and
a longer time to converge than SBL-RKS (see Table 1). In
particular, VB-RKS takes a longer run time owing to the large
number of iterations required for convergence. For compar-
ison, we consider the state-of-the-art £; minimization-based
algorithm, referred to as basis pursuit (BP)-RKS (group BP-
RKS for the joint support case). BP-RKS is a non-iterative
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TABLE 2. Complexity Comparison of Algorithms

’ Type \Algorithm\ Complexity ‘

Non RKS O(K(n® +m® +p%))
Iterative | BP-RKS O(Kzm3p® + K(n® +p%))
7,-RKS O(rmax K (0% +m® + p°))
Iterative /5-RKS O(rmax K (n® +m3 + p%))
SBL-RKS O(rmax K (n® +m® + p%))
VB-RKS | O(Fmaximax K (0> +m> + p%))

algorithm whose complexity scales as O(K Im3 PP+ K@+
p*)) due to the convex programming optimization using the
interior point method. So, our algorithms have low com-
plexity order when the number of iterations is small. The
auxiliary space (memory) complexity of all the algorithms is
O(p? + K(n*> + m?)). The total time complexities of all the
algorithms are summarized in Table 2 for comparison.

V. SIMULATION RESULTS
In this section, we present empirical results to demonstrate the
superior performance of the algorithms that exploit sparsity.
We choose the state dimension n = 30, the input dimension
m = 100, the output dimension p = 20, and the number of
time steps K = 30. The sparsity level of the input is s = 5,
and the locations of s nonzero entries are chosen uniformly
at random from the set {1, 2, ..., m}. Further, the nonzero
entries are drawn independently from a normal distribution
N(0, auz) with o, = 5. For the time-varying support case, we
independently choose different supports for each time instant
k, and for the jointly sparse case, we use the same support
for all values of k. The entries of the time invariant system
matrices A, B, C, and D and the initial state x; are indepen-
dently drawn from the standard normal distribution. Also,
the process noise covariance Q and the measurement noise
covariance R are the identity matrix and avzl , respectively.
Finally, o, is computed from the measurement SNR via the
relation SNR = so2 /02

For the above setting, we compare the performance of our
algorithms: ¢;-regularized RKS, reweighted ¢,-regularized
RKS, SBL-RKS, and VB-RKS for the time-varying support
and jointly sparse cases. We also consider two benchmark ap-
proaches: basis pursuit (BP)-RKS and group BP-RKS, which
are adapted from the algorithm in [34] (see Appendix B for
details), and the RKS algorithm (Algorithm 1). The following
metrics are used for comparison: normalized mean squared
error (NMSE) in the state and input estimation, false support
recovery rate (FSRR) for input estimation, and run time. The
FSRR is the sum of the false alarm and missed detection
rates of the support estimation. The results in Figs. 1-2 and
Table 1 compare the algorithms’ performance as a function of
the measurement dimension p.
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FIGURE 1. Performance comparison of our sparse recovery algorithms and RKS as a function of measurement dimension p when the control inputs are

jointly sparse with n = 30, m = 100, K = 30, s = 5, and SNR = 20 dB.
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FIGURE 2. Phase transition diagram for our sparse recovery algorithms
with n = 30, m = 100, K = 30, and SNR = 20 dB.

1) COMPARISON WITH RKS AND AN ORACLE BASELINE

Fig. 1 shows different algorithms’ NMSE and FSRR perfor-
mance for the joint sparsity case. We omit the time-varying
support case due to space limitations; it can be found in [44,
Fig. 1]. From Fig. 1, we infer that the conventional RKS
algorithm has poor NMSE performance compared to the
sparsity-driven approaches. This underscores the importance
of exploiting sparsity to achieve low NMSE. RKS requires
p > m for the inverse to exist in Step 2 of Algorithm 1. Natu-
rally, the algorithm fails in the low-dimensional measurement
regime. Also, the NMSE of RKS is comparable to that of
the sparsity-driven algorithms only when p > m, but the latter
outperform RKS even in that regime.

We also compare performance against an oracle RKS base-
line that assumes the knowledge of input supports. With the
support set S; of ug known, the system can be represented
with reduced matrices Ay, (By)s,, Ck, and (Dy)s, driven by
non-sparse inputs (#;)s, . Then, oracle RKS estimates (uy)s,
are found by running the RKS algorithm with the modified
matrices. As expected, oracle RKS outperforms all other algo-
rithms in both state and input NMSE performance, as shown
in Fig. 1(a) and (b), respectively. However, SBL-RKS and
VB-RKS approach oracle-level performance in state estima-
tion in the high-p regime.
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2) COMPARISON OF SPARSITY-DRIVEN ALGORITHMS

Fig. 1 and Table 1 show that the SBL-RKS and VB-RKS
algorithms outperform BP-RKS and regularized RKS in terms
of NMSE in both states and input estimation, FSRR, and run
time, in line with our arguments in Section IV-C. VB-RKS
performs similar to SBL-RKS, except for runtime, which is
much higher for the former algorithm.

3) TIME-VARYING SUPPORT AND JOINT SPARSITY
Fig. 2 and Table 1 show different algorithms’ performances
for the time-varying support and joint sparsity cases. Fig. 2
plots the minimum value of the number of measurements p
required for 90% recovery accuracy (i.e., successful recovery
of the sparse signals in 90% of the random experiments).
Here, a sparse vector is said to be successfully recovered if
the normalized mean square error between the original signal
and the recovered signal is below 0.05. For the same number
of measurements p, the NMSE in input estimation is better for
the joint sparsity-aware algorithms: group BP-RKS, group ¢;-
regularized RKS, MSBL-RKS, and MVB-RKS. This behavior
is because of the additional joint sparse structure exploited
by these algorithms. Clearly, the Bayesian RKS algorithms
require the least number of measurements, followed by group
BP-RKS and group ¢;-regularized RKS. The joint sparsity-
aware algorithms are followed by Bayesian-RKS, BP-RKS,
and regularized RKS. The regularized RKS algorithms have
similar phase transition curves, but SBL-RKS and VB-RKS
require fewer measurements than the regularized RKS.
Finally, Table 1 indicates that joint sparsity-aware algo-
rithms have a shorter run time than their counterparts for the
time-varying support case because they have fewer parameters
to estimate.

4) TIME DOMAIN TRACKING OF STATES AND INPUTS

The time domain state and input tracking performance of
SBL-RKS is shown in Fig. 3 for visual comparison. Here, the
estimate of one entry in the state and input vectors across time
obtained using SBL-RKS are depicted in Fig. 3(a) and in Fig.
3(b), respectively. It is clear from Fig. 3(b) that SBL-RKS is
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FIGURE 3. Time domain tracking performance of SBL-RKS with n = 30, m = 100, p = 20, K = 100, s = 5, and SNR = 20 dB.

able to recover the spikes in the entries of input vectors ac-
curately. Also, Fig. 3(a) shows that SBL-RKS tracks the state
tightly. We observe similar results for all the other sparsity-
aware algorithms, and hence, we omit plotting them to avoid
clutter.

VI. CONCLUSION

In this paper, we studied the joint estimation of states and
sparse inputs as an observer design problem in an LDS.
We developed novel algorithms using fictitious sparsity-
promoting priors, integrating sparse signal recovery tech-
niques within the Kalman smoothing framework to create
sparsity-aware Kalman smoothers. Our methods include a
regularization-based MAP estimation approach and a hierar-
chical Bayesian learning framework built on Gaussian priors.
Empirical results show that exploiting sparsity improves esti-
mation and enables recovery with fewer measurements than
conventional methods. Among the proposed methods, SBL-
RKS is preferred for its low complexity and superior accuracy.
We also extended our approaches for the jointly sparse input
case and demonstrated the efficacy of exploiting additional
structures with sparsity. We also guarantee convergence of the
cost functions of our algorithms to a local minimum or saddle
point. However, convergence of the iterates is not ensured
due to the combined Kalman smoothing and ADMM, EM, or
VBI framework, which needs future study. Investigating the
fundamental limits of sparse recovery in LDS is an interesting
direction for further research. Future work can also extend our
algorithms to handle system identification and estimation of
the system matrices.

APPENDIX A

PROOF OF THEOREM 1: THE KALMAN FILTERING AND
SMOOTHING STEPS

A1 PREDICTION AND FILTERING STEPS

For detailed derivation of step 2-11 see [44]. The filtered
estimates of states and inputs are mathematically equivalent
to the estimator derived in [20]; hence, we omit it for brevity,
although the approach in [44] differs from that in [20].
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A2 SMOOTHING STEPS

We develop the smoothing updates for the case of unknown
inputs along the lines of the Kalman smoothing in [45]. The
smoothed posterior distribution p(xy, uy | Yf ) is Gaussian

with mean Xy, @ty x and covariance P§| x as derived below.
The joint posterior distribution is

P (k1. & 1 YY)

=1 (&1 841, Y5) p (i1 1YF) (36)
YA YA
- e B RS
Yk
_ P (&1 1 &) p (& | l)p(£k+1 Y5, 6

P (§k+1 | Y]f)

where (36) follows since {y;1, ...

, Yk} are linear combina-
: : K K K
tions of &1 and other random variables (U, |, Wi, 1, Vi)

which are independent of & ;. Also, (37) follows due to the
Markovian nature of the dynamics in (29).

P (Eesr, & 1 YY)

_ P (st | X wi) p (werr) p (8 | YY)
P(xk+1 | Y]f)P(ukJrl)

P (€1 1Y)
(38)
_ P (ki1 | x, we) p (& | Y)
p (xk+1 | Y]f)

Here, (38) follows since u is assumed to be independent
of xy, X1 1, g and all past observations {y, ..., yx}.
Taking the logarithm of each term in (39), we have

P& 1YT).  (39)

1
log p (Xpr1 | xp, uy) = —5 ks — Agx — Buaucllp,

! 162
= =5 1T &1 — Aidillg, -

where we used x| = T&.; with T and A; defined in Algo-
rithm 1. Similarly, we can show that

1
k . 2
logp(xk+1 | Yl) = _Enxk—i-l —xk+1\k||pi+“k
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1 X
= =27 (8s1 = B I3

2 k+1k

1 N
tog p (8 | ¥§) = =5 118 — &l
g 1 5 klk Pi\k

1 A
log p (81 1 Y1) = =3l — &gl -
k+11K

Using the above four relations in (39), we derive
1 _
log p (§c1. & | YF) = =36, [T7Q¢'T
T -1 £ -1
-T (le§+1|1<> T + (Pk+1\1() &t
l T To-14 l TAT -1
+ 28k+1T Qk kEk + ZEk ka TEk—H
1 T AT 71A PE -1 T PE —1g
- EEk ka kTt ( k|k> & + gk ( k|k) Eklk

+ linear and constant terms.

Next, we follow the proof technique for deriving the
smoothing updates in [45], and we use same notation Sy, S12,
S>1, 822 and F 17 as given in the reference which indicate same
variables in our context. In our case, ngl is

-1
_ T o1 -1
Sy = (Aka A+ (P )

_ pt £ 4T 3 pt 3T\ ' pt
=P — P A (Qk +AkPk|kAk> APy,

= Pi\k - Pli\k‘a-/[ (Pi+1\k)_1;1kpi|k
= Pi\k - KkPiJrlleL
where we define
Ky =P A (Pfcmk)_l :
Similarly, S5 = —4,Q; 'T, and S5,'S5; simplifies to

1

_ T ~ ST\~
$5,\8 = — (Pilk — P} A, (Qk +AkP§|kAk)

Akpilk)ing,;lT
= P} Ay <1” - (Qk +AkP,§‘kAI>—1
Akpilkit{) 0;'T

= P4 (o +AkP§|kAZ)_1 T

~T 1
= _Pi\kAk (P’lg+1\k) T =—KT.

Hence, the covariance update is given by (see (19) of [45]),

§  _ ¢-1 —1 -1 —1
Ple =85 +8,82F 51285,
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_ (Pi‘k —KkkaHleD + (=K, T) Pt

k+11K (_KkT)T

§ T
= Pk|k + K (Pi+1|1< - Pi+1|k> Ky,

where we used TPi ] KTT = P’,ﬁ 1K in the last step. Hence,
we prove Step 14 of Algorithm 1.

Finally, we can compute Pt x as (see (20) in [45])

K+1.k]

Pi-ﬁ-l,k\K = —F'Snsy = _P£+1|K (—KT)T
_ P, kK]
- (P)Igl—:-lll(> K}

We can find the smoothed posterior estimate using [45,
Equation (23)], which leads to & x = —S2_21521§k+1|1<+

S5, (Pilk)*]ék‘k and simplifies to

Enk = Kikirix + (Lnsm — KiAy) &

Thus, we prove Step 15 of Algorithm 1, and it completes
proof of all the steps in the algorithm.

APPENDIX B

DERIVATION OF BP-RKS AND GROUP BP-RKS

In this section, we derive two benchmark algorithms inspired
by [34], namely BP-RKS for the time-varying support case,
and its extension to the joint sparsity case. To derive BP-RKS,
we first consider the problem of estimating the initial state x|
and inputs U f for the linear system defined in (1) and (2),
which can be written as

Vg = Ogx) + Tgitg + Mgy 1 + Vg, (40)

where i = [y{ ¥y y%]T € RE? denotes the con-
catenated measurement vector. Likewise, iix € RX™ fog_; €
RE&=Dnand 9gx € RX? are obtained by concatenating the
inputs, process noise terms and measurement noise terms, re-
spectively. The system matrices, Ox € RKPX" Ty e RKPxKm
and Mg € REPX(K=Dn ip (40) are given by

C 0 0 o 0
CA C 0 e 0
Ok = . , Mg = .
CAK-1 CAK=2 cAK=3 C
(41
D 0 0 0
CB D 0 e 0
Iy=| CAB CB D e 0 (42)
CAX-2B CAX3B cAX—“B ... D

For notational simplicity, we present (41) and (42) for the
constant system matrices case, i.e., Ay = A, By =B, Dy =
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C,and D, =D, k=1,2,...,K. However, the extension to
time-varying matrices is straightforward.

Similar to the approach in [34], we first eliminate the initial
state term in (40) by multiplying it with II, the projection
matrix onto the orthogonal complement of the column space

of the observability matrix O, to get
Ny, = NI gag + Nk, (43)

where the noise termiix = MgwWg—_1 + Vg and the projection

matrix is
I =1 - 0x(0%0x)" 0%, (44)

where Ok is assumed to have full rank »n.

Now, we estimate the states and inputs in two steps, using a
Laplacian prior on inputs to encourage sparsity. We first solve
for inputs @tx using (43). Substituting the estimate i@}y into
(40), we then compute the weighted least square estimate x}
as

x} = (0%Q;'0x)"' 0k Q; ' 5k — Tiiy).
Here, Q x 1s the covariance of the noise i in (40), given by

Qx = Mg Blkdiag(Qy., ..., Qx)M
+ Blkdiag(Ry, ..., Rg).

(45)

(46)

Having estimated the initial state and inputs, the states X §
can be reconstructed using the Kalman smoothing algorithm.

To estimate the sparse inputs éi g from (43), we note that the
projection step makes IIT'x rank deficient. This is because
from (44), we get rank(I1) = Kp — n as rank(Og) = n. We
further reduce the system in (43) to get linearly independent
measurements. Denote the singular value decomposition of
the matrix IITx by

v, . A e REXR 0| @,
Ml = =wA®,, 47)
W, 0 0f|®,

H
where ¥ = [\II']" \II*Z"] is an orthonormal matrix and R is

the rank of IITx. When the system matrices have full rank,
we have R = min{Kp — n, Km}. From (43), we derive

WIj, = W Iy, _ Ad, fig -+ W Mg (48)
B 1w,y 0 W, Miig |

Hence, the reduced system of equations is
¥ Iyg = ¥ T gag + ¥, Mg, (49)
where the covariance of the noise component W ITiik is
Ok = W IIQ, T (50)
Finally, we multiply the redluced measurements in (49) with

the prewhitening matrix Q;(j to make the noise uncorrelated.
Hence, the new system of equations is
__1 _
Vk = 0 V1 Iy = Tgiig + ik, (51)
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Algorithm 6: Basis Pursuit Robust Kalman Filtering.

Input: {y;, Ag, By, Ci, Dy, Ok, RiJe_|

1:  Compute yx, Ok, Mg, 'k from (40), (41), (42) and
IT using (44)

Determine @ using the singular value
decomposition of IIT'x as given in (47)

3:  Compute Qg using (46) and (50)

4:  Compute yx and T'x from (51)
5
6

»

Set parameter € = ,/R(1 + 2\/%)

Solve for inputs U f using the convex optimization
problem (52)
7:  Calculate the initial state estimate x| using (45)
8: Setx”K =X =X
Kalman Smoother
9: fork=2,...,Kdo

#Prediction:
10: Xphk—1 = Ak 1 Xk (k-1 +Bruy
11 Py =Ak—1P)1§—1|k—1ALl + k1
#Filtering:
12: G = Pj,ﬁlk_lCz(Rk + Ci Py, k_ICZ)jl
13: ik = Xip—1 + Gr (i —Dyuy — Crypp—1)
14: Pz\k = (I — Gka)Pi\kfl
15:  end for
#Smoothing:
16: fork=K—-1,K—-2,...,2do
. T —
17: Ky = PL APl 07"

. T
18: Py = Py + KPPy g — Py Ky
19: Rik = Rk + K (Reg1x — Akigr)

—P} (I — KL ADALQ ' By
20:  end for

Output: {&x}X_ and {u}X_|

_ __1
where matrix I'y = QK2\111HFK and the noise term g =

_ 1
QK2 W II7iig follows the standard Gaussian distribution
N(0,I). Under a Laplacian prior on éix to promote sparsity,
the corresponding MAP estimate is obtained by solving a
LASSO problem [46, Section 3.4.3] given by

ity = argmin||iig ||; s.t. |[yx — Ckitgll2 < e. (52)
ug

Here, € > 0 is typically chosen as +/var(iig)R,/1 +2\/%

which is slightly larger than /var(ig)R (in our case
var(ig) = 1) [47].

In the second step, we compute the state estimates using
the optimal solution i} obtained by solving (52). Treating
these inputs as the true ones, u; = u,’{‘, we compute the MAP
estimate of the states X; using the Kalman smoothing algo-
rithm applied to the system (1) and (2). The resulting BP-RKS
algorithm is summarized in Algorithm 6.
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When control inputs share a common support, we
can rearrange #g into a block-sparse vector #@ix =

[u(l, I w2, ). u(m, :)T]T € RX™ with block length K,
where u(i, :) as defined in (26). The corresponding columns
of T'x are also rearranged, which we denote as fK, leading
to the system of equations yx = [xitg + iix. We can now
exploit the block sparsity structure by imposing an £1 /¢, type
penalty [48] on #@ig to arrive at the following optimization
problem:

m

~ . . - &8 A2
it = argmin Y _[lu(i, )2 st [Fx —Fxiig|* <e.
S

(53)

The problem (53) can be solved by rewriting it as a second-
order cone program using an auxiliary variable ¢ as

min

tistt; > |u@,:)|pfori=1,...,m
teR™

and |[jx — Dxag|3 <e.  (54)

The resulting group BP-RKS algorithm is identical to Al-
gorithm 6 except that in Step 6 we solve (54) instead of (52).
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