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Abstract. Behaviour support agents need to be aware of the social envi-
ronment of the user in order to be able to provide comprehensive support.
However, this is a feature that is currently lacking in existing systems.
To tackle it, first of all we explore literature from social sciences in order
to find which elements of the social environment need to be represented.
We structure this knowledge as a two-level ontology that models social
situations. We formalize the elements that are needed to model social sit-
uations, which consist of different types of meetings between two people.
We conduct an experiment to evaluate the lower level of the ontology
using feedback from the subjects, and to test whether we can use the
data to reason about the priority of different situations. Subjects found
our proposed features of social relationships to be understandable and
representative. Furthermore, we show these features can be combined in
a decision tree to predict the priority of social situations.

Keywords: Socially aware agents - Social situation modelling -
Knowledge representation

1 Introduction

Artificial agents that support people in their daily lives, for example to live
healthier lifestyles or help them in the execution of daily tasks, are becoming a
reality (e.g. [32,43]). Such behaviour support agents need to be aware of a user’s
social context to function effectively [46]: a user’s social network may need to
play a role in providing support, and a user’s activities may involve other people
which affects the type of support that is needed [41]. For instance, an app that
helps its user be more punctual might send reminders at different intervals when
it sees that a meeting is approaching. However, not all meetings have the same
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priority: for most people, being on time for a job interview is more important
than being on time for an informal dinner with friends. Effective support may
require taking this into account in the frequency or type of reminders that are
generated.

Existing behaviour support agents however mostly focus on modelling inter-
nal aspects of the users (e.g. their goals, values, abilities, etc.) [36,44], while
paying less attention to users’ social context. In this paper we take first steps
towards developing a generic framework that enables behaviour support agents
to take into account the user’s social environment in order to provide personal-
ized and socially-aware behaviour support [46].

The main idea underlying our approach is to take research on situation aware-
ness, which offers ways to model and reason about the physical environment, and
adapt it for realizing social situation awareness. Specifically, we take the well-
known situation awareness model by Endsley [17] as a starting point. Endsley’s
model distinguishes three levels of situation awareness: 1) perception of relevant
elements in the environment, 2) comprehension to understand their significance,
and 3) projection towards future states of the environment. Inspired by these
levels, we put forward the idea that a behaviour support agent should similarly
be able to represent relevant aspects of social situations, be able to reason about
their meaning, and lastly project how these situations will affect the behaviour
of the user. These three levels are in line with the classic sense-reason-act cycle
in multi-agent systems.

While there are many socially relevant dimensions to behaviour support,
in this paper we focus on handling social settings such as meetings or social
gatherings. Moreover, we focus on behaviour relevant for arranging these social
settings, rather than how to behave whilst participating in one. One may think
of a personal assistant agent that can schedule social events for its user [41], or
an agent to support people with cognitive impairments in arranging their social
life. Furthermore, we need to determine which dimensions of a social situation
may be used to interpret their meaning, i.e., what is the “output” of the com-
prehension process. In this case we focus on priority of social situations. We
expect that priority, among other things, may be used for dealing with conflicts
in a user’s schedule. Putting this together, in this paper we address the follow-
ing research questions and hypothesis, corresponding with the three levels of
situation awareness:

— RQ1: Perception - Which features can be used to describe a social situation
from the perspective of a user for the purpose of behaviour support?

— RQ2: Comprehension - How can features of a social situation be used to
assess its priority?

— H3: Projection - Priority of social situations can be used for resolving con-
flicts between two social settings if they cannot both be attended.

While these research questions and hypothesis guide the work presented in
this paper, we do not aim to provide definitive answers here. Rather, as this is a
novel research direction, our aim is to assess the feasibility of the approach as a
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basis for future work that considers other dimensions besides priority, as well as
a more extensive investigation into their translation to support actions by the
agent.

Addressing these questions involves creating knowledge structures and rea-
soning techniques for representation and interpretation of social situations, as
well as evaluation with users. We further detail this approach and the envisaged
software architecture for our support agent in Sect.2. We present a knowledge
structure for describing features of social situations in Sect.3. We present our
user study to evaluate this knowledge structure and gather data for addressing
RQ2 and H3 in Sect. 4. Our reasoning model for addressing RQ2 is presented in
Sect. 5. We conclude the paper and discuss our findings in Sect. 6.

2 Research Approach and Agent Architecture

The overall objective of this work is to assess the feasibility of realizing social
situation awareness for behaviour support agents based on the three levels of
situation awareness of Endsley [17]. For this reason, we touch on each of these
three levels in this work (albeit less comprehensively for the higher levels), i.e.,
we take a “breadth-first” approach, rather than first going into depth on the first
level. In this way we get a sense of how the different levels of the framework could
work together to achieve social situation awareness early on in the research, and
it allows us to identify aspects that require a more in-depth study in follow-up
research. Specifically, we address the research questions and hypothesis in the
following way:

— RQ1: Which features can be used to describe a social situation from the
perspective of a user for the purpose of behaviour support?

e Model building: based on research in social sciences, we propose an ontol-
ogy for modelling the high-level structure of social situations, as well as
a set of low level features that can be used to describe daily life social
situations (Sect. 3).

e Evaluation: Assessing whether the social features identified in the mod-
elling step are suitable, consists of two parts: i) assessing the understand-
ability and expressivity of these features for users; this is important, since
we envisage that we will (partly) elicit these features from users through
interaction with the support agent, and explaining the support agent’s
actions to the user requires that these features are meaningful to users
(Sect. 4); ii) assessing the usefulness of these features for situation com-
prehension; this is assessed via RQ2 (Sect. 5).

— RQ2: How can features of a social situation be used to assess its priority?

e Model building: One may envisage different ways of building a model
that can take features of a social situation and derive a corresponding
priority, for example by pre-specified rules, through machine learning,
or a combination. Since an important requirement for this model is its
explainability for users, in this paper we choose a learning method that
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yields an interpretable model: decision trees. To create this decision tree,
we collect data from people via a user study (Sect.4), and then use the
data to learn a decision tree that predicts priority of social situations
(Sect. 5).

e Evaluation: We evaluate the predictive capacity of the decision tree by
taking a test data set from the data collected for building the model, and
evaluating its capacity in predicting the right priority for a specific event
based on information about social features of the situation.

— H3: Priority of social situations can be used for resolving conflicts between
two social settings if they cannot both be attended.

e Data collection: First, we ask subjects about their relationship with peo-
ple in their social circle. Then, we present them with social situations
involving these people, and ask them what priority they would assign to
these situations. Lastly, we show them pairs of these situations and ask
them which one they would attend if the meeting times would overlap
and they had to choose only one (Sect.4).

e Hypothesis testing: To test this hypothesis, we check whether the propor-
tion of meetings with higher priority that was chosen when breaking the
ties is higher than chance.

Figure 1! depicts a high level architecture of how our proposed behaviour
support agent can be used in practice. The first part of the work consists in
learning a model which given data from different social situations (in our case,
the experiment data), it learns priority rules based on the answers of the par-
ticipants. When the user is faced with a future social situation, it gives the
behaviour support agent a description of the situation (situation cues) and rela-
tionship with the other person (social background features). The agent uses this
information, as well as the learned priority rules, to reason about the priority
of this situation. In future work, the priority level will be fed to a support rea-
soner, which will then output a support action to be of assistance to the user. In
this work, we hypothesize that priority can be used to break ties when different
meetings overlap. In that case, the support reasoner can compare the priority of
the different meetings, and suggest to the user which one to attend.

3 Modelling Social Situations

In this section we outline which features can be used to describe a social situation
from the perspective of a user of the behaviour support agent. We distinguish
between a description of the main components, i.e., the overall structure of a
social situation (Sect.3.1) which we refer to as the upper ontology following
[24], while the concrete features of the social situation that are the result of the
perception process are described in a lower ontology (Sect. 3.2).

! Tcons used in the architecture were made by Freepik and retrieved from www.flaticon.
com.
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Fig. 1. High level architecture of the proposed approach. Boxes marked in blue are
parts which we do not explicitly tackle in this paper. (Color figure online)

3.1 Structure of Social Situations: Upper Ontology

Research in social psychology by Rauthmann and colleagues [37] proposes that
features of situations can be discussed on three different levels: cues, which are
physical and objective elements (who is present, what activity is taking place,
etc.), psychological characteristics, which are dimensions that can be used to
describe situations (such as duty, intellect, etc.), as well as classes, which are
abstract types of situations (such as social situations, work situations, etc.). For
the scope of this work, we will focus on situation cues and classes, since these are
concrete concepts that can be elicited from the user, i.e., that are the result of
the perception process. Psychological characteristics, and how to automatically
infer them, will be explored in future work.

Cues in turn can be divided into three categories according to [37]: persons,
events/activities, and locations. Saucier et al. [39] identify similar categories in an
experiment in which students describe their daily situations, namely locations,
associations (i.e. people/interactions), as well as actions and positions. Thus
we can see that in the literature information about people in the situation is
considered to be a specific kind of situation cue. Since in this paper we focus
on modelling social situations, meaning that the relation to the people in the
situation is of specific interest, we decide to model people separately from other
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situation cues. This is in line with other work in the field of socially intelligent
technologies [1,2].

Cues. The literature identifies essentially two remaining types of cues [37,39],
when we separate information about people from other situation cues: location
and activity. In this paper we also model the situation class as a type of cue, which
we refer to as the setting. Furthermore, we introduce a number of additional cues
that we consider specifically relevant for comprehension of organized events, as
we focus on in this paper. In particular, we represent the frequency with which an
event takes place. This variable is not explicitly mentioned as a situation cue in
the literature, however some situation taxonomies, e.g., [33], suggest typicality as
one of the psychological characteristics of the situation. Moreover, we represent
the time at which the event takes place, as well as the initiator of the event,
since we expect this may influence the priority of the meeting.

People. For reasons of simplicity, in this work we focus on dyadic social rela-
tionships, i.e., we concern ourselves with social situations involving two people.
In our case, one of the people will be the user of the behaviour support agent.
This means that the information about the social relation is modelled from the
perspective of the user.

We model the social relationship by identifying a set of features that char-
acterize this relationship. We distinguish between social background features
and situation-specific social features. The former concern features that describe
aspects of the relationship in general, while the latter describe aspects that are
specific to the situation at hand. We distinguish two kinds of social background
features, namely structural features and personal features. The former concern
what may be referred to as “objective” characteristics such as the user’s role
in relation to the other person, while the latter concern “subjective” relation-
ship characteristics from the perspective of the user, such as the quality of the
relationship. This distinction is in line with research in social science on relation-
ships in organizations [30] and social support [25], which considers the difference
between relationship characteristics that are derived from formal requirements
of a role, and interpersonal characteristics. These features are further detailed
in Sect. 3.2.

Putting this all together, Fig. 2 offers a schematic representation of the upper
ontology.

Related Work. Context and situations are well studied concepts in computer
science. Kokar and colleagues [27] present an ontology for formalization of situ-
ations based on the situation theory developed by Barwise [5] and extended by
Devlin [10]. This formalization is compatible with the interpretation of situation
awareness provided by Endsley [18], which also forms the basis of our work. Yau
and Liu [48] offer another ontological approach that models situations for per-
vasive computing applications. They differentiate between situations, defined as



Social Situation Awareness for Behaviour Support Agents 133

Social Situation

Component of

Componenta

[ Person | [ Person |

Componem\‘/gnpcnenl of Location

|
[ Dyadic relationship —— Social relationship |

[as Teatures

Has features

Social Background ‘ Situation-Specific ‘
Features Social Features
Component of Component of

[Structural Features|  [Personal Features |

Fig. 2. Schematic representation of an upper ontology of dyadic social situations.

“a set of contexts in the application over a period of time that affects future
system behavior” and contexts, defined as “any instantaneous, detectable, and
relevant property of the environment, system, or users”. Their ontology is based
on this division, and they specify a context layer, which models context definition
and contextual data, and a situation layer which is built on top of the context
layer and aggregates context into situations. This forms the core of their upper
ontology, whereas the elements of the lower ontology can be specified depend-
ing on the domain. Their definition of context can be compared to our notion
of situation cues. However, these approaches are very abstract in the concepts
used in the ontology since they focus on modelling a generic type of situations.
Building the lower level ontologies, specifically concerning the modelling of social
situations as we focus on in this paper, is not a trivial task.

Zavala and colleagues [50] offer a framework which can be used to build place-
aware mobile applications. To do so, they build a place ontology which models
the concept of place not only as a geographical location, but also in terms of
activities that occur there. For instance, someone can have an office in two dif-
ferent cities, but both of them would count as a workplace since similar activities
occur there. This is comparable to the cues “location” and “setting” in our ontol-
ogy. In Murukannaiah et al. [31] this approach is extended and social circles are
learned based on the places in which people are meeting: following the previous
example, people meeting in workplaces would be classified as colleagues. This
can be viewed as a kind of structural relationship feature, as we refer to it in
our ontology. Similar to our work, their approach goes beyond modelling very
abstract concepts for representing generic situations. However, the concept of
places and associated types of relationship is just one aspect relevant to compre-
hending social situations. Our approach aims at providing a more comprehensive
knowledge structure for modelling social situations, as well as development of
methods for interpreting these.

Another related line of research is work on modelling and reasoning about
social practices [11,14]. In [14], social practices are represented by distinguishing
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physical context (resources, places, actors), social context (social interpretation,
roles, norms), activities, plan patterns, meaning and competences. Physical con-
text and activities are comparable to what we refer to as cues of a social situa-
tion, while social context in our case concerns the modelling of people. Meaning
can be compared to our second level of situation awareness, i.e., comprehension.
Thus while the type of notions we use for modelling social situations are broadly
comparable to what is used in research on social practices, our starting point
is different. In social practice modelling, the starting point is the social setting,
e.g., a classroom [11], for which the norms and expected activities are explicitly
modelled independent of the participating agents. Then deliberation techniques
are needed to allow agents to determine how to achieve their goals, taking into
account the (given) norms of this social setting [14]. In our work the starting
point is the social relation between the (human) agents. For this reason we go
in detail regarding the modelling of social background features (Sect. 3.2) that
characterize from the (subjective) user’s point of view their relation with the
other person in the social situation. Based on these features, we then interpret
in a bottom-up way the social situation in terms of more abstract general char-
acteristics, in this case priority of a social event. From that we then determine
appropriate support actions for the user. Moreover, since our aim is to create
behaviour support agents for people, we develop our models taking into account
results from user studies.

In our previous work [28] we provide an extension of the ontology of [27] with
relations that support modelling social relationships, and explore how these can
be used for decision making in social situations. However, in that paper we
model social relations based on only four abstract relationship types from [19]
that can be used to model social decision making: communal sharing, authority
ranking, equality matching, and market pricing. These can be viewed as a type of
structural relationship feature. However, these do not capture personal features
that describe more subjective aspects of interpersonal relationships. Moreover,
in that paper we do not investigate comprehension of a social situation based
on these features, but rather model decision making directly using pre-specified
rules.

3.2 Features of Social Situations: Lower Ontology

In this section we go more in detail regarding the modelling of situation cues,
and we introduce features of dyadic social relationships that a behaviour sup-
port agent can use to model daily life social situations of a user. The list of
features presented in this section is not exhaustive, and depending on the type
of behaviour support different features may be relevant. However it highlights
the type of features that may be considered, and serves as an example of the
concrete features that can be used. Moreover, we use these features to model the
scenarios in our experiment.

We represent features of social situations by means of relations over situation
instances (SZ) and dyadic social relationships (A x A where A is the set of peo-
ple) for cues and social features respectively, and a domain (D) that specifies the
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value-ranges the feature can take. This is in line with situation theory ontology
[27] in which the modelling of perceived aspects of a situation is done by means
of so-called infons which describe the relations between objects in a situation.
The appropriateness of the chosen value-ranges is also subject to evaluation, and
may be changed depending on the domain.

Cues. For simplicity in this paper we focus on three out of six cues that have
been introduced in Sect. 3.1: the initiator of an event, the setting of a social situ-
ation, and frequency of the event. A good starting point for modelling locations
and activities can be the work of Zavala et al. [50].

The initiator is a person from the set A, or none if no initiator is identified.
For the selection of types of setting of a situation we choose common situa-
tion classes that users may face in their daily life. In this paper, we base the
types of settings on Pervin [35], who identifies work situations, family situa-
tions, friends/recreation situations, and private recreation situations. We omit
the latter since we are concerned with social situations, and add sports activity
as a specific type of setting. The situation classes proposed in Rauthmann et al.
[37] can also be clustered into these settings. We distinguish two frequencies,
regular and occasional. While more fine-grained distinctions can be made,
we expect that this broad categorization suffices in many cases. We list the
corresponding relations in Table 1 below.

Table 1. Relations to model cues of social situations. For a relation (name), set of
situation instances SZ and domain D, the relation is defined as (name) : ST X D(name)-

Relation name |Domain (D)

event_initiator | AU {none}

setting {work_related, casual_meeting, sports_activity,
family related}

event_frequency | {regular, occasional}

Social Background Features. While there is a lot work in the social sciences
on understanding social relationships, in this paper we mainly use the following
two lines of work as the basis for selecting structural and personal social features
for our model. First, Kahn and Antonucci [3,4,25] explore the role of social rela-
tions as a form of social support for (elderly) people. Enabling social support
is an important purpose of the behaviour support agents we aim to create [46].
We select our structural features mainly from this line of work. Second, social
relations are also considered from the organizational point of view. Specifically,
we use the work of Mainela [30] which gives an overview of types and func-
tions of social relationships that can be relevant in the organization of a joint
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venture. Organizational relationships are an important type of relation that our
behaviour support agent may take into consideration. We select our personal
features mainly from this work.

Structural Features. Kahn and Antonucci conceptualize support systems as a so-
called Convoy model - three concentric circles representing three levels of close-
ness between the supported person and their “convoy” of supporters. Different
aspects of the relationship are considered in order to establish someone’s position
within the convoy model. The Convoy model [4] distinguishes between struc-
tural (age, sex, years known, proximity, contact frequency, relationship (role))
and functional characteristics (types of support received and provided) of social
support networks.

For this paper we use role, contact frequency, and default geographical distance
(proximity) as structural features. The feature role refers to the role of the other
person towards the user in dyadic relations. Knowing this is important since it
can help inferring the expectations that come with the role. The range of roles
we use is taken from the general social survey [8]. The geographical distance
refers to the physical proximity of the two actors in terms of their default home
location. Proximity can influence the relationship of two people since it affects
how often they can see each other. For the range we opted to measure distance
in terms of time that it usually takes to get to that person.

Besides the above three structural features, we introduce a fourth one, namely
hierarchy, to express the type of relation between the user and the other person.
Hierarchy affects the power dynamics between the first and second actor. Higher
(respectively same and lower) means that the other person is higher up (resp.
at the same level, and lower) in the hierarchy than the user. In case there is no
hierarchy amongst the actors, this is indicated by “n.a.”. We expect this feature
to be relevant when assessing the priority of meetings, especially for users who
are in working relations, or actors that come from a culture with some sort of
caste system. More information on the concept of hierarchical ranking can be
found in, e.g., [19,47].

Personal Features. The first of our personal features is also taken from the Con-
voy model [3]. In addition to structural and functional aspects of relationships,
this paper emphasizes the importance of relationship quality in characterizing
social relations. The remaining three personal features we consider in this paper
are taken from Mainela [30]. The paper gives an overview of how types of social
relationships in business dyads have been characterized in the literature. For
example, Granovetter [22,23] talks about strong ties and weak ties in work rela-
tionships. The strength of a tie in a network depends on aspects such as the
amount of time spent on it, the emotional intensity, the intimacy, and the reci-
procity. Furthermore, the author argues that ties are stronger when the level of
acquaintance is deeper.

From the list of features for characterizing social relations identified through
the literature study of Mainela, we select three, namely acquaintance depth [22]
of the user towards the other person, level of formality of the relationship [38],
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and trust [45] of the user towards the other person as personal features. These
features can inform the expectations of the relationship between user and the
other person, and consequently are relevant for comprehending social situations.

Other features mentioned by Mainela can be used to distinguish different
types of social relationships in a business context, but seem too specific for
social situation awareness of our envisaged behaviour support agent, e.g., legal
questions, attendant consequences, activation of a relation, outcome expecta-
tions, and scope of economic issues. The features continuity of interaction and
amount of time spent are closely related to event frequency, contact frequency
and acquaintance depth. Features like personal nature, intimacy and emotional
intensity seem closely related to level of formality and acquaintance depth.
Finally, reciprocity may also be relevant for our purposes, however refers more
to functional aspects of the relationship and may be difficult to characterize
directly in these terms by users. Therefore we leave it out in this paper.

We summarize these social background features in Table 2 below. The range
of some features is Likerts, which denotes a 5-point Likert-type scale, where 1
is the lowest/most negative value and 5 the highest/most positive value.

Table 2. Relations to model social background features of social situations. The upper
part concerns structural features, the bottom part personal features. For a relation
(name), and domain D, the relation is defined as (name) : A x A X Dipome) where A
denotes the set of persons.

Relation name Domain (D)

role {partner, parent, sibling, child, extended family,

coworker, neighbor, friend, supervisor, group_member, other}
contact_frequency |Likerts

def-geo_distance |{0-1 h,1-2 h,2-4 h,flight needed}

hierarchy {higher, same, lower, n.a.}
rel_quality Likerts
acq-depth Likerts
rel_formality Likerts
trust Likerts

Situation-Specific Social Features. Several of the social background fea-
tures may have a situation-specific variant, for example if you go to a basketball
game with your boss, in that situation you are both team-mates, and if you are
the captain you are the one holding a higher hierarchy level in that situation.
However for reasons of simplicity we do not further elaborate on these in this
paper.

We do introduce another situation-specific social feature, which we call the
help dynamic. It refers to whether in the specific event the user is giving to
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or receiving help from the other person. The fact that they have to give or
receive help can influence how obligated the actors feel to attend a certain event.
It is defined as a relation help_dynam : ST x A x A X Dheip_dynam, Where
Dheilp_dynam = {giving, receiving, neither}.

Related Work. Different aspects of modelling social relationships have been
studied in sub-fields of multi-agent systems. In particular, when talking about
organizations of agents, “role” is one of the central concepts. In the OperA model
[13], agents form societies with different organizational structures, and they take
up roles in these societies. These roles, in combination with social contracts,
define what an agent should and should not do. Singh [40] follows a similar
approach, and proposes that “Org(anization)s are finely structured through the
notion of a role, which codifies a set of related interactions that a member of
an Org may enact”. D’Inverno and colleagues [16], in their quest to weave a
fabric for socially aware agents, also introduce the concept of roles in order to
represent agents in the context of a social setting. Roles in these works are used
to describe, design and understand interactions in an abstract and re-usable
sense, independent from the agents that will eventually play the roles. In our
case we combine abstract information about roles with information about the
concrete relation between the user and the other person, i.e., between the specific
(human) agents in the interaction, in order to assess how best to support the
user this social situation.

The notion of hierarchy is used in [13] to describe a type of relation between
roles in an organization. Although not the same thing, hierarchy can be con-
nected to the notion of power. Pereira and colleagues [34] argue for the impor-
tance of modelling social power into the decision making of cognitive agents. The
importance of modelling social power is also proposed in [12].

Another well studied concept within the multi-agent systems field is trust.
Mostly, it is considered from the point of view of software agents trusting each
other. The focus is on determining the level of trust in another agent by taking
into consideration the agent’s previous interactions with another agent, or by
relying on other agents’ opinions about that agent [20,49]. In our case, once we
have information about the trust the user has towards the other person, we use it
for interpreting the social situation and allowing our support agent to determine
the appropriate support actions in this situation.

The virtual agents research area has also studied modelling and use of vari-
ous features that describe social relationships. Zhao and colleagues [51] argue for
the importance of representing rapport in a virtual agent that interacts with a
human. Rapport is a feeling of connection and closeness to another person, which
can be compared with depth of acquaintance. Dudzik and colleagues [15] pro-
vide a review of literature that deals with contextual features of human emotion
perception for automatic affect recognition. As contextual factors they identify
characteristics of the sender or receiver of the emotion, such as age, gender and
occupation, as well as situation features such as cause of the emotion, conver-
sation content and language, information about the conversation partner in the
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social interaction, location, and lighting conditions during the interaction. Our
work is complementary in that it focuses on characterizing the social relationship
itself between people in the social situation, and from that derive higher-level
understanding of the social situation, in this case in terms of its priority.

Thus our framework for modelling social situations includes a number of
features that have been studied in various parts of the agent systems literature.
Based on social science literature we add several features that are specifically
relevant for characterizing human social relations, such as contact frequency,
geographical distance, and relationship formality. Moreover, our work differs
from existing work in multi-agent systems in that we investigate how we can
combine features of social situations for the purpose of comprehension in order
to allow an agent to provide appropriate socially-aware support.

4 User Study

In order to evaluate how well we can use our proposed low level features to model
and interpret daily social situations, we conducted a pilot experiment in which
subjects had to answer a survey about the social relations in their life [29]. The
survey consisted of three parts, through which we explore RQ1 and evaluate H3.
Furthermore, we use the data from survey to create and evaluate a model that
addresses RQ2. We present our experimental setting in Sect. 4.1 and our results
in Sect. 4.2.

4.1 Experimental Setting

Pilot Subjects. We tested 20 subjects (15 male, 5 female) who answered to all
three parts of the experiment. Subjects were university employees (mostly PhD
candidates). The average age was 31.1 years old (SD =7.6yo).

Design and Procedure.? The experiment was implemented as an online sur-
vey, and consisted of three parts. In Part I — Perception, subjects were asked to
think about six people from their social circle. For the purpose of the study, they
were instructed to select at least one family member, one friend, and one person
who had a higher hierarchy level than them. In follow-up research, we will also
ask for information on relationships with people lower in the hierarchy. For each
of these people, subjects were asked to provide all social background features
(Sect. 3.2). The first part was concluded with an evaluation section in which the
subjects were asked whether the questions were understandable, whether the
amount of questions was appropriate, and how well they thought the questions
represent their social relationship with someone. Through these questions, we
test how understandable and expressive our proposed features are (RQ1). Fur-
thermore, they had the option to propose more aspects of social relationships
which they thought are relevant.

2 The questions for each part of the experiment can be found in the Appendix.
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In Part II — Comprehension, subjects were shown 20 scenarios of daily life
social situations. Each scenario involved one of the six people that subjects had
mentioned in Part I, selected randomly®. We made the study subject-specific
to enable them to reflect on their own relationships, instead of presenting them
with hypothetical relationships. Scenarios consisted of different parameters of the
situation cues and situation specific features of social relationships. A scenario
could represent a social situation such as:

“You have invited Person X for a work meeting on Tuesday morning
because you need some feedback on your recent project”.

In this case it is a work setting, the event is occasional, the subject is the
initiator and he/she is expected to receive help. For each scenario, subjects were
asked about the priority of the meeting, how obligated they would feel to attend
the meeting and how much they would enjoy it. We need the information on
priority to answer RQ2. Obligation and enjoyment were asked for exploratory
purposes to inform future research. Furthermore, subjects were asked how they
think the other person would answer these questions. This was done because in
future work, we want to explore the reciprocity of these decisions. Lastly, they
were asked about the likelihood of that scenario happening in their daily life in
order to assess the appropriateness of the scenarios we have chosen. Subjects
had to answer on a 5-point Likert scale. In order to assess priority, they were
instructed to take into account how difficult it would be for them to cancel the
meeting, how important they think it is to be punctual, and any other thing
they would consider relevant.

In Part III — Projection, scenarios were paired randomly and subjects were
asked which of the two meetings would they choose to attend in case of a conflict
between the two scenarios meaning that they could not attend both meetings.
We will use this information to evaluate H3. Furthermore, they were asked what
reason would they give to the person whose meeting they were canceling: the
real reason, some other reason, or no reason. This was asked in order to have
some more insight in case our hypothesis is not corroborated from the data.
Each subject was presented with six pairs of scenarios.

4.2 Results

In this subsection, we will present and discuss the results of each part of the
experiment separately.

Part I — Perception. The selected people from the subjects’ social circle had
an average age of 37.6 years old (SD =13.55 yo). They were mostly friends (29%),
followed by people from work (18% supervisors and 10% coworkers) and family

3 Apart from the scenarios in which a family setting or a higher hierarchy work setting
were being tested, which were restricted to family members and people with higher
hierarchy, respectively.
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members (11% parents, 8% siblings and 7% members of the extended family).
Partners consisted of 10% of the selected people. Overall 74% of the people were
not in a hierarchical relation with the subjects, 22% were on a higher level and
4% on a lower level. 36% lived within an hour of distance from the subjects,
18% between 1-2h, 4% between 2—4h, and for the remaining 32%, the subjects
would need to take a flight in order to meet them. The subjects’ answers for
social background features that have a Likert-scale as the domain are shown in
Table 3 below.

Table 3. Percentage of subjects that gave each specific answer for different social
background features. The answer options were Likert-type scale values ranging from
1 to 5. For relationship quality 1= very negative and 5=very positive. For the rest,
1=very low and 5=very high.

Feature\ Answer 1 2 3 4 5
Contact frequency 0 23.82125.59|25.59 | 25

Relationship quality |2.06 |5 10.88 | 49.41 | 32.65
Acquaintance depth 0 15.59 | 34.12 | 25.59 | 24.71
Relationship formality | 46.76 | 16.18 | 26.18 | 7.06 | 3.82
Trust 1.76 |1.47 |25 37.25 | 34.41

As seen in Table3, subjects mostly choose people with whom they have
strongly positive relationships. Furthermore, they chose people whom they trust,
and the relationships have a low level of formality. In future work, in order to
have more representative data from a larger variety of relationships, we will
control some features when asking the subjects to think of people from their
social circle. For instance, we will ask some subjects to think about a coworker
with whom they do not have a positive relationship.

The evaluation questions (all posed with a 5-point Likert scale in possible
answers) showed that the subjects found the questionnaire understandable, with
an average of 4.59 (SD=0.51). The number of asked questions was appropriate
(the average answer was 3, SD = 0.61, on a 5-point scale where 3 = appropriate).
When asked how much this information represents their relationship with some-
one (Likert range from 1 =very little to 5 =very much), the average answer
was 3 (SD=0.79), confirming that social relationships have subtle aspects not
captured in our questionnaire. Whether we need to add more features, depends
on the strength of the correlations between the current features and the choices
the subjects make in Part II of the questionnaire. The subjects (mostly being
PhD students), seemed to understand this point, as some subjects indicated
that the answer to this question depends on the purpose of the study. This is
something that we will take into account in future experiments.

When asked whether they could think of additional aspects of social rela-
tionships which should be present in the survey, 35% of subjects answered with
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“Yes”. Some of the suggestions included: dependability, understanding, fun,
respect, how important is the other person, common interests, etc. However,
none of the suggestions appeared consistently.

Part IT — Comprehension. In this section subjects were asked to evaluate
different scenarios with respect to their priority (and additionally obligation and
enjoyment). Subjects mostly give a high priority to the meetings, with 37% of
scenarios being assigned a 5, 41% a 4 and 16% a 3, with only 6% having a
1 or a 2. This was expected given that scenarios included people with whom
the subjects have a close and positive relationship. This is also reflected in how
much they enjoy these meetings (65% of scenarios being assigned a 4 or a 5). For
obligation, the results were more balanced, with 14% of scenarios being assigned
a2, 21% a3, 37% a 4 and 25% a 5. The average likelihood of the scenarios was
3.14 (SD =1.42), which means the scenarios were relatively likely despite being
chosen randomly in terms of the combination of person with whom the subject
relates, and scenario. We notice a high standard deviation, caused by the fact
that some of the scenarios had a low likelihood, possibly because of the random
person-meeting combination.

Part IIT — Projection. In this part, subjects were given pairs of scenarios
(from Part II), and they had to select which one they would attend if they could
attend only one. We notice that in 69% of the cases, subjects would select the
meeting to which they had assigned a higher priority in Part II. This suggests
that priority is a good indicator of how people break ties. However, it is not
the only thing. We noticed that in most of the cases in which subjects select
meetings to which they had assigned a lower priority, those meetings have also a
low likelihood. This suggests that when breaking ties between different meetings,
subjects also take into account how difficult it would be to reschedule each of the
meetings. Also, in this section we see differences between individuals, since there
were subjects who consistently chose a certain type of meetings. This can link
to the subjects’ personal values (see also [26,44]). For instance, some subjects
consistently picked work meetings or family meetings, which indicates a tie to
their value system. This will be explored in future work.

Subjects were also asked about the justification that they would give to the
person whose meeting they would cancel. In 89% of the cases, subjects reported
that they would give the real reason. Most of the cases in which the subjects
would give no reason or a different reason (and not the real one) took place when
they chose to attend meetings with a lower priority. Furthermore, many cases
involve either not reporting to someone with a higher rank, or not giving details
about their meetings with family members.

5 Predicting Priority of Social Situations

In order to address RQ2, we will investigate how to use data from Part II of
the user study in order to predict the priority level of social situations based on
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information about social features. First we will discuss possible options on how
to achieve this (Sect. 5.1), and then we will introduce and evaluate our proposed
approach (Sect. 5.2).

5.1 Reasoning About Situations

Different strategies can be used to reason about the priority of an event. The
most straightforward approach would be to combine the situation cues in an
Expected Priority (EP) function, such as:

EP = Z Wyrvf
fer

where F is the set of all features considered, and where for all f € F, vy refers to
the feature value and wy to the relative weight of feature f in this computation.
However, there are two main issues with this approach. First of all, most of the
features that we are dealing with have nominal values, so quantifying them is
difficult. Furthermore, based on the literature on preference profiles, see e.g., [6],
in many decision situations, we hypothesize the weights to be dependent on the
individual, making the correct initialization of the weights a challenge.

Another option is to learn a model from our data, and use it to classify
new instances. Our proposed approach to do this is to use decision trees [7],
because literature suggests that the structure of decision trees is appropriate
for reasoning about social relations. First of all, cognitive psychology proposes
that social intelligence can have a modular nature [21]. This means different
“scripts” are activated in different settings. People recognize these settings from
environmental cues, and in turn decide to behave in a certain way. This is similar
to the concept of decision trees, in which different combinations of features lead
to different decisions. Endsley also suggests that people use different “schemata”
to organize and combine knowledge and perceptions in order to comprehend the
situation [17]. Moreover, the decision process of decision trees is predictable and
transparent. This would allow the agent to explain to the user why a certain
priority level is assigned to a specific event, which is important since we focus
on behaviour support.

Decision trees are graphical representations of a set of rules which can be
used to make classifications. Each node of the tree represents a question regarding
certain features of the object that is being classified, in this case a social situation,
and each branch represents a different answer to that question, in this case the
priority level. Nodes below a given node either contain another question, or are
given a label which assigns a class to the object. The latter are called leaf-nodes.
Given an object with a set of features and a decision tree, in order to classify
the object we traverse the tree until we reach a leaf.

5.2 Model

So far, we have represented the features of the social situations. However, this
raw information is not sufficient to draw conclusions about how people evaluate
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situations. As explained in Sect. 1, in situation awareness literature, this process
is called comprehension [18]. In this work we explore one general and abstract
characteristic of a given situation, namely its priority.

As mentioned in the previous section, we will use decision trees to predict
priority of social situations. One of the most used methods because of its high
accuracy is the Classification and Regression Trees algorithm (CART) [7]. CART
models are binary trees, which means for every parent node there are two child
nodes. Learning a CART model involves selecting features and split points on
those features until a suitable tree is constructed. This selection is performed by
using a greedy algorithm which minimizes a cost function. We build the model
using the R package rpart [42]. We use 70% of the data as a training set from
which the tree structure was learned, and then test it on the remaining 30%. As
a pruning mechanism we limit the maximal depth of the tree to 4.

The learned model is shown in Fig.3. We remark that, to us, many of the
tree splits are intuitive. For instance, the first information that is checked is
the setting of the meeting, with casual and sport events on one hand (the left
branch) and family and work events on the other (the right branch). This split
was to be expected since subjects assigned higher priorities to family and work
events.

Event setting
, rt]
{casual, sport}

Role
{coworker, sibling}

Formality < 4

Event frequency Initiator
{regular} {none}
{ Geo-distance ] [ Initiator }

{0-1hr, flight needed} {other, you} [ Acq depth < 4 ] [ Quality < 4 }

Fig. 3. Decision tree built based on the data. Nodes with categorical features, such as
event setting, should be interpreted as “is event_setting=casual OR sport?”

Formality < 4

Since we lack a benchmark in this domain in order to evaluate our model,
we compare our result with an algorithm which would predict a random priority
(as we offered 5-point scale, chance corresponds to 20%) and with an algorithm
which always picks the most selected class, i.e., priority 4, which was selected
in 41% of cases. To determine the accuracy of the models, we use the following
definition:

4 The code can be found in: https://github.com /ilir-kola/decisiontree-socialsit.git.
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Number_correct_predictions

accuracy = —
Number_overall predictions

The accuracy of our model on the test set is 47%, thus performing better
than the other two algorithms that we used as a benchmark. This means that
information about social features can be used to predict priority of a social
situation.

6 Discussion and Conclusions

6.1 Research Questions and Hypothesis

Regarding RQ1, in Sect.4.2 we notice that subjects find our proposed set of
features understandable and their quantity appropriate. Furthermore, they find
the features relatively expressive. In Sect. 5, we tackle RQ2 by proposing a model
which learns a decision tree to predict priority of meetings. We observe that the
model performs better than chance, which shows that while this can be a way
to predict priority of social situations, more works needs to be done in order to
achieve a higher accuracy. This may involve introduction of additional features.
The result also contributes in the answer of RQI1, since it suggests that the
features allow us to represent social situations in order to learn information
about them. Regarding H3, in Sect. 4.2 we see that in 69% of the cases, priority
is a good predictor for choosing between overlapping meetings. However, it also
shows that it is not the only element, and more dimensions of situations need to
be assessed to identify where this difference comes from.

6.2 Contributions

For the benefit of the development of behaviour support agents with social sit-
uation awareness, this paper provides the following contributions:

— an upper ontology for representing the salient situation cues and types of
features for characterizing dyadic social relationships.

— a set of lower level features which can be used to represent daily life social
situations.

— an evaluation of social features via a user study, showing that subjects find
the concepts understandable and expressive.

— an evaluation whether decision trees can be used to predict the priority of
social situations based on features of social situations, which proved to be the
case.

Results presented in this work tend to support the feasibility of our overall
approach, but in parallel they open the way for different research questions which
need to be explored in more depth in future work.
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6.3 Limitations

First of all, the number of people in our user study via which we evaluate our pro-
posed features is relatively small, and the subjects are mostly PhD candidates.
This does not allow for a conclusive answer when it comes to understandability
and expressiveness among other types of people with, for example, other levels
of education. In turn, this also creates limitations when tackling RQ2. First of
all, we built the model using a small data set, and learning algorithms need more
data in order to generalize better. This is also shown by the high level of over-
fitting which takes place, as noticed by the fact that the accuracy on the training
set is 65%. Moreover, the data is unbalanced, since people mostly give a priority
of 4 or 5 to events. The presence of lower priorities would make the evaluation
of the algorithm more realistic since we would be able to measure not only the
number of correct predictions, but also how far off the incorrect predictions are.
The low variance in the data can be explained by the fact that subjects chose
people who are very close to them, thus they would prioritize those events.

6.4 Proposed Future Work

Based on the findings reported in this paper, a more extensive experiment can
be confidently carried out to obtain a detailed social model that can serve as
a background model for behaviour support agents to advise on how to choose
between social situations. More data can help not only in building a more accu-
rate model, but also to try out more techniques. Furthermore, that data can
also be used to study the correlations between the different features, in order to
select a minimal set of features for which to ask the users.

Another interesting approach is to analyze how personal values [26,44] affect
the way in which subjects think about social situations. Part III of our experi-
ment suggested the existence of individual differences in how people decide which
meetings to attend. We will explore whether people with shared personal values
make similar choices.

The current model relies fully on information that is acquired directly from
the users. In future work, we would like to add sensory data to inform our model.
Literature shows that sensory data can be used to perceive social information
(e.g., [9]). This line of research would provide useful ways to acquire information
without interrupting the user.

Finally, in this work we mostly focus on the modelling of social situations.
The next step is to dive deeper into situation comprehension, and reason about
different dimensions of social situations (other than priority). Data from the user
study suggests that both enjoyment and obligation correlate well with priority,
and this correlation is stronger when considering situations in specific settings
(enjoyment for casual situations and obligation for work situations). Represent-
ing more dimensions of social situations would lead to having a more complete
profile of the situation, which in turn enables behaviour support agents to pro-
vide more comprehensive help.
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Appendix

Part 1
For each person, the following questions were asked:

What’s the name of this person? (e.g. Alice)

What is the role of Alice towards you? options: {partner, parent,
sibling, child, friend, extended family member, neighbor, cowo-

rker, supervisor, member of the same group (e.g., sports team),

other}

What’s the hierarchy rank (from a formal point of view) of Alice towards
you? options: {higher, lower, same, n.a.}

How would you consider the quality of your relationship with Alice? options:
Likerts

What’s the geographical distance between you and Alice? options: {0-1 h,
1-2 h, 2-4 h, I would need to take a flight}

How well do you know Alice? options: Likerts

How often are you in touch with Alice? options: Likerts

How much do you trust Alice? options: Likerts

How formal is your relationship with Alice? options: Likerts

Part 2
For each scenario, the following questions were asked. For all, the answer option
was a 5-point Likert scale:

What priority would you assign to this meeting?

What priority do you think the other person would assign to this meeting?
To what extent would you feel obligated to attend this meeting?

To what extent do you think the other person would feel obligated to attend
this meeting?

To what extent would you enjoy attending this meeting?

To what extent do you think the other person would enjoy attending this
meeting?

How likely are you to encounter this scenario in your life?

Part 3
Two scenarios were chosen randomly and shown to the subject, and the following
questions were asked:

If they were planned to happen at the same time, which of the two scenarios
would you attend? options: {Scenario 1, Scenario 2}

What explanation would you give to the person whose meeting you
would have to cancel? options: {no explanation, the real reason, some
other reason}.
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