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The level of detail on modern geological models requires higher resolution grids that may render 
the simulation of multiphase flow in porous media intractable. Moreover, these models may 
comprise highly heterogeneous media with phenomena taking place in different scales. Scale 
transferring techniques allow for the solution of such problems in a lower resolution scale 
at reduced computational cost. Among these techniques, the Multiscale Finite Volume (MsFV) 
method constructs a set of numerical operators in order to map quantities from the fine-scale mesh 
to a coarser one and vice-versa while maintaining flux conservation on both scales. However, the 
MsFV formulation, as originally stated, is only consistent on k-orthogonal grids since it uses a 
linear Two-point Flux Approximation (TPFA) method and may struggle to generate consistent 
primal-dual coarse grids pairs on unstructured grids. The Multiscale Restriction Smoothed-Basis 
method (MsRSB) improves on the MsFV by introducing a new iterative procedure to find the 
multiscale operators and the concept of support regions which reduces the method’s complexity 
when applied to unstructured fine and coarse grids. The original version was only consistent on 
k-orthogonal fine grids due to the TPFA discretization, but filtering methods have been developed 
to also enable consistent multipoint schemes on the fine scale. Meanwhile, the Multiscale 
Control Volume method (MsCV) replaces the TPFA by the Multipoint Flux Approximation with a 
Diamond stencil (MPFA-D) scheme on the fine-scale while further enhancing the generation of the 
geometric entities to allow unstructured grids on the fine and coarse scales for two-dimensional 
simulations. In this work we propose an extension to three-dimensional geometries of both the 
MsCV and the algorithm to obtain the multiscale geometric entities based on the concept of a 
background grid, a coarser grid used as a proxy for the primal coarse grid. We modify the original 
MPFA-D method to use the very robust Global Least Squares (GLS) interpolation technique to 
obtain the required auxiliary nodal unknowns. We also introduce an enhanced version of the 3-D 
MsCV with the incorporation of the enhanced MsRSB (E-MsRSB) to enforce M-matrix properties 
and improve convergence. Finally, we employ the MsCV operators in a two-stage smoother to 
show how it can be used as a good iterative procedure to recover the fine-scale solution. We show 
that the 3-D MsCV method produces good results employing unstructured grids on both scales to 
handle the simulation of the single-phase flow in anisotropic, and heterogeneous porous media 
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and that the smoothing procedure is able to accurately retrieve the fine-scale solution within a 
few iterations.

1. Introduction

The numerical simulation of the fluid flow in porous media is a computationally expensive task. On top of the difficulty in 
modelling such phenomena, the size of the discrete models can quickly render the problem intractable for conventional methods and 
hardware [1–3]. In order to reduce the computational complexity, scale transferring such as upscaling and multiscale can be applied. 
Whereas upscaling relies on a homogenization procedure to map the original problem to a lower resolution scale [4], multiscale 
methods compute basis functions as the solution of locally defined reduced boundary conditions problems, which in turn allow to 
reconstruct an approximate solution on the original high resolution or fine scale [5].

Among the proposed multiscale formulations, we turn our attention to the Multiscale Finite Volume (MsFV) method introduced 
by [6] in the context of subsurface flow simulation. In this approach, an auxiliary dual coarse grid is employed in order to define the 
operators by solving local problems in this grid. Many improvements have since been proposed to the MsFV such as the introduction 
of more complex physics to the model in [7,8] and an algebraic formulation of the MsFV by [9,10].

Most of the formulations in the MsFV family are not consistent on general coarse and fine-scale grids. This is mainly due to the 
usage of a Two-point Flux Approximation scheme (TPFA) on the fine-scale, which is only consistent on k-orthogonal grids [11], 
and the difficulty of generating the multiscale entities in unstructured geometries [12–14]. Previous works, such as [15], have 
proposed formulations for the MsFV based on CVD-MPFA schemes (Control Volume Distributed Multipoint Flux Approximation) in 
two dimensions, showing the gains when applied to non-K-orthogonal grids. The Multiscale Restriction-Smoothed Basis (MsRSB) 
[16] provides a new way to compute the basis functions via an iterative procedure and eliminates the use of an explicit primal or 
dual grids by using support regions, which reduces the complexity in the application to unstructured grids for the simulation of the 
multiphase flow in black-oil and compositional models in two and three dimensions [17]. However, the MsRSB still relies on the 
TPFA for the discretization on the fine-scale, resulting in inconsistencies when applied to general unstructured grids. This issue is 
addressed in [18] where an extension of the MsRSB for non M-matrices is introduced, the enhanced MsRSB (E-MsRSB), by designing 
a preconditioner that filters all non-positive off-diagonal terms from the system matrix. Souza et al. [14] presented the Multiscale 
Control Volume (MsCV) which improves on the original MsRSB by replacing the TPFA with the Multipoint Flux Approximation with 
a diamond stencil (MPFA-D) scheme from [19] and [20], hence providing a consistent flux approximation for unstructured grids on 
both scales in the context of the simulation of the 2-D two-phase flow in porous media.

A consistent flux approximation on non-k-orthogonal grids is key as the application of the TPFA in such cases does not fully 
capture the tangential components of the Darcy flow, yielding unphysical artificial numerical diffusion [21,22]. In addition, since 
the multiscale approximation can only be as good as the fine-scale reference solution, employing MPFA methods in such context 
guarantees that the latter will indeed reproduce the flow phenomena in its entirety when coupled with an iterative solver. It is 
worth pointing out that linear MPFA schemes do not guarantee that the Discrete Maximum Principle (DMP) is always satisfied. 
Nevertheless, non-linear repair techniques can still be applied to reduce or suppress such effects, as seen in [23,24].

The MPFA-D, like other MPFA variants [25,26], requires the interpolation of the nodal unknowns involved in its flux expression. 
The choice of the interpolation strategy is crucial and deeply affects the convergence of the method. In its 3-D formulation, as 
described by [27], the Linearity-Preserving Explicit Weight (LPEW3) interpolation is adopted. Although it observes the Linearity-

Preserving Criterion (LPC), it fails to compute accurate solutions in the presence of strong anisotropy. To overcome these limitations, 
Dong and Kang [28] introduced the Global Least Squares (GLS) interpolation. As it is shown by [29], it presents a more stable 
behavior in the presence of strong anisotropy and highly heterogeneous media while still observing the LPC.

In the present work, we propose an extension of the MsCV by [14] to 3-D geometries coupled with the 3-D MPFA-D from [27]

and the robust GLS interpolation introduced by [28]. In order to generate the multiscale geometric entities, we also extend the 
background grid framework proposed by [30] to 3-D geometries. Furthermore, we introduce an enhanced version of the 3-D MsCV, 
the E-MsCV, by incorporating the preconditioning technique from the E-MsRSB by [18] to the definition of the multiscale operators, 
and we employ the MsCV operators in a two-stage smoothing procedure to recover the fine-scale solution, as seen in [31,32]. We 
apply the developed framework to the study of the single-phase flow in anisotropic and heterogeneous porous media.

This paper is structured as follows: in Section 2, we present the mathematical formulation studied; in Section 3, we discuss 
the proposed numerical formulation for the fine-scale and the multiscale formulation; in Section 4, we detail the multiscale pre-

processing algorithm based on the concept of a background grid; finally, in Section 5, we present some examples using the 3-D MsCV 
and the background grid framework.

2. Mathematical formulation

In this section, we present the mathematical model that describes the 3-D single-phase flow of an incompressible fluid in 
anisotropic and heterogeneous porous media. This problem can be described by the following elliptic equation:
199

∇ ⋅ ⃖⃖⃗ =( ⃖⃗𝑥),with ⃖⃖⃗ = − ∼( ⃖⃗𝑥)∇𝑝, (1)
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Fig. 1. Two tetrahedra �̂� and �̂� sharing a face IJK illustrating the main entities in the MPFA-D scheme. Adapted from [27].

where ⃖⃗𝑥 belongs to the physical domain Ω ⊂ℝ3, ⃖⃖⃗ represents the velocity field, 𝑝 is the pressure field, ( ⃖⃗𝑥) denotes the source term, 
and ∼( ⃖⃗𝑥) is a positive definite symmetric full permeability tensor satisfying the ellipticity condition [33,34]. It can be expressed in 
Cartesian coordinates as follows:

∼( ⃖⃗𝑥) =
⎛⎜⎜⎝
𝐾𝑥𝑥 𝐾𝑥𝑦 𝐾𝑥𝑧

𝐾𝑥𝑦 𝐾𝑦𝑦 𝐾𝑦𝑧

𝐾𝑥𝑧 𝐾𝑦𝑧 𝐾𝑧𝑧

⎞⎟⎟⎠ . (2)

Typical boundary conditions for Equation (1) are given by:

𝑝 = 𝑔𝐷 for ⃖⃗𝑥 ∈ Γ𝐷, (3)

⃖⃖⃗ ( ⃖⃗𝑥) ⋅ ⃖⃗𝑛 = 𝑔𝑁 for ⃖⃗𝑥 ∈ Γ𝑁, (4)

where Γ𝐷 and Γ𝑁 represent the Dirichlet and Neumann boundaries, respectively, with Γ𝐷 ∩Γ𝑁 =∅, and ⃖⃗𝑛 denotes the unit outward 
normal vector.

3. Numerical formulation

3.1. Fine-scale discretization

To discretize Equation (1) at the fine-scale, we have employed the Multipoint Flux Approximation with a Diamond stencil 
(MPFA-D) method, as proposed by [27], replacing the original nodal interpolation algorithm with the Global Least Squares (GLS) 
interpolation of the vertex unknowns, as devised by [28].

To ensure clarity, we adopt an overloaded notation and consider Ω to also represent the discrete computational domain, while Γ
denotes its associated boundary. Additionally, Ω can be subdivided into a set of 𝑛𝑘 non-overlapping control volumes. By integrating 
Equation (1) over an individual control volume �̂� and applying Gauss’s theorem, the following expression is obtained:

∫
Ω
�̂�

∇ ⋅ ⃖⃖⃗ dΩ�̂� = ∫
Γ
�̂�

⃖⃖⃗ ⋅ ⃖⃗𝑛dΓ�̂� = ∫
Ω
�̂�

dΩ�̂�, (5)

where Ω�̂� and Γ�̂� denote the volume and the boundary of the control volume �̂�, respectively. By applying the mean value theorem, 
Equation (5) can be rewritten as:∑

𝑚∈Γ
�̂�

(⃖⃖⃗ ⋅ ⃖⃖⃖⃗𝑁)|𝑚 =�̂�Ω�̂�, (6)

where �̂� is the average source term in �̂�, 𝑚 is a face of �̂� and ⃖⃗𝑛 is the area vector associated to 𝑚. As discussed in [21,22], various 
strategies can be employed to approximate the flux expression described in Equation (6), leading to the development of different 
schemes.

3.1.1. The Multipoint Flux Approximation with a Diamond stencil (MPFA-D)

The MPFA-D belongs to the CVD-MPFA (control-volume-distributed MPFA) family of schemes for the discretization of the pressure 
equation on structured and unstructured grids [35], and it provides a full pressure support [36] discretization of Equation (1) for 
3-D tetrahedral meshes. Other authors have already investigated different MPFA alternatives in two and three dimensions, including 
unstructured tetrahedral grids [35].

Given the arrangement shown in Fig. 1, the MPFA-D flux through the face IJK is approximated by:

𝑛
[ ]
200

⃖⃖⃗ �̂� ⋅ ⃖⃖⃖⃗𝑁 IJK ≈ −𝐾
eff

2(𝑝�̂� − 𝑝�̂�) −𝐷𝐽𝐼 (𝑝𝐼 − 𝑝𝐽 ) −𝐷𝐽𝐾 (𝑝𝐾 − 𝑝𝐽 ) , (7)
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where 𝐾𝑛
eff

is the face transmissibility written as:

𝐾𝑛
eff

=
𝐾𝑛

�̂�
𝐾𝑛

�̂�

𝐾𝑛

�̂�
ℎ�̂� +𝐾𝑛

�̂�
ℎ�̂�

, (8)

and 𝐷𝐽𝐼 and 𝐷𝐽𝐾 are the cross-diffusion terms given by:

𝐷𝐽𝐼 =
⃖⃖⃖⃖⃖⃖⃗𝜏𝐽𝐾 ⋅ ⃖⃖⃖⃖⃖⃗�̂��̂�|⃖⃖⃖⃗𝑁 IJK|2 − 1|⃖⃖⃖⃗𝑁 IJK|

(
𝐾𝐽𝐾

�̂�

𝐾𝑛

�̂�

ℎ�̂� +
𝐾𝐽𝐾

�̂�

𝐾𝑛

�̂�

ℎ�̂�

)

𝐷𝐽𝐾 =
⃖⃖⃖⃖⃖⃗𝜏𝐽𝐼 ⋅

⃖⃖⃖⃖⃖⃗�̂��̂�|⃖⃖⃖⃗𝑁 IJK|2 − 1|⃖⃖⃖⃗𝑁 IJK|
(
𝐾𝐽𝐼

�̂�

𝐾𝑛

�̂�

ℎ�̂� +
𝐾𝐽𝐼

�̂�

𝐾𝑛

�̂�

ℎ�̂�

)
,

with:

𝐾𝑛
�̂�
=
⃖⃖⃖⃗𝑁𝑇

IJK ∼�̂�
⃖⃖⃖⃗𝑁 IJK

2|⃖⃖⃖⃗𝑁 IJK| (9)

𝐾
𝑖𝑗

�̂�
=
⃖⃖⃖⃗𝑁𝑇

IJK ∼�̂� ⃖⃗𝜏𝑖𝑗

2|⃖⃖⃖⃗𝑁 IJK| (10)

⃖⃗𝜏𝑖𝑗 = ⃖⃖⃖⃗𝑁 IJK × ⃖⃖⃗𝑖𝑗, (11)

for 𝑖, 𝑗 = 𝐼, 𝐽, 𝐾 and 𝑟 =𝑅, 𝐿.

The flux on a face subjected to Dirichlet boundary conditions is given by:

⃖⃖⃗ �̂� ⋅ ⃖⃖⃖⃗𝑁 IJK ≈ −

[
2
𝐾𝑛

�̂�

ℎ�̂�
(𝑝�̂� − 𝑔𝐷

𝐽
) +𝐷𝐽𝐼 (𝑔𝐷𝐽 − 𝑔𝐷

𝐼
) +𝐷𝐽𝐾 (𝑔𝐷𝐽 − 𝑔𝐷

𝐾
)

]
, (12)

where 𝑔𝐷
𝐼

, 𝑔𝐷
𝐽

and 𝑔𝐷
𝐾

are the prescribed pressure values on the boundary, with 𝐷𝐽𝐼 and 𝐷𝐽𝐾 :

𝐷𝐽𝐼 =

(
⃖⃖⃖⃖⃖⃖⃗𝜏𝐽𝐾 ⋅ ⃖⃖⃖⃖⃖⃗𝐽 �̂�

)
|⃖⃖⃖⃗𝑁 IJK|

𝐾
(𝑛)
�̂�

ℎ�̂�
+𝐾𝐽𝐾

�̂�
, (13)

𝐷𝐽𝐾 =

(
⃖⃖⃖⃖⃖⃗𝜏𝐽𝐼 ⋅

⃖⃖⃖⃖⃖⃗𝐽 �̂�
)

|⃖⃖⃖⃗𝑁 IJK|
𝐾

(𝑛)
�̂�

ℎ�̂�
+𝐾𝐽𝐼

�̂�
. (14)

Furthermore, for faces on the Neumann boundary, we have:

⃖⃖⃗ �̂� ⋅ ⃖⃖⃖⃗𝑁 IJK = 𝑔𝑁 . (15)

3.1.2. Vertex unknowns interpolation

As it can be seen from Equation (7), the MPFA-D unique flux expression, apart from the cell unknowns, includes vertex unknowns 
that must be eliminated in order to obtain a completely cell-centered approximation. This can be achieved by rewriting the vertex 
variables as a linear combination of the surrounding cell-centered values:

𝑝𝑣 =
𝑛𝑘∑
�̂�=1

𝜔�̂�𝑝�̂�. (16)

Here, we have opted to use the Global Least Squares (GLS) interpolation by [28]. It is a linear-preserving interpolation technique 
capable of handling heterogeneous and highly anisotropic media while maintaining a good convergence rate as discussed by [29].

Dong and Kang [28] introduce the following metric for the magnitude of the anisotropy of the permeability coefficient ∼:

( ∼) =

(
1 −

3(det ∼)1∕3

tr ∼
)2

. (17)

It allows to take into account the physical aspects of the problem in addition to the geometric ones during the calculation of the 
weights.

A piecewise linear function is also defined around the interpolated node 𝑣:

𝑃𝑖( ⃖⃗𝑥) = ⃖⃗𝑔𝑇𝑖 ( ⃖⃗𝑥− ⃖⃗𝑥𝑣) + 𝑝𝑣, (18)
201

in which ⃖⃗𝑔𝑖 are the coefficients of the linear combination and ⃖⃗𝑥𝑣 is the position of the node 𝑣.
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Fig. 2. Local structure and notation for an internal node. Adapted from [28].

For an internal node, as illustrated in Fig. 2, the weights of the GLS interpolation are computed by finding the least squares (LS) 
solution of:

min
𝐕

(
𝑛𝐾∑
𝑖=1

(𝛿𝑈𝑖)2 +
𝑛𝑓∑
𝑗=1

[
(𝛿𝐹𝑗 )2 + (𝛿𝑇𝑗,1)2 + 𝜏2

𝑗,2(𝛿𝑇𝑗,2)
2
])

, (19)

where 𝑛𝐾 and 𝑛𝑓 are the number of control volumes and the number of faces surrounding node 𝑣, respectively. Furthermore:

𝜏𝑗,2 = |⃗𝑡𝜎𝑗 ,2|−𝜂𝑗 (20)

𝜂𝑗 =max
(( ∼𝑖𝑗,1

),( ∼𝑖𝑗,2
)
)

(21)

𝛿𝑈𝑖 = 𝑃𝑖( ⃖⃗𝑥) − 𝑝𝑖,

𝛿𝐹𝑗 = ⃖⃗𝑛𝜎𝑗 ∼𝑖𝑗,1
⃖⃗𝑔𝑖𝑗,1 − ⃖⃗𝑛𝜎𝑗 ∼𝑖𝑗,2

⃖⃗𝑔𝑖𝑗,2 ,

𝛿𝑇𝑗,1 = �⃗�𝑇
𝜎𝑗 ,1

⃖⃗𝑔𝑖𝑗,1 − �⃗�𝑇
𝜎𝑗 ,1

⃖⃗𝑔𝑖𝑗,2 , (22)

𝛿𝑇𝑗,2 = �⃗�𝑇
𝜎𝑗 ,2

⃖⃗𝑔𝑖𝑗,1 − �⃗�𝑇
𝜎𝑗 ,2

⃖⃗𝑔𝑖𝑗,2 ,

𝐔 = (𝑝1,… , 𝑝𝑛𝑘 )
𝑇 ,

𝐕 = ( ⃖⃗𝑔𝑇1 ,… , ⃖⃗𝑔𝑇𝑛𝑘
, 𝑝𝑣)𝑇 ,

and ⃗𝑡𝜎𝑗 ,1, ⃗𝑡𝜎𝑗 ,2 are non co-linear tangent vectors to the face 𝜎𝑗 .
The problem described by Equation (19) can be rewritten in matrix form as:

𝕄𝑣𝐕 =ℕ𝑣𝐔, (23)

whose LS solution is:

𝐕 =
(
𝕄𝑇

𝑣𝕄𝑣

)−1𝕄𝑇
𝑣 ℕ𝑣𝐔. (24)

It follows that:

(𝜔1,… ,𝜔𝑛𝑘
) = ⃖⃗𝑒

(
𝕄𝑇

𝑣𝕄𝑣

)−1𝕄𝑇
𝑣 ℕ𝑣, (25)

where ⃖⃗𝑒 is the last column of a (3𝑛𝑘 + 1) × (3𝑛𝑘 + 1) identity matrix, i.e., the weights correspond to the last row of 
(
𝕄𝑇

𝑣𝕄𝑣

)−1𝕄𝑇
𝑣 ℕ𝑣.

For nodes on the Neumann boundary, the interpolated value takes the form:

𝑝𝑣 =
𝑛𝑘∑
�̂�=1

𝜔�̂�𝑝�̂� +𝜔𝑐, (26)

in which 𝜔𝑐 stands for the contribution of the Neumann boundary value to 𝑝𝑣.

The minimization problem seen in Equation (19) is modified to include the contribution of the boundary condition, so that the 
new problem to be solved in the LS sense is:

min
𝐕

(
𝑛𝐾∑
𝑖=1

(𝛿𝑈𝑖)2 +
𝑛𝑓∑
𝑗=1

[
(𝛿𝐹𝑗 )2 + (𝛿𝑇𝑗,1)2 + 𝜏2

𝑗,2(𝛿𝑇𝑗,2)
2
]
+

𝑛𝑏∑
𝑘=1

(
𝛿𝑁𝑘

)2)
, (27)

where:

𝑇
( )
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𝛿𝑁𝑘 = −⃖⃗𝑛𝜎𝑘,𝑏 ∼𝑖𝑘
⃖⃗𝑔𝑖𝑘 − 𝑔𝑁 ⃖⃗𝑥𝜎𝑘,𝑏 , (28)
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𝑛𝑏 is the number of boundary faces surrounding the node and 𝑔𝑁
(
⃖⃗𝑥𝜎𝑘,𝑏

)
corresponds to the Neumann boundary condition value at 

face 𝜎𝑘,𝑏.
The final solution for the weights can be found similarly to the internal nodes. For a more detailed description of the assembly 

procedure of these local problems, see [28].

3.2. Multiscale formulation

The core idea behind every multiscale scheme is to employ the coarse scale as an auxiliary basis to approximate the solution 
of the fine-scale system of equations. This is achieved by using two numerical operators that, together, are capable of projecting 
information back and forth between these two discrete scales: the prolongation operator 𝐏 and the restriction operator 𝐑. The 
prolongation operator stores the basis functions, that in turn, capture the influence that each coarse volume has on its corresponding 
support region. On the other hand, the restriction operator 𝐑 maps the distribution of the fine-scale quantities onto the coarse-scale. 
In practical terms, for a problem with a fine-scale and coarse-scale containing 𝑛𝑓 and 𝑛𝑐 control volumes, respectively, 𝐏 and 𝐑 are 
matrices with dimensions 𝑛𝑓 × 𝑛𝑐 and 𝑛𝑐 × 𝑛𝑓 .

By definition, 𝐏 approximates the fine-scale solution 𝐩 by extending the coarse scale solution 𝐩𝑐 onto the fine-scale space as 
follows:

𝐩 ≅ 𝐩𝑚𝑠 = 𝐏𝐩𝑐 , (29)

where 𝐩𝑚𝑠 denotes the multiscale approximate solution.

Let the fine-scale discrete system of equations be:

𝐀𝐩 = 𝐪. (30)

In order to find 𝐩𝐜, we need to find a system defined on the coarse scale, similarly to Equation (30). By replacing the approximation 
of the exact solution of Equation (29) in (30) and premultiplying by the restriction operator, a coarse-scale system is found:

𝐑𝐀
(
𝐏𝐩𝑐

)
=𝐑𝐪 ⟹ 𝐀𝑐𝐩𝑐 = 𝐪𝑐 , (31)

where 𝐀𝑐 =𝐑𝐀𝐏 and 𝐪𝑐 =𝐑𝐪.

Multiscale methods differentiate themselves based on how the prolongation and restriction operators are defined. In this work, 
we extend the Multiscale Control Volume (MsCV) [14] to 3-D domains. The MsCV method uses the prolongation operator of the 
Multiscale Restriction-Smoothed Basis (MsRSB) proposed by [16] in combination with the MPFA-D in 2-D. The resulting framework 
provides a flux approximation on the fine-scale that is consistent with unstructured meshes. To adapt the MsCV to general 3-D grids, 
two issues need to be addressed: the use of a consistent flux approximation and the definition of an algorithm capable of generating 
the multiscale geometric entities on these grids. The first issue is resolved by replacing the standard 2-D MPFA-D by the 3-D MPFA-D 
from [27] in which we introduce the robust GLS interpolation as defined in the previous section. The latter is addressed by extending 
the background grid strategy presented by [30] to 3-D geometries. Furthermore, we also propose an enhanced version of the 3-D 
MsCV, the E-MsCV, which applies the preconditioning technique described by [18] to improve convergence.

3.2.1. Multiscale geometric entities

In this subsection, we will summarize the geometric entities employed by the MsCV and the MsRSB methods based on the concepts 
introduced by [14,30,16]. The algorithms used to generate these entities will be discussed in Section 4. Illustrations to the concepts 
presented below are provided in Fig. 3.

Fine-scale mesh (Ω𝑓 ) The fine-scale mesh is the higher resolution discretization of the physical domain. It is usually the same grid 
used to estimate the physical properties of the medium.

Background grid (Ω𝑏𝑔) The background grid is an auxiliary grid used as a reference to partition the fine-scale mesh and generate 
the primal and dual coarse meshes. This is a concept introduced in the multiscale context by [30] for the 2-D case. Fig. 3a 
presents both the fine-scale and the background grid.

Primal coarse mesh (Ω𝑃
𝑐 ) This is a lower-resolution grid obtained by agglomerating volumes from the fine-scale mesh, as it can 

be seen in Fig. 3b. In the original MsCV and MsRSB methods, this mesh is generated via some partitioning tool. However, 
in the present work we use the concept of a background grid to determine the multiscale entities. This procedure will be 
further detailed in Section 4.

Dual coarse mesh (Ω𝐷
𝑐 ) The dual coarse mesh is an auxiliary grid used to enforce mass conservation on the boundaries of the primal 

coarse volumes and later used in the flux reconstruction algorithm to find a conservative flux field from the multiscale 
solution. This grid is represented in Fig. 3c by the red regions.

Primal coarse center (𝑥𝑃 ) The primal coarse center is the fine-scale volume closest to the centroid of the corresponding primal 
coarse volume. [16,37] discuss different approaches to define the primal coarse center, but we have chosen to employ the 
aforementioned definition for the sake of simplicity.

Support region of a primal coarse volume 𝑗 (𝐼𝑗 ) The support region can be interpreted as the region of influence of a primal 
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coarse center in the global domain. This is equivalent to:
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Fig. 3. Illustration of the MsCV geometric entities.

𝐏𝑖,𝑗 ≠ 0, ∀𝑖 ∈ 𝐼𝑗 . (32)

It is important to note that the primal coarse center itself, as well as the support boundary 𝐵𝑗 , is not part of the support 
region.

Support boundary of a primal coarse volume 𝑗 (𝐵𝑗 ) The support boundary consists of all cells that share at least one face with a 
cell in the support region 𝐼𝑗 but are not a part of it themselves.

Global support boundary (𝐺) The global support boundary is the set of all fine-scale cells that belong to the support boundary of 
a primal coarse volume, i.e.:

𝐺 =
𝑛𝑐⋃
𝑗=1

𝐵𝑗 (33)

Global support boundary in a support region (𝐻𝑗 ) This is the set of fine-scale cells that are in the global support boundary and 
belong to the support region of 𝑗. Equivalently:

𝐻𝑗 = 𝐼𝑗 ∩𝐺 (34)

Fig. 3d illustrates an example of a support region, its boundary and the intersection with 𝐻𝑗 .

3.2.2. The MsCV operators in 3-D

The MsCV method proposed by [14] is based on the MsRSB introduced by [16] which uses an iterative process to define the basis 
functions for the prolongation operator. We use the basis of the original MsCV with some adaptations for the 3-D case to define the 
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iterative procedure of constructing the prolongation operator.
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Fig. 4. The smoothing process of the multiscale basis functions.

The prolongation operator is initialized as the characteristic function of each primal coarse volume, i.e.,

𝑃 0
𝑖𝑗 =

{
1 if Ω𝑓,𝑖 ∈Ω𝑃

𝑐,𝑖

0 otherwise
. (35)

As pointed out by [16], other initial guesses could be used, but this choice is made for its simplicity and because it already 
provides a partition of unit. The initial operator is then modified through weighted Jacobi iterations of the form:

𝑃 𝑛+1
𝑗

= 𝑃 𝑛
𝑗 −𝜔𝐷−1𝐴𝑝𝑟𝑒𝑃 𝑛

𝑗 , (36)

where 𝜔 is the relaxation parameter of the Jacobi iteration set to 2∕3, 𝐷−1 is the inverse of the main diagonal of the preconditioned 
MPFA-D left-hand side term, and 𝐴𝑝𝑟𝑒 is the preconditioned MPFA-D matrix. Here, the preconditioned matrix is a direct application 
of the technique described by [14] and is given by:

𝐴
𝑝𝑟𝑒
𝑖𝑗

=

{
𝐴𝑖𝑗 if 𝑖 ≠ 𝑗

𝐴𝑖𝑖 −
∑𝑛𝑓

𝑘=1𝐴𝑖𝑘 otherwise
. (37)

Given the iterative process in Equation (36), the smoothing procedure applied to compute each basis function 𝑃𝑗 is detailed in 
Algorithm 1.

Algorithm 1: The MsCV iterative smoothing procedure of the basis functions.

Input: The initial guess 𝐏0

Output: The prolongation operator 𝐏
1 Compute the initial increment 𝑑𝑗 = −𝜔𝐷−1𝐴𝑝𝑟𝑒𝑃 𝑛

𝑗
;

2 Modify 𝑑𝑗 to ensure the partition of unity and avoid growth outside the support region:

𝑑𝑖𝑗 =

⎧⎪⎪⎨⎪⎪⎩

𝑑𝑖𝑗−𝑃 𝑛
𝑖𝑗

∑
𝑘∈𝐻𝑗

𝑑𝑖𝑘

1+
∑

𝑘∈𝐻𝑗
𝑑𝑖𝑘

if Ω𝑓 ,𝑖 ∈𝐻𝑗

𝑑𝑖𝑗 if Ω𝑓 ,𝑖 ∈ 𝐼𝑗 and Ω𝑓 ,𝑖 ∉𝐻𝑗

0 otherwise

3 Set 𝑃 𝑛+1
𝑗

= 𝑃 𝑛
𝑗
+ 𝑑𝑗 ;

4 Set 𝑃 𝑛+1
𝑖,𝑗

= 1 for all fine-scale cells 𝑖 that belong solely to the support region of the primal center 𝑗;
5 Rescale 𝑃𝑗 to ensure partition of unity, i.e., set 𝑃 𝑛+1

𝑗
= 𝑃 𝑛+1

𝑗
∕ ∑𝑖 𝑃𝑖,𝑗 ;

6 Calculate the local error for cells outside the global support boundary:

𝑒𝑗 =max
𝑖∉𝐺

|𝑑𝑖𝑗 |
7 If ‖𝐞‖∞ ≤ 𝑡𝑜𝑙, stop and set 𝑃 = 𝑃 𝑛+1 . Else, go to step 1;

Fig. 4 illustrates the smoothing procedure of the basis functions. The 4th step of the procedure is performed in order to ensure 
mass conservation since the fine-scale cells involved in this calculation contribute only to the support region of the coarse cell 𝑗 and, 
therefore, should hold the maximum value in the prolongation operator.

Finally, for the restriction operator, we use the Finite Volume restriction operator from [6] defined as:

𝐑𝑖𝑗 =

{
1 if Ω𝑓,𝑗 ∈Ω𝑃

𝑐,𝑖

0 otherwise
. (38)
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3.2.3. The enhanced MsCV (E-MsCV)

As discussed by [18], the MsRSB prolongation operator may show slow convergence when applied to non M-matrices. To over-

come this issue, a modification to the fine-scale matrix is suggested so that the M-matrix properties are reinforced, making the 
convergence rate of the method closer to when it is applied to a TPFA matrix.

As we will show in our experiments, the 3-D MsCV presents the same convergence issues. Since the MsCV prolongation operator 
is based on the MsRSB, it is natural to consider the application of the aforementioned procedure to our new framework. We designate 
this modified version of the MsCV the Enhanced MsCV (E-MsCV).

The E-MsCV improves on the MsCV by adopting the preconditioning technique from [18]. It modifies the transmissibility matrix 
𝐴 by filtering all positive off-diagonal entries. This ensures M-matrix properties and improves the convergence rate of the Jacobi 
iterations. This preconditioning technique can be written as:

𝐴∗
𝑖𝑗 =min

(
𝐴𝑖𝑗 ,0

)
, (39)

𝐴
𝑝𝑟𝑒
𝑖𝑗

=

{
𝐴∗
𝑖𝑗

if 𝑖 ≠ 𝑗

𝐴∗
𝑖𝑖
−
∑𝑛𝑓

𝑘=1𝐴
∗
𝑖𝑘

otherwise
. (40)

The remaining of the E-MsCV follows the same iterative procedure described in Algorithm 1.

3.2.4. The MsCV iterative procedure

Although the multiscale solution could be used as a good approximation of the fine-scale solution, in some cases, e.g. on highly 
heterogeneous media, it may not completely capture the underlying phenomena. It would be desirable to correct the multiscale 
solution so it is closer to the reference solution. Zhou and Tchelepi [9] proposed an iterative correction of the prolongation operator 
in the context of the simulation of compressible flow in porous media. Meanwhile, the i-MSFV (Iterative MsFV) [31] incorporates 
the idea of an iterative correction of the basis functions to a sequence of line relaxation smoothing steps of the multiscale solution, 
borrowed from multigrid methods, here still applied to Cartesian grids. Lunati et al. [32] recast the MsFV into a two-stage iterative 
method that is then employed within the GMRES iterations. Analogously, a two-stage approach was also applied in a Richardson 
type iteration in [10,38]. Furthermore, a two-stage iterative procedure was also described for the MsRSB in [16].

In this work, we employ the procedure described in [30,32], which consists in a two-stage smoother. First, the multiscale operators 
are used to compute a pressure increment using the coarse-scale matrix. Then, an additional smoothing step is applied to obtain the 
new solution. In our implementation, the smoothing stage described in line 7 of Algorithm 2 is achieved using either the Biconjugate 
Gradient Stabilized method (BiCGSTAB) or the Generalized Minimal Residual method (GMRES) [39], the choice depending on the 
problem, and an ILU(0) preconditioner.

Algorithm 2: The MsCV iterative smoothing procedure of the basis functions.

Input: The fine-scale LHS 𝐀, the fine-scale RHS 𝐪, the prolongation operator 𝐏 and the restriction operator 𝑅.

Output: The iterative solution, 𝐩𝑖𝑡
1 𝐩(𝑛) ← 𝐩𝑚𝑠 ; ⊳ The initial guess for the iterative procedure.

2 𝐫(𝑛) ← 𝐪 −𝐀𝐩(𝑛) ; ⊳ The initial residual vector.

3 𝐀𝑐 ←𝐑𝐀𝐏 ; ⊳ The coarse scale matrix.

4 while ||𝐫(𝑛)||2 > 𝜀 do

5 𝛿𝐩(𝑛+1∕2)𝑚𝑠 ← (𝐏𝐀−1
𝑐
𝐑)𝐫(𝑛) ; ⊳ Compute the increment given by the multiscale approximation.

6 𝐫(𝑛+1∕2) ← 𝐫(𝑛) −𝐀𝛿𝐩(𝑛+1∕2)𝑚𝑠 ;

7 𝛿𝐩(𝑛+1∕2) ←𝐀−1𝐫(𝑛+1∕2) ; ⊳ Smoothing stage.

8 𝐩(𝑛+1) ← 𝐩(𝑛) + 𝛿𝐩(𝑛+1∕2)𝑚𝑠 + 𝛿𝐩(𝑛+1∕2) ; ⊳ Update the solution.

9 𝐫(𝑛+1) ← 𝐪 −𝐀𝐩(𝑛+1) ; ⊳ Update the residual.

10 𝑛 ← 𝑛 + 1;

11 end

12 𝐩𝑖𝑡 ← 𝐩𝑛 ;

3.2.5. Flux reconstruction algorithm

By construction, the multiscale solution is mass conservative on the coarse scale. However, if the prolonged solution is used 
to calculate the fluxes on the fine scale, the resulting field will not be mass conservative since the algorithm used to obtain the 
prolongation operator decouples the domain for the solution of local problems within each support region. Hence, one must compute 
a new pressure field to accommodate the error introduced by the initial multiscale solution while keeping the mass conservation on 
the interfaces of the primal coarse cells. In this work, a procedure based on [6] and [14] is employed to obtain such pressure field.

The reconstructed pressure field is composed by the original multiscale solution on the boundaries of the primal coarse volume 
and a new solution computed in the interior of the coarse cell. First, we determine the fluxes on the surface of each primal coarse 
cell using the prolonged solution. Next, for each coarse cell, we use the fluxes calculated on the previous step as Neumann boundary 
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conditions to solve Equation (1) restricted to the primal coarse volume. This can be written as:
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Fig. 5. Main steps of the background grid framework for 3-D geometries.

⎧⎪⎨⎪⎩
−∇ ⋅

(
∼∇𝑝

)
= 𝑞𝑓 in Ω𝑃 ,

∇𝑝 ⋅ ⃖⃗𝑛 = 𝑣𝑚𝑠 on 𝜕Ω𝑃 ,

𝑝 = 𝑝𝑚𝑠 in 𝑥𝑃 if 𝜕Ω𝑃 ∩ Γ𝐷 =∅
, (41)

where 𝑝 is the new pressure field computed inside each primal coarse cell, ⃖⃗𝑛 is the outward normal unit vector to the interface, 𝑝𝑚𝑠 is 
the initial multiscale solution obtained by the prolongation of the coarse scale solution and 𝑣𝑚𝑠 is the flux field computed using 𝑝𝑚𝑠. 
The latter condition on Equation (41) ensures that each local problem is well posed even for the primal coarse volumes that do not 
contain any volumes on the fine-scale lying on the Dirichlet boundary by forcing the primal coarse center to hold its initial value.

4. Multiscale pre-processing algorithm based on a background grid

One of the key phases of any variant of the MsFV framework is the generation of the primal and dual coarse grids. Properly 
defining these meshes can substantially reduce the number of steps taken by the iterative multiscale procedure.

A common approach to generate the primal coarse grid is by subdividing the computational domain using a partitioning tool such 
as Metis [40]. That is the alternative adopted by [14,16,41]. Although straightforward, this procedure has the shortcoming of often 
being solely based on the geometry of the domain which in turn may lead to inconsistencies and loss of accuracy on the solution in 
the presence of highly heterogeneous media, as pointed out by [16,42,43], who resort to mesh adaptation to mitigate these issues.

Souza et al. [30] introduce a new procedure to generate the multiscale coarse grids by employing an auxiliary background grid that 
guides the definition of both the primal and dual coarse meshes. The background grid scheme is designed based on three assumptions:

1. The fine-scale grid is derived from the geological discretization of the domain;

2. The primal coarse grid should conform to the geological features of the medium; and

3. As far as possible, the grids from the background grid framework should be applicable to the upscaling context. Hence, strongly 
non-convex volumes should be avoided.

In this work, we propose a non-trivial 3-D extension of the original 2-D background grid framework and apply it to generate the 
multiscale coarse grids used for the simulations. The main steps of the algorithm are outlined in the flowchart in Fig. 5. We point 
out that the advantages of employing a background grid are twofold: first, it can be adapted to any features of interest present in the 
media, resulting in basis functions that better represent the heterogeneities in the reservoir; second, the background grid is used as 
a proxy for the coarse-scale entities, avoiding the need to deal with average properties and irregularities that may arise in a typical 
geometry-based partition process as in [44,40].

First, the fine-scale volumes are assigned to the background grid cell that contains its centroid in order to obtain an initial partition 
of the domain. This idea is equivalent to the cookie-cutter approach described in [44]. Next, the assignment is adjusted so that each 
partition is formed by fine-scale volumes sharing at least one face. After that, the primal coarse centers are computed by choosing 
the nearest fine-scale volume in the primal coarse cell to the corresponding background grid volume. Once the primal coarse grid 
is fully defined, we can generate the coarse dual grid. Finally, the support regions for each primal coarse center are delimited. The 
described steps are detailed in the Algorithms 3, 4 and 5.

5. Numerical results

In this section, we present a series of examples to evaluate the performance of the proposed 3-D MsCV and E-MsCV. In the first 
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test, we have manufactured a simple problem with a 1-D linear solution in a conical domain in order to evaluate the performance of 
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Algorithm 3: Primal coarse grid generation.

Input: The fine-scale grid and the background grid

Output: The primal coarse grid

1 Assign each fine-scale volume to the background grid volume that contains its centroid;

2 For each agglomerate of fine-scale volumes, construct a graph of face connectivity within the set, i.e., an edge in the graph represents that a face is shared 
between two volumes;

3 𝑆 ← a linked list containing the fine-scale volumes in disconnected components of the graphs from the previous step;

4 while 𝑆 is not empty do

5 Get the first volume from 𝑆 ;

6 if the volume is connected to a well formed primal coarse volume then

7 Assign the volume to this primal volume;

8 else

9 Push the volume to end of 𝑆 ;

10 end

11 end

Algorithm 4: Dual coarse grid generation.

Input: The fine-scale grid, the primal coarse grid and the background grid

Output: The dual coarse grid

1 for each primal coarse volume do

2 Determine the line segments connecting the primal volume center to its faces centers;

3 Find the fine-scale volumes intercepted by the line segments and set them as coarse dual edges;

4 Form the pairs of primal coarse faces sharing an edge;

5 for each pair of primal faces do

6 Define the plane section formed by the faces’ centers and the primal coarse center;

7 Find the fine-scale volume in the primal coarse volume that are intercepted by the plane section;

8 Set the fine-scale volumes from the previous step as coarse dual faces;

9 end

10 end

Algorithm 5: Support regions definition.

Input: The fine-scale grid, the primal coarse grid, the dual coarse grid and the background grid

Output: The support region of each primal coarse center

1 for each primal coarse volume 𝐶𝑗 do

2 Find the primal volumes sharing at least a node by using the background grid;

3 Retrieve the dual faces that intercept the node neighbors;

4 Define 𝐵𝑗 as the surface surrounding the primal coarse volume using the dual faces found in the previous step;

5 Set 𝐼𝑗 ← 𝐶𝑗 as the initial support region;

6 while there are fine-scale volumes to be incorporated to the support region do

7 𝐼+
𝑗
← the fine-scale volumes that share at least a face with a fine-scale volume in 𝐼𝑗 ;

8 if 𝐼+
𝑗
− 𝐼𝑗 −𝐵𝑗 ≠∅ then

9 𝐼𝑗 ← 𝐼𝑗 ∪ (𝐼+
𝑗
−𝐵𝑗 );

10 else

11 Stop;

12 end

13 end

14 end

the 3-D MsCV using a homogeneous and isotropic medium and showcase the ability of the background grid framework to generate the 
multiscale grids on unconventional geometries. The second example was adapted from [45] in a homogeneous and mildly anisotropic 
medium. In the third example, we consider a heterogeneous and strongly anisotropic medium with a constant source term. In the last 
example, we study a reservoir with a spherical fault and discuss the multiscale solutions on a barrier and a channel configuration.

For all examples, we have performed the simulations employing the 3-D MsCV and the E-MsCV. All the results are also compared 
with the standard MsRSB with a TPFA fine-scale discretization as described by [16]. Furthermore, we also show the application of 
the MsCV iterative procedure presented in Section 3.2.4 using the E-MsCV operators in all studied scenarios.

As in [14], we define the following error norms for the multiscale solution:

||𝐩𝑟𝑒𝑓 − 𝐩𝑚𝑠||2 = ⎛⎜⎜⎝
∑

Ω𝑖∈Ω𝑓
|𝑝𝑟𝑒𝑓
𝑖

− 𝑝𝑚𝑠
𝑖
|2∑

Ω𝑖∈Ω𝑓
|𝑝𝑟𝑒𝑓
𝑖

|2
⎞⎟⎟⎠
1∕2

, (42)

||𝐩𝑟𝑒𝑓 − 𝐩𝑚𝑠||∞ =
maxΩ𝑖∈Ω𝑓

|𝑝𝑟𝑒𝑓
𝑖

− 𝑝𝑚𝑠
𝑖
|

𝑟𝑒𝑓
, (43)
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maxΩ𝑖∈Ω𝑓
|𝑝
𝑖

|
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Fig. 6. The multiscale coarse grids used for the simulation in the cone-shaped domain.

Table 1

The 𝐿2 and 𝐿∞ norms of the errors for the homogeneous and isotropic medium in a 
cone-shaped domain case.

Error (%) MsCV E-MsCV Iterative E-MsCV MsRSB Iterative MsRSB||𝑢||2 0.11 0.14 2 × 10−9 0.11 4 × 10−10||𝑢||∞ 7.73 7.00 1 × 10−3 6.57 3 × 10−4

where the superscripts 𝑚𝑠 and ref correspond to the multiscale solution and the reference fine-scale solution, respectively.

5.1. Homogeneous and isotropic medium in a cone-shaped domain

In the first example, we study the simulation of the single-phase incompressible flow in a homogeneous and isotropic medium. 
The domain has the shape of a cone around the Cartesian 𝑧-axis with height and radius equal to 1 and 3, respectively. We consider 
the following exact solution:

𝑢(𝑥, 𝑦, 𝑧) = 𝑧, (44)

with permeability tensor given by:

∼(𝑥, 𝑦, 𝑧) =
⎛⎜⎜⎝
1 0 0
0 1 0
0 0 1

⎞⎟⎟⎠ . (45)

For all problems solved here, Dirichlet boundary conditions are applied to the whole domain boundary.

For this simulation, we have used a fine-scale grid containing 119,840 cells and an unstructured background grid with 272 
tetrahedra. In Fig. 6, the multiscale coarse grids used for the simulation are shown. The background grid based pre-processing 
framework is capable of generating coherent unstructured grids suited for simulation even for unconventionally shaped domains, as 
it is the case.

Table 1 presents the 𝐿2 and 𝐿∞ norms of the error calculated for the multiscale solutions. For the MsRSB solution, the error 
is computed relative to the TPFA fine-scale solution since it is as accurate as the MPFA-D. The MsCV and E-MsCV have similar 
performances and are as accurate as the MsRSB, the 𝐿2 norm of the error lower than 0.2% while the 𝐿∞ norm sits around 7%. This 
can also be seen in Fig. 7. All three solutions are qualitatively very close. However, by applying a single step of the MsCV iterative 
procedure, the error on the E-MsCV solution is reduced to near zero.

We have also applied the iterative procedure using the MsRSB operators computed with the TPFA system. The MPFA-D solution 
is also recovered when this combination is employed, as seen in Table 1. As discussed in [38], but also a known result in the context 
of domain decomposition methods [46,47], the main purpose of the multiscale stage is to provide a global problem that couples each 
of the local subproblems. Therefore, although desirable and potentially helpful, the accuracy of the coarse-scale solution is not the 
main concern. Instead, it is sufficient that the basis functions capture the main features of the underlying problem.

Although the multiscale solutions are comparable regarding their accuracy, there are notorious differences in the convergence of 
the basis functions. For a prescribed residual tolerance of 10−3, the E-MsCV requires 276 iterations to converge, while the MsRSB 
takes 182 iterations. On the other hand, the original formulation of the MsCV had to be halted after 500 iterations to achieve the 
same level of accuracy.

5.2. Homogeneous and mildly anisotropic case

For this example, we consider the Test Case 1 proposed by [45] with a regular solution over the domain Ω = [0, 1]3 given by (46)

and implying in a non-homogeneous Dirichlet condition over the whole domain boundary Γ:( ( )) ( ( ))

209

𝑢(𝑥, 𝑦, 𝑧) = 1 + sin (𝜋𝑥) sin 𝜋 𝑦+ 1
2

sin 𝜋 𝑧+ 1
3

, (46)
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Fig. 7. The fine-scale reference solution (a) and the multiscale solutions using the MsCV (b), the E-MsCV (c), the iterative E-MsCV procedure (d) and the MsRSB (e) 
techniques. Slice at 𝑦 = 0 highlighting the contour lines.

and an anisotropic permeability tensor given by:

∼(𝑥, 𝑦, 𝑧) =
⎛⎜⎜⎝
1 0.5 0
0.5 1 0.5
0 0.5 1

⎞⎟⎟⎠ . (47)

We have executed the simulations on a fine-scale grid containing 243,840 tetrahedral cells and, to compute the multiscale solu-

tions, we have used a prismatic background grid containing 256 cells, which corresponds to a coarsening ratio of around 952, and an 
unstructured tetrahedral background grid with 192 cells, with a coarsening ratio of around 1,270. For each grid, we have performed 
210

simulations with the MsCV, the E-MsCV and the MsRSB.
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Table 2

The 𝐿2 and 𝐿∞ norms of the errors for the homogeneous and mildly anisotropic case on 
a prismatic background grid.

Error (%) MsCV E-MsCV Iterative E-MsCV MsRSB Iterative MsRSB||𝑢||2 0.44 0.24 1 × 10−8 0.27 3 × 10−9||𝑢||∞ 16.45 12.07 2 × 10−3 13.24 8 × 10−4

Table 3

The 𝐿2 and 𝐿∞ norms of the errors for the homogeneous and mildly anisotropic case on 
a tetrahedral background grid.

Error (%) MsCV E-MsCV Iterative E-MsCV MsRSB Iterative MsRSB||𝑢||2 0.40 0.28 5 × 10−8 0.24 8 × 10−8||𝑢||∞ 16.12 14.97 7 × 10−3 16.63 4 × 10−3

Fig. 8. The fine-scale MPFA-D solution for the homogeneous and mildy anisotropic case. Slice at 𝑦 = 0.

In the Tables 2 and 3, the 𝐿2 and 𝐿∞ norms of the error from each execution are presented. In all scenarios for multiscale 
solutions, the 𝐿2 norm of the error is less than 0.5% with a reasonable but significant error on the 𝐿∞ norm. The MsCV and E-MsCV 
perform as well as the MsRSB despite the introduction of anisotropy which is expected since the anisotropy ratio in the problem is low 
and the TPFA, despite inconsistent, can still provide good solutions in this kind of scenario. Furthermore, by applying the iterative 
procedure described in Section 3.2.4 to the E-MsCV solution, the error can be virtually nullified in a single iteration. Similarly, the 
MPFA-D reference solution can also be recovered using the MsRSB operators in the multiscale stage of the iterative procedure.

As it can be seen in Figs. 9 and 10, the solutions are relatively close to the reference solution in Fig. 8, specially the solution 
computed on a prismatic grid. Although the multiscale approximations on a tetrahedral coarse grid yield some unphysical “fingers” 
in the pressure field, overall, the main aspects of the fine-scale reference are captured.

In this example, the multiscale solutions on a prismatic background grid produce lower errors than their tetrahedral counterparts. 
This is partially justified by the fact that, in a homogeneous medium, the support regions generated in the prismatic background grid 
are more compact and produce basis functions that can transition more smoothly between them. In a tetrahedral background grid, 
on the other hand, the coarse cells may be unaligned to the solution and the permeability tensor, affecting the shape of the basis 
functions and, by extension, the final solution. In both cases, the smoothing procedure is capable of recovering the original solution 
in a single iteration.

Regarding the convergence rate of the iterative procedure used to compute the basis functions, the E-MsCV performs slightly 
better than the MsRSB, requiring 130 and 166 iterations to converge on the structured and unstructured scenarios, respectively, 
while the MsRSB takes 146 and 184 iterations in the same situations. As with the first example, the original MsCV formulation did 
not converge according to the tolerance criterion and was stopped after 250 iterations in both simulations. Furthermore, the latter 
presented some oscillatory behavior during the iterations, which was not observed in the E-MsCV and the MsRSB. Finally, in Fig. 11, 
the evolution of the 𝐿2 norm of the error of the MsCV, E-MsCV and MsRSB solutions is presented as a structured hexahedral coarse-

scale grid is uniformly refined. It demonstrates that both the MsCV and the E-MsCV tend to converge to the fine-scale solution as the 
coarse-scale grid is refined, showing a desirable consistent behavior for the multiscale solution. Furthermore, from this experiment, 
the MsRSB does not appear to converge to the reference solution, as it retains the errors from the TPFA system used to compute the 
211

basis functions.



Applied Mathematical Modelling 134 (2024) 198–222F.A. Cumaru Silva Alves, A.C.R. de Souza, P.R.M. Lyra et al.

Fig. 9. The multiscale solutions on a prismatic background grid for the homogeneous and mildly anisotropic case highlighting the contour curves. Slice at 𝑦 = 0.

5.3. Heterogeneous and strongly anisotropic case

In this example, we consider an adaptation of the third example from [30] to study the robustness of the MsCV in a heterogeneous 
and anisotropic medium. The problem consists in the simulation of a single-phase flow in a unitary cubic domain Ω = [0, 1]3 with 
the following source term:

𝑄( ⃖⃗𝑥) =
⎧⎪⎨⎪⎩
1, ⃖⃗𝑥 ∈

[
3
8 ,

5
8

]3
,

0, otherwise
. (48)

At the boundary, the Dirichlet condition 𝑔𝐷 = 0 is adopted. Furthermore, the permeability tensor is the same proposed by [48] in 
the Case 4, illustrated in Fig. 12, and is given by:

∼(𝑥, 𝑦, 𝑧) = 1
𝑥2 + 𝑦2

⎛⎜⎜⎝
𝜖𝑥𝑥

2 + 𝜖𝑦𝑦
2 (𝜖𝑥 − 𝜖𝑦)𝑥𝑦 0

(𝜖𝑥 − 𝜖𝑦)𝑥𝑦 𝜖𝑦𝑥
2 + 𝜖𝑥𝑦

2 0
0 0 𝜖𝑧(𝑧+ 1)(𝑥2 + 𝑦2)

⎞⎟⎟⎠ , (49)

for 𝜖𝑥 = 1, 𝜖𝑦 = 10−3 and 𝜖𝑧 = 10. The simulations were conducted in a fine-scale grid with 90,831 tetrahedral cells, and the multiscale 
solutions were computed using a structured 5 ×5 ×5 background grid and an unstructured background grid containing 96 tetrahedra 
adapted to the source term region. The fine-scale solution is shown in Fig. 13 and the background grid configurations can be seen in 
Fig. 14.

In the Tables 4 and 5, the 𝐿2 and 𝐿∞ norms of the error are displayed. The prolonged solutions on a structured coarse grid 
present a lower error on the 𝐿2 norm, but are more susceptible to spurious oscillations since the dual edges cross the source term 
region, resulting in a higher 𝐿∞ norm of the error, as it can be seen in Fig. 15. On the other hand, the solution on an unstructured 
grid presents a higher error on the 𝐿2 norm but a lower and localized error on the 𝐿∞ when compared to its structured counterpart. 
212

The adapted grid helps to reduce the spurious oscillations, but the less compact support regions tend to exacerbate the effect of the 
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Fig. 10. Multiscale solutions on a tetrahedral background grid for the homogeneous and mildly anisotropic case highlighting the contour curves. Slice at 𝑦 = 0.

Fig. 11. Convergence rates of the multiscale solutions for the homogeneous and mildly anisotropic case.

shape of the underlying primal coarse grid, as seen in Fig. 16. Surely, the primal coarse grid could be improved or, with further 
developments, automatically adapted.

For this case, the relative error of the MsRSB solution was computed using the MPFA-D as the reference solution, since the TPFA 
solution is not consistent with the proposed problem. Comparing the MsCV and E-MsCV solutions with the MsRSB, we can notice 
that the errors on the 𝐿2 norm are of the same magnitude, even though the MsRSB seems less prone to oscillations, as it is visible in 
Figs. 15d and 16d, and from the 𝐿∞ norm of the error. Furthermore, by the discrete maximum principle (DMP), since the boundary 
213

conditions are non-negative, the numerical solution should also be non-negative.
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Table 4

The 𝐿2 and 𝐿∞ norms of the errors for the heterogeneous and strongly anisotropic case on a 
structured background grid.

Error (%) MsCV E-MsCV Iterative E-MsCV MsRSB Iterative MsRSB||𝑢||2 18.41 4.74 × 102 3 × 10−14 21.22 3 × 10−14||𝑢||∞ 1.3 × 104 9.5 × 104 3 × 10−4 41.84 1 × 10−6

Table 5

The 𝐿2 and 𝐿∞ norms of the errors for the heterogeneous and strongly anisotropic case 
on a unstructured background grid.

Error (%) MsCV E-MsCV Iterative E-MsCV MsRSB Iterative MsRSB||𝑢||2 78.90 58.32 3 × 10−14 62.16 3 × 10−14||𝑢||∞ 83.80 69.87 3 × 10−4 71.77 1 × 10−6

Fig. 12. Visualization of the permeability ratio log
(
𝑘𝑥𝑥∕𝑘𝑥𝑦

)
of the heterogeneous and anisotropic case. Slice at 𝑧 = 0.5.

Finally, despite the fact that the prolonged MsCV and E-MsCV solutions have a high error, the iterative procedure is still able to 
recover the MPFA-D fine-scale solution with great accuracy. For a residual tolerance of 10−4, it takes two iterations of the procedure 
to obtain a solution with an error of order 10−14 on the 𝐿2 norm, and 10−4 on the 𝐿∞ norm for both the structured and the 
unstructured coarse grids, showing that the application of the MsCV operators in an iterative framework can yield good results. As in 
the previous examples, we were also able to recover the MPFA-D reference solution to a similar degree of accuracy using the MsRSB 
operators, as seen in Tables 4 and 5.

5.4. Reservoir with a spherical fault

In this final example, we study the simulation of a single-phase flow in a reservoir with a spherical barrier or channel within the 
domain Ω = [−2, 2]3. The following boundary conditions are applied:

⎧⎪⎨⎪⎩
𝑔𝐷 = 0 on Γ𝐷,1
𝑔𝐷 = 1 on Γ𝐷,2
𝑔𝑁 = 0 on Γ𝑁

, (50)

where Γ𝐷,1 corresponds to the planes 𝑥 = −2, Γ𝐷,2 corresponds to the plane 𝑥 = 2, and Γ𝑁 is set at the planes 𝑦 = −2, 𝑦 = 2, 𝑧 = −2
and 𝑧 = 2.

The permeability field is illustrated in Fig. 17, where the fault region shaped as a sphere centered at the origin with a radius equal 
to 0.75 is embedded in a homogeneous domain with a permeability tensor given by:

∼1(𝑥, 𝑦, 𝑧) =
⎛⎜⎜1 0 0
0 1 0

⎞⎟⎟ . (51)
214
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Fig. 13. The fine-scale MPFA-D reference solution for the heterogeneous and strongly anisotropic case. Slice at 𝑧 = 0.5.

Fig. 14. Background grids used to generate the multiscale geometric entities for the heterogeneous and strongly anisotropic case highlighting the source term region 
(red). Slice at 𝑧 = 0.5.

The goal of this example is to test the changes in the solution when applying background grids that are conforming or not to the 
fault, and to evaluate the ability of the 3-D MsCV framework to capture such a formation. We simulate two configurations, a barrier 
and a channel, with permeability tensors respectively given by:

∼2(𝑥, 𝑦, 𝑧) =
⎛⎜⎜⎝
10−3 0 0
0 10−3 0
0 0 10−3

⎞⎟⎟⎠ or (52)

∼3(𝑥, 𝑦, 𝑧) =
⎛⎜⎜⎝
103 0 0
0 103 0
0 0 103

⎞⎟⎟⎠ . (53)

The simulations were conducted in a fine-scale grid with 159,893 tetrahedral cells. The fine-scale reference solutions under both 
configurations are presented at Fig. 18. Furthermore, the errors computed for the MsRSB solution are relative to the MPFA-D solution 
in this example.

In Figs. 19 and 20, the multiscale solutions for a channel configuration are shown for a structured and an unstructured background 
grid, respectively. In both scenarios, the MsCV and the E-MsCV are able to recover the main features of the fine-scale solution and 
correctly depict the influence of the channel region in the pressure field. The unstructured version is, however, prone to oscillations 
near the boundary as a consequence of some primal coarse volumes sharing only an edge or a node on the boundary leading to basis 
functions whose influence is not well spread into the boundary. Furthermore, when compared to the MsRSB, the MsCV and E-MsCV 
provide qualitatively close solutions. These observations are corroborated by the errors shown in Tables 6 and 7, as both norms of 
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the error for the MsCV, E-MsCV and MsRSB are all with the same magnitude.
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Fig. 15. The multiscale solutions for the heterogeneous and strongly anisotropic case using a structured background grid to generate the multiscale geometric entities. 
Slice at 𝑧 = 0.5.

Table 6

The 𝐿2 and 𝐿∞ norms of the errors for the simulation of a reservoir containing a spheri-

cal fault under a channel configuration on a structured background grid.

Error (%) MsCV E-MsCV Iterative E-MsCV MsRSB Iterative MsRSB||𝑢||2 0.69 0.59 4 × 10−8 0.61 4 × 10−8||𝑢||∞ 18.79 19.04 1 × 10−3 17.80 3 × 10−3

A similar effect is observed under a barrier configuration, as it can be seen in Figs. 21 and 22. The E-MsCV is able to recover the 
original solution to a reasonable degree and reproduce the barrier feature from the fine-scale solution. On the other hand, the 3-D 
extension of the MsCV diverges on those cases. Once again, the E-MsCV solutions are comparable to the MsRSB. From Tables 8 and 
9 it is noticeable that the E-MsCV performs slightly better on a structured grid, but the oscillations on the unstructured counterpart 
produce a larger 𝐿2 norm of the error when compared to the MsRSB.

Despite the errors introduced in the E-MsCV solution, the proposed iterative procedure was able to recover the original fine-scale 
MPFA-D reference solution to a very good degree of accuracy on both configurations, as seen in Figs. 19c, 20c, 21c and 22c. Specially 
with the unstructured background grid, the iterative procedure wiped the oscillations near the boundary of the domain. For these 
cases, a residual tolerance of 10−4 was used and it took just two iterations to achieve convergence. The computed errors presented 
in the Tables 6, 7, 8 and 9 further demonstrate the effectiveness of the procedure. It reduced the 𝐿2 and 𝐿∞ norms under a channel 
configuration to 10−8 and 10−3, respectively. Similarly, for the barrier configuration, the 𝐿2 and 𝐿∞ norms are correspondingly of 
the order of 10−9 and 10−2. Once again, we have run the procedure using the MsRSB operators and it was also able to recover the 
fine-scale MPFA-D solution.

6. Conclusions

In this paper, we have presented a 3-D extension of the Multiscale Control Volume (MsCV) method coupling it with the 3-D 
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MPFA-D and the robust GLS interpolation for the simulation of single-phase flow in heterogeneous and anisotropic porous media, 
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Fig. 16. The multiscale solutions for the heterogeneous and strongly anisotropic case using an unstructured background grid to generate the multiscale geometric 
entities. Slice at 𝑧 = 0.5.

Fig. 17. The spherical fault region (red) within the reservoir.

Table 7

The 𝐿2 and 𝐿∞ norms of the errors for the simulation of a reservoir containing a spheri-

cal fault under a channel configuration on a unstructured background grid.

Error (%) MsCV E-MsCV Iterative E-MsCV MsRSB Iterative MsRSB||𝑢||2 2.00 3.62 4 × 10−8 2.25 2 × 10−7||𝑢|| 33.87 49.30 1 × 10−3 30.13 4 × 10−3
217
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Fig. 18. The fine-scale MPFA-D reference solutions for the single-phase simulation of a reservoir containing a spherical fault under a barrier (a) and channel (b) 
configuration. Slice at 𝑦 = 0.
218

Fig. 19. The multiscale solutions under a channel configuration using a structured background grid. Slice at 𝑧 = 0.
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Fig. 20. The multiscale solutions under a channel configuration using an unstructured background grid. Slice at 𝑧 = 0.

Table 8

The 𝐿2 and 𝐿∞ norms of the errors for the simulation of a reservoir containing a spherical 
fault under a barrier configuration on a structured background grid.

Error (%) MsCV E-MsCV Iterative E-MsCV MsRSB Iterative MsRSB||𝑢||2 7 × 108 0.39 5 × 10−9 0.42 5 × 10−8||𝑢||∞ 5 × 107 10.43 0.02 27.33 0.03

Table 9

The 𝐿2 and 𝐿∞ norms of the errors for the simulation of a reservoir containing a spherical 
fault under a barrier configuration on a unstructured background grid.

Error (%) MsCV E-MsCV Iterative E-MsCV MsRSB Iterative MsRSB||𝑢||2 7 × 105 6.93 6 × 10−9 1.33 4 × 10−6||𝑢||∞ 8 × 106 28.55 0.01 27.32 0.68

with the flexibility of been able of using either structured or unstructured grids in both scales. In addition, we have proposed an 
extension to 3-D geometries of the very flexible multiscale pre-processing algorithm by [30] based on the concept of a background 
grid and an enhanced version of the 3-D MsCV (E-MsCV) that incorporates the enhanced MsRSB preconditioning proposed by [18]

to improve the convergence of the computation of the operators. Furthermore, we also extended and applied to a 3-D context the 
iterative procedure proposed by [41] and employed by [30]. From our experiments, the 3-D MsCV is capable of approximating the 
reference fine-scale solution to a good degree on low to intermediate complexity scenarios and the E-MsCV is able to converge on 
more challenging scenarios. By employing the additional iterative procedure, the fine-scale solution can be recovered to a very good 
219

degree with just a few iterations even in the presence of strong anisotropy or heterogeneities. It was also possible to notice that, 
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Fig. 21. The multiscale solutions under a barrier configuration using a structured background grid. Slice at 𝑧 = 0.

despite of the robustness of the MPFA-D with the GLS interpolation, there are violations of the DMP which are exacerbated in the 
multiscale solution. In the near future, we intend to explore new approaches to generate the multiscale geometric entities under the 
background grid framework by adapting them to the underlying geological characteristics and to investigate algebraic multiscale 
strategies in place of the MsRSB. Furthermore, we also intend to address the DMP violation issue by introducing a defect correction 
scheme similar to the one proposed by [23,24] and to expand the work to the simulation of multiphase flows in heterogeneous and 
anisotropic porous media.
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Fig. 22. The multiscale solutions under a barrier configuration using an unstructured background grid. Slice at 𝑧 = 0.
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in: J. Fořt, J. Fürst, J. Halama, R. Herbin, F. Hubert (Eds.), Finite Volumes for Complex Applications VI Problems & Perspectives, Springer, Berlin Heidelberg, 
Berlin, Heidelberg, 2011, pp. 895–930.

[46] C.R. Dohrmann, O.B. Widlund, An overlapping Schwarz algorithm for almost incompressible elasticity, SIAM J. Numer. Anal. 47 (2009) 2897–2923.

[47] A. Heinlein, A. Klawonn, J. Knepper, O. Rheinbach, Multiscale coarse spaces for overlapping Schwarz methods based on the ACMS space in 2D, ETNA, Electron. 
Trans. Numer. Anal. 48 (2018) 156–182.

[48] M.G. Edwards, H. Zheng, Quasi M-matrix multifamily continuous Darcy-flux approximations with full pressure support on structured and unstructured grids in 
222

three dimensions, SIAM J. Sci. Comput. 33 (2011) 455–487.

http://refhub.elsevier.com/S0307-904X(24)00278-6/bibE65FE6FFAB155E3D9791BF8E99DCF7A7s1
http://refhub.elsevier.com/S0307-904X(24)00278-6/bibE65FE6FFAB155E3D9791BF8E99DCF7A7s1
http://refhub.elsevier.com/S0307-904X(24)00278-6/bibE618315F8176CB14977CE8262E4005C0s1
http://refhub.elsevier.com/S0307-904X(24)00278-6/bibE618315F8176CB14977CE8262E4005C0s1
http://refhub.elsevier.com/S0307-904X(24)00278-6/bibFCE9CAF15D2B6EE327D811384C349D62s1
http://refhub.elsevier.com/S0307-904X(24)00278-6/bibFCE9CAF15D2B6EE327D811384C349D62s1
http://refhub.elsevier.com/S0307-904X(24)00278-6/bib7CA5300D5B93F31DDF0F8B8CD69F9B26s1
http://refhub.elsevier.com/S0307-904X(24)00278-6/bib7CA5300D5B93F31DDF0F8B8CD69F9B26s1
http://refhub.elsevier.com/S0307-904X(24)00278-6/bib76635929FA159D98E31D27CAC79ADCB0s1
http://refhub.elsevier.com/S0307-904X(24)00278-6/bib76635929FA159D98E31D27CAC79ADCB0s1
http://refhub.elsevier.com/S0307-904X(24)00278-6/bibC4AD01C33D2A875CCB66EE03858A8BFEs1
http://refhub.elsevier.com/S0307-904X(24)00278-6/bibC4AD01C33D2A875CCB66EE03858A8BFEs1
http://refhub.elsevier.com/S0307-904X(24)00278-6/bib1F6D3B33B5B6FF397DF5204CC0261EA1s1
http://refhub.elsevier.com/S0307-904X(24)00278-6/bib1F6D3B33B5B6FF397DF5204CC0261EA1s1
http://refhub.elsevier.com/S0307-904X(24)00278-6/bibC9E47549CEB62C87EBEF8BD22292DB42s1
http://refhub.elsevier.com/S0307-904X(24)00278-6/bibC9E47549CEB62C87EBEF8BD22292DB42s1
http://refhub.elsevier.com/S0307-904X(24)00278-6/bib3624A563E5E107B244F142FA037E2301s1
http://refhub.elsevier.com/S0307-904X(24)00278-6/bib3624A563E5E107B244F142FA037E2301s1
http://refhub.elsevier.com/S0307-904X(24)00278-6/bib3624A563E5E107B244F142FA037E2301s1
http://refhub.elsevier.com/S0307-904X(24)00278-6/bibA7E9BB2A16E097B2B990B423870AA75Ds1
http://refhub.elsevier.com/S0307-904X(24)00278-6/bibA7E9BB2A16E097B2B990B423870AA75Ds1
http://refhub.elsevier.com/S0307-904X(24)00278-6/bibFCEE01BD142CD4CDE014565E573C085Cs1
http://refhub.elsevier.com/S0307-904X(24)00278-6/bibFCEE01BD142CD4CDE014565E573C085Cs1
http://refhub.elsevier.com/S0307-904X(24)00278-6/bib124F1A4930F0E694F85DA7082460AB6Ds1
http://refhub.elsevier.com/S0307-904X(24)00278-6/bib124F1A4930F0E694F85DA7082460AB6Ds1
http://refhub.elsevier.com/S0307-904X(24)00278-6/bibE4773B1373B577F605856D381ED422F8s1
http://refhub.elsevier.com/S0307-904X(24)00278-6/bibE4773B1373B577F605856D381ED422F8s1
http://refhub.elsevier.com/S0307-904X(24)00278-6/bibDCD6E191C4CD09818E1CE9DF96656C2Es1
http://refhub.elsevier.com/S0307-904X(24)00278-6/bibDCD6E191C4CD09818E1CE9DF96656C2Es1
http://refhub.elsevier.com/S0307-904X(24)00278-6/bib5BBF5D853DA8C8A6AC2A35BBB3CEE4CDs1
http://refhub.elsevier.com/S0307-904X(24)00278-6/bib5BBF5D853DA8C8A6AC2A35BBB3CEE4CDs1
http://refhub.elsevier.com/S0307-904X(24)00278-6/bibCC6E3D9F7AB67CB6E91A91D711732E39s1
http://refhub.elsevier.com/S0307-904X(24)00278-6/bibCC6E3D9F7AB67CB6E91A91D711732E39s1
http://refhub.elsevier.com/S0307-904X(24)00278-6/bib55F312F88C501667900FD3A1E93FBD38s1
http://refhub.elsevier.com/S0307-904X(24)00278-6/bib8749B603362E27EAFF83FAECE49617DBs1
http://refhub.elsevier.com/S0307-904X(24)00278-6/bibFA0364FEB518278ACF842A01F8A4C6EEs1
http://refhub.elsevier.com/S0307-904X(24)00278-6/bibFA0364FEB518278ACF842A01F8A4C6EEs1
http://refhub.elsevier.com/S0307-904X(24)00278-6/bibE2A8F6EF8279B71832BD69D8F98E8145s1
http://refhub.elsevier.com/S0307-904X(24)00278-6/bibE2A8F6EF8279B71832BD69D8F98E8145s1
http://refhub.elsevier.com/S0307-904X(24)00278-6/bib905DDD4BDA59803D47F3FD77AF534145s1
http://refhub.elsevier.com/S0307-904X(24)00278-6/bib905DDD4BDA59803D47F3FD77AF534145s1
http://refhub.elsevier.com/S0307-904X(24)00278-6/bibE4B8D2C55077423260B1FFD1845AF738s1
http://refhub.elsevier.com/S0307-904X(24)00278-6/bibE4B8D2C55077423260B1FFD1845AF738s1
http://refhub.elsevier.com/S0307-904X(24)00278-6/bib027241D2B62EB05ABA824D154C66B9CDs1
http://refhub.elsevier.com/S0307-904X(24)00278-6/bib027241D2B62EB05ABA824D154C66B9CDs1
http://refhub.elsevier.com/S0307-904X(24)00278-6/bib49B10D31FFC273FA45387328D08D2506s1
http://refhub.elsevier.com/S0307-904X(24)00278-6/bib61D9E0FC66FE9309C9F016C00D7D7DC8s1
http://refhub.elsevier.com/S0307-904X(24)00278-6/bibFCFB7285081B5C52BBC7184249D24D40s1
http://refhub.elsevier.com/S0307-904X(24)00278-6/bib5079410E0D36EA68938B26348C4DE407s1
http://refhub.elsevier.com/S0307-904X(24)00278-6/bib5079410E0D36EA68938B26348C4DE407s1
http://refhub.elsevier.com/S0307-904X(24)00278-6/bib39CF138905A87859069A3AB54F94F37Cs1
http://refhub.elsevier.com/S0307-904X(24)00278-6/bibCA9DB01456B0FAF27410B7CCD7C8CF56s1
http://refhub.elsevier.com/S0307-904X(24)00278-6/bibE0034B76D67534B7D6870F97564D4C4Cs1
http://refhub.elsevier.com/S0307-904X(24)00278-6/bibDD17E5AA7A16FE69B9768BD2CA433139s1
http://refhub.elsevier.com/S0307-904X(24)00278-6/bibDD17E5AA7A16FE69B9768BD2CA433139s1
http://refhub.elsevier.com/S0307-904X(24)00278-6/bibDD17E5AA7A16FE69B9768BD2CA433139s1
http://refhub.elsevier.com/S0307-904X(24)00278-6/bib628D3CA77834A358DB142ED1E3D9B62Es1
http://refhub.elsevier.com/S0307-904X(24)00278-6/bibE1FD86D19A2AA4651177D7D59DB5DAD5s1
http://refhub.elsevier.com/S0307-904X(24)00278-6/bibE1FD86D19A2AA4651177D7D59DB5DAD5s1
http://refhub.elsevier.com/S0307-904X(24)00278-6/bib6E7C291DC5D28376AC094B702A580487s1
http://refhub.elsevier.com/S0307-904X(24)00278-6/bib6E7C291DC5D28376AC094B702A580487s1

	A 3-D extension of the Multiscale Control Volume method for the simulation of the single-phase flow in anisotropic and hete...
	1 Introduction
	2 Mathematical formulation
	3 Numerical formulation
	3.1 Fine-scale discretization
	3.1.1 The Multipoint Flux Approximation with a Diamond stencil (MPFA-D)
	3.1.2 Vertex unknowns interpolation

	3.2 Multiscale formulation
	3.2.1 Multiscale geometric entities
	3.2.2 The MsCV operators in 3-D
	3.2.3 The enhanced MsCV (E-MsCV)
	3.2.4 The MsCV iterative procedure
	3.2.5 Flux reconstruction algorithm


	4 Multiscale pre-processing algorithm based on a background grid
	5 Numerical results
	5.1 Homogeneous and isotropic medium in a cone-shaped domain
	5.2 Homogeneous and mildly anisotropic case
	5.3 Heterogeneous and strongly anisotropic case
	5.4 Reservoir with a spherical fault

	6 Conclusions
	Declaration of competing interest
	Data availability
	Acknowledgements
	References


