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Abstract

Evidence indicates that ultra-high dose rate (UHDR) irradiation in radiotherapy can induce a normal tissue
sparing effect without compromising effectiveness against tumour cells, known as the FLASH effect. This has
prompted active research into clinical proton FLASH therapy. A key step is developing a clinically safe and
predictable proton FLASH beam, which is being pursued through the commissioning of the ProBeam gantry in
FLASH mode at HollandPTC. As part of this process, this thesis aims to characterise the gantry-based 250 MeV
ultra-high dose rate continuous scanning proton beam, currently only intended for preclinical research.

Four distinct dosimetric aspects have been investigated, in accordance with the AAPM TG-224 report and
machine quality assurance guidelines for UHDR proton beams in transmission mode. The first three, which
are also part of conventional characterisations, include lateral and longitudinal relative dosimetry, along with
absolute dosimetry measurements. These encompass the spot shape, spot position, integral depth dose (IDD)
curve and output measurements. The fourth category includes temporal dosimetry, an essential aspect for
FLASH characterisations since delivery time has now become an important aspect. For this, the scanning
speed, spot dwell time and dose rate (constancy) have been determined. The temporal measurements were
conducted using the FlashQ detector, a 2D strip ionisation chamber with a temporal resolution of 1 ms, which
also served as a reference monitor chamber to enable the full spatiotemporal reconstruction of each irradiation.
Measurements were conducted at nominal nozzle currents from 2 to 215 nA to explore potential correlations
between the measured parameters and nozzle current. The suitability of all other detectors used in this work
for FLASH measurements has also been assessed.

The spot shape did not show a clinically significant dependency on the nozzle current, and the average
Gaussian parameters were determined to be σx = 3.39± 0.06 mm, σy = 3.86± 0.02 mm and θ = -16.6 ± 4.5
degrees. Spot position accuracy was within 0.15 mm, complying with AAPM TG-224 standards. The R80-value
from the integral depth dose (IDD) measured 37.9±0.1 cm, aligning with IDD results from other ProBeam fa-
cilities. Absolute dose per monitor unit (MU) varied significantly with nozzle current, from 0.0041 Gy/MU at 10
nA to 0.0466 Gy/MU at 215 nA. In terms of temporal aspects, the gantry scanning speed was found to depend
on the spot spacing but converged to 7.8 ± 0.1 m/s and 29.4 ± 0.9 m/s in the x- and y-directions respectively for
large spot spacings (> 50 mm). The nozzle monitor chamber reached saturation at a nominal nozzle current of
18.4 nA, resulting in fixed spot dwell times. This saturation caused significant dose rate fluctuations, both day-
to-day and beam-to-beam. Over six measurement sessions in a four-month period, deviations ranged from
-13.9% to -23.2% compared to planned dose rates, with an average intraday fluctuation of 3.9%. These fluctu-
ations were measured with the FlashQ, which has been verified as a suitable reference detector.

Ultimately, the gantry-based 250 MeV UHDR continuous scanning proton beam has been successfully char-
acterised at HollandPTC. All conventional parameters met the AAPM TG-224 standards or aligned with findings
from other ProBeam institutes. Using the FlashQ as a reference monitor chamber enables the reconstruction
and simulation of dose delivery in both space and time through calibration.
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1
Introduction

1.1 Background

With over 2.7 million new cases and 1.3 million fatalities annually, cancer ranks as the second leading cause of
mortality and morbidity within the European Union, particularly impacting younger people with it being the
main cause of death for individuals under 65 years of age [1]. The trend is concerning as cancer rates are ex-
pected to increase even further with 18.4% by 2040, mainly driven by an ageing population [2]. Consequently,
the EU has committed itself to turning the tide against cancer with "Europe’s Beating Cancer Plan", launched
in 2022. This plan focuses on introducing preventative measures, improving cancer treatment, and enhancing
quality of life for cancer patients and survivors. With an estimated 12 million European cancer survivors, in-
cluding approximately 300,000 childhood cancer survivors [3], it is beyond dispute that improving treatment
efficacy and aftercare is of paramount importance.

While a variety of cancer treatment options is available nowadays, the three traditional and most widely
used modalities are surgery, chemotherapy, and radiotherapy (Figure 1.1). The choice of treatment depends
on numerous factors, including the type and stage of cancer [4]. Surgery entails the physical removal of can-
cer and is most effective for localised, solid tumours that have not metastasised. Chemotherapy involves the
administration of drugs to kill cancer cells or to impede their growth throughout the body. It is prescribed for
cancers that have metastasised or that are particularly susceptible to specific drugs. Radiotherapy (RT) utilises
high doses of radiation to destroy or damage cancer cells, thereby reducing tumour size and impeding their
growth and spread. RT is employed to treat various cancer types and can be utilised for tumours practically
inaccessible via surgery. On average, more than 50% of all cancer patients in Europe require at least one RT
course [5–7]. This thesis concentrates on the field of radiotherapy.

Figure 1.1: Illustration of the three traditional cancer treatment modalities: surgical therapy, radiotherapy and chemother-
apy. Figure is taken from [8].

1.1.1 Radiotherapy

Radiotherapy is implemented in various clinical techniques. Nonetheless, at its core, radiotherapy operates on
the fundamental principle of damaging DNA within cancer cells. When high-energy radiation is delivered into
the body, it will interact with the DNA strands either directly by the initial ionising radiation or indirectly by
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ionising other particles, like water molecules, forming secondary electrons and free radicals that, in turn, dam-
age the DNA. The energy transferred and retained in tissue during these interactions is measured as ’absorbed
dose’, denoted in units of Gray (Gy), representing the amount of energy (in Joules) absorbed per unit mass (in
kilograms). Biologically, these interactions lead to base mutations and/or discontinuities in the DNA strands.
While base mutations and single-strand breaks can be repaired more easily by cell processes, a double-strand
break is more lethal to the cell because an accurate repair is not always possible [9]. However, the process of
inducing DNA damage can act as a double-edged sword: while it does lead to the death of cancerous tissue in
the form of double-strand breaks, it may also trigger dangerous base mutations in healthy tissue (that cause
cancer in the first place). Therefore, the primary goal of RT is to maximise damage to cancer cells while min-
imising the absorption of radiation in healthy tissue.

A treatment planning system (TPS) plays a crucial role in this challenge. A TPS is a software program that
automates the process of determining a suitable dose distribution plan in which radiation exposure to healthy
tissue is minimised while still sufficiently radiating cancerous cells. By analysing the patient’s anatomy, tumour
characteristics, and radiation beam properties, the TPS performs a mathematical optimisation problem, driven
and bounded by a so-called ’wish list’. This list contains the objective function with individually weighted pri-
orities and hard constraints, like imposing minimum absorbed dose values for cancerous tissue and maximum
absorbed dose values for organs at risk (OAR), usually in units of Gray. By sequentially minimising objectives
by their priorities, a (Pareto) optimal plan is crafted, providing favourable trade-offs among all objectives. An
example of a dose distribution plan can be seen in Figure 1.2.

Figure 1.2: Snapshot of a dose distribution plan made with the treatment planning system ’RayStation’. Blue areas represent
volumes with relatively low absorbed doses, while red volumes have high absorbed dose values. Figure is taken from [10].

In the challenge of minimising collateral damage to healthy tissue, besides the TPS, one can also look more
fundamentally at different radiotherapy methods. Initially, a distinction can be drawn based on where the
high-energy source spatially originates from. If the radiation source is located inside the patient’s body, in close
proximity to cancerous cells, it is classified as ’internal radiotherapy’. One example of internal RT is brachyther-
apy, in which a solid radioactive source, known as a "seed", is planted either within or adjacent to a tumour.
This source emits radiation targeted at a small area to eradicate cancer cells, usually in the form of α-radiation.
The other type of radiotherapy is ’external beam radiotherapy’. Here, a specialised machine directs beams of
high-energy radiation towards the tumour from outside the patient. By far the most prevalent form of external
beam RT is photon therapy for which a medical linear accelerator (LINAC) is used. In this device, a stream of
electrons is generated and consecutively accelerated to high speeds in a waveguide, and then directed into a
target typically made of tungsten or other heavy metals. Upon colliding with the target, the electrons produce
X-rays through the process of bremsstrahlung. For photon therapy, the energy of these X-ray beams ranges
between 4 and 15 MV [11]. By adjusting the shape and/or intensity of the photon beam to match the contour of
the tumour, the dose can be delivered very precisely to the tumour, while sparing as much surrounding healthy



1.1. Background 3

tissue as possible. However, dose distributions using photon beams are inherently constrained by the expo-
nential attenuation of photons in tissue. Consequently, a substantial dose is absorbed very close to the skin,
making it less applicable for e.g. the treatment of deep-seated tumours [12], or tumours close to organs at risk.
This is where protons come into play as, contrary to photons, protons deliver the majority of their dose towards
the end of their path.

1.1.2 Proton radiotherapy

Proton therapy (PT) is a form of external beam radiotherapy in which high-energy protons are used as ionising
radiation instead of photons. High-energy protons are produced by accelerating protons in either a cyclotron
or synchrotron to energies in the clinical range of 70 to 250 MeV. Despite sharing similar ionising properties
with photons, protons exhibit unique characteristics in their dose deposition throughout the body. This is
visualised in Figure 1.3.

Figure 1.3: Comparison of three different depth-dose distributions: a photon beam (X-rays), a pristine (mono-energetic)
and a spread-out (multi-energetic) proton beam. The grey area represents the tumour volume that ideally should receive
100% of the relative dose. The yellow area signifies the extra dose deposited by the photon beam in comparison with the
spread-out proton beam. Figure is taken from [13].

The primary advantages of utilising protons over photons stem from the finite range and the distinct peak
in dose deposition of the proton beam. As previously discussed in subsection 1.1.1, the photon beam depth
dose distribution shows an exponential decrease in energy deposition with tissue depth after a brief build-up
region. This shape is intrinsic to neutral particles: as the particle traverses the body, it either interacts, con-
sequently transferring its energy to secondary electrons, or remains unchanged. This leads to an exponential
decrease in the number of particles. The build-up region can be attributed to the fact that it takes a while for
secondary electrons to build up in the beam. This is clinically beneficial and is called the skin-sparing effect
[14]. Still, such a depth-dose distribution can lead to a significant dose delivery to healthy tissue located in
front of and behind the tumour with respect to the incident beam direction.

However, protons carry a positive charge and will therefore undergo different interactions within the body,
resulting in a different depth-dose distribution. The main mechanism through which protons interact with
matter is collisions with electrons. Protons gradually lose energy due to Coulomb interactions with atomic
electrons. The amount of energy lost per unit length is a function of the proton’s speed: the slower a pro-
ton travels per unit length, the more energy it deposits through electromagnetic interactions with electrons,
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resulting in a bigger dose deposition. This rate of energy loss is called the ’stopping power’ and is inversely
proportional to the square of the mean speed of the proton through the Bethe-Bloch formula:
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with Z and A the atomic and mass number of the target nucleus respectively and z the charge number of the
proton [15]. For mono-energetic beams, the dose deposited by protons increases sharply near the end of their
range. This results in a distinct, narrow peak in the depth-dose distribution, which is called the ’Bragg peak’.
The Bragg peak is very relevant in clinical settings as it allows for precise, local targeting of tumours, while still
minimising dose to surrounding healthy tissue. Furthermore, in contrast to photons, protons come to a full
stop at the end of their range. Consequently, it is possible to prevent the deposition of excess dose to healthy
tissue distal to the Bragg peak by making use of the fact that the range of a proton depends on its velocity (and
therefore kinetic energy) upon entry of the body. The empirical relation between a proton’s range R in water
and kinetic energy E is approximated by:

R(E) ≈ 0.00244E 1.75 (1.2)

with R in cm and E in MeV [16, 17]. This relation is essential for high dose conformity, i.e. administering
radiation such it that matches the exact volume of the tumour and preserves neighbouring healthy tissue, be-
cause, in practice, the narrow width of a single Bragg peak does not cover the full volume of a tumour. To
achieve optimal dose conformity, the Bragg peak must be distributed across the tumour’s depth. This is ac-
complished by exposing the patient to proton beams of varying energy and intensity, resulting in a relatively
uniform depth-dose profile. This phenomenon is known as a ’spread-out Bragg peak’ (SOBP) and is illustrated
in Figure 1.3. Often, a range modulator wheel is used, which is a flat, circular device with different thicknesses
around its edge. These thicknesses slow down proton beams to varying degrees. By spinning the wheel at a
predetermined rate, the beam enters the patient with a mix of energies, creating an SOBP to accommodate the
longitudinal shape (depth) of the tumour. Nevertheless, to treat the whole tumour, one also has to increase
the width and height of the beam so that both lateral directions are covered. Traditionally, this is achieved by
passively scattering the initial beam using a scattering system, which widens the beam (see Figure 1.4A). Then,
after the range modulator, a collimator/aperture is used, which is a beam stop with a hole shaped to match the
outer projection of the target in the beam, as seen from the beam’s eye view. Finally, a range compensator is
used to longitudinally shift the SOBP to the actual depth of the tumour.

Figure 1.4: Schematics of a passive scattering beam (A) and an active/pencil scanning beam (B) used in proton therapy.
Figure is taken from [18].

In general, passive scattering (PS) proton radiotherapy is a safe and straightforward technique for patient
irradiation, and research has demonstrated that there are clear advantages over photon therapy in various
cases. These advantages include reduced doses to OARs and improved dose conformity to cancerous tissue
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[19, 20]. Additionally, PS proton therapy exhibits lower sensitivity to the time structure of the proton acceler-
ator [21]. However, it is not without its drawbacks. Significant proton loss occurs during the scattering pro-
cess and aperture shaping, with only approximately 5% of the initially generated protons reaching the patient.
Efforts to enhance efficiency have led to the development of double scattering systems, but even with these
improvements, efficiency remains capped at around 40% [21]. Moreover, the use of double scattering systems
increases susceptibility to beam steering, potentially resulting in skewed dose distributions if the beam is off-
centre by even a millimeter [22]. Furthermore, passive scattering systems are resource-intensive and can be
time-consuming. Custom aperture and range compensator fabrication for each patient is necessary to ensure
suitable dose conformity. This approach not only leads to higher costs but also limits flexibility in dose plan
adaptation and presents challenges in radiation protection [23]. Also, with the inclusion of extra components
such as these, patients could receive higher doses than planned due to an increased production rate of sec-
ondary neutrons, with the range modulation wheel being a significant contributor [21, 22, 24]. Ultimately, dose
conformity is restricted to the depth of the SOBP, making PS systems less suitable for treating tumours with
complex anatomies, such as those curved around OARs or with significant thickness variations [21, 25]. These
limitations, combined with significant advancements in photon therapy, have led to the fact that PS proton
therapy shows similar clinical results to advanced photon therapy techniques for various cancer types [26, 27].

To further increase efficacy and find solutions for these limitations, a third generation of proton RT systems
was developed: pencil beam scanning (PBS) proton therapy. Instead of scattering and shaping the beam to the
correct tumour volume with PS proton therapy, in PBS, the proton beam is scanned across the target cross sec-
tion using magnets, which is visualised in Figure 1.4B. By consecutively changing the range of the beam with
a range shifter, the various ’layers’ of the tumour can be reached, allowing for the complete irradiation of the
3D target volume. While there are various scanning modes, a PBS pattern is usually created by defining indi-
vidual spot coordinates that determine where the magnets should steer the proton beam to. As the pattern can
be altered for each layer, PBS allows for a more accurate delineation of the tumour and therefore better dose
conformity, even if it includes complex volume shapes [28]. To ensure a uniform dose distribution throughout
the whole volume, the intensity/weight of each spot is determined by a dose conformity optimisation prob-
lem. This is called ’intensity-modulated proton therapy’. While intensity-modulated photon radiotherapy can
also achieve similar dose conformity nowadays, PBS proton therapy requires fewer beam directions to achieve
similar results, leading to less dose exposure to healthy tissue and lower toxicity [27, 29], in some cases even
resulting in a total body dose reduction of 60% [26, 30]. When compared directly to other proton therapy tech-
niques like single and double PS, it has been shown that PBS can again lead to less toxicity in normal tissue [28,
31–34]. Moreover, no scattering system, aperture and range compensator are needed with PBS. Consequently,
lower production rates of secondary neutrons are observed [21, 35, 36].

Nonetheless, the usage of proton therapy (and radiotherapy in general) in cancer treatment is still inher-
ently limited by radiation-induced toxicity in healthy tissue [37, 38]. Despite intensity-modulated proton ther-
apy using the pencil beam scanning technique contributing significantly, the process of lowering toxicity in
normal cells is still actively researched. In this quest, an increased interest in ultra-high dose rate irradiation is
observed as it has been reported that this could lead to a healthy tissue sparing effect while remaining equally
effective against cancer cells. This is called the FLASH effect and serious efforts are made to implement this in
proton therapy.

1.1.3 FLASH radiotherapy

FLASH radiation therapy is a technique in cancer treatment and involves delivering radiation at ultra-high
dose rates (UHDR) such that the FLASH effect is induced. Various studies have shown that the FLASH effect
exhibits the ability to spare normal tissues while retaining similar levels of tumour cytotoxicity, i.e. similar tox-
icity to tumour cells when compared to conventional RT [39–43]. The phenomenon of sparing normal tissue
in radiation therapy is referred to as the FLASH effect, and the corresponding branch of radiotherapy is known
as FLASH RT. Hence, the implementation of the FLASH effect in proton therapy is called proton FLASH therapy.

In general, FLASH RT involves the delivery of doses at dose rates that usually are multiple orders of magni-
tudes higher than conventional (CONV) RT. While no clear thresholds are agreed upon, FLASH RT is typically
as of 40 Gy/s, whereas in CONV RT, dose rates are usually ranged between 0.01-0.4 Gy/s [37, 39, 40, 44–46]. As
a result, in FLASH RT, the total dose is administered within extremely brief time frames, typically lasting only
one second at most, and in some cases, as short as 200 milliseconds [44, 45, 47]. However, "the full definition
is more complex and involves several interdependent physical parameters" [39]. This ongoing investigation
underlines the fundamental exploration of FLASH RTs parameters and their implementation.
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Understanding the biological mechanism of the reduced toxicity in FLASH RT also remains an ongoing
pursuit, but it is postulated to involve multiple contributing factors. The leading theory, increasingly sup-
ported, suggests oxygen depletion plays a crucial role in the biological response to FLASH irradiation [48–53].
As mentioned in subsection 1.1.1, high-energy radiation creates free radicals through interaction with water
molecules in the cells. By reacting with oxygen, these free radicals turn into peroxyl radicals that damage DNA
[54]. In CONV RT, the oxygen in cells gets replenished through normal cell processes. However, in FLASH
RT, local oxygen depletion could outpace reoxygenation within the short exposure time, inducing a transient
state of radiation-induced hypoxia. Because of the reduced oxygen levels, fewer peroxyl radicals are generated
in this condition. This spares healthy tissue from FLASH irradiation, while minimally impacting the already
oxygen-deprived cancerous tissue due to inefficient oxygen delivery in the inherently abnormal tissue struc-
ture [45, 55]. However, while reports have successfully demonstrated a sparing effect under hypoxia conditions
[56–58], the oxygen-depletion theory has been questioned in recent research [59], e.g. due the observation of
similar sparing effects under normoxic conditions [60], simultaneously reinforcing the postulate that FLASH
mechanism is indeed multifactorial. Multiple systematic and literature reviews on FLASH RT have suggested
various other mechanisms, like increased double-strand break rates, immune response modulation and in-
creased stem cell preservation under FLASH RT [39, 44, 46, 59]. Nonetheless, additional research is necessary
to resolve any ambiguity surrounding the underlying mechanisms of the FLASH effect.

The concept of a dose rate-dependent sparing effect was initially discussed in articles dating back almost
six decades [61, 62]. However, these studies were promptly discontinued due to the challenges in effectively
applying the findings to clinical practice. In the last decade, there has been a renewed interest in using FLASH
in clinical settings, mainly due to technological advancements in radiotherapy. Clinically, the benefits of the
FLASH effect can be described by two parameters, the ’normal tissue complication probability’ (NTCP) and the
’tumour control probability’ (TCP). For a certain amount of Gray, the NTCP represents the likelihood of compli-
cations in healthy tissue from RT, while the TCP denotes the likelihood of effectively controlling or eliminating
a tumour with RT. As FLASH RT can induce a sparing effect for normal tissue, while still being (approximately)
as effective for cancerous tissue, for a fixed amount of dose D , the following NTCP and TCP conditions are
expected:

N T C PF L ASH (D)≲ N T C PCONV (D)

T C PF L ASH (D) ≈ TC PCONV (D)

The gap between the NTCP and TCP, known as the ’therapeutic window,’ is anticipated to widen with FLASH RT,
aligning with the aforementioned conditions. Two beneficial aspects arise from a larger therapeutic window:
firstly, it reduces toxicity in normal tissue for the same absorbed dose due to a smaller NTCP, and secondly, it
allows for higher TCP values by delivering a bigger dose to the tumour with similar NTCP levels. Figure 1.5 sub-
stantiates this claim with preclinical data from an experiment by Montay-Gruel et al., in which mice with im-
plemented human brain tumour cells are irradiated with UHDR electron beams [42]. The figure demonstrates
a rightward shift in the NTCP curve for FLASH RT, with a significantly smaller shift of the TCP, resulting in an
extended therapeutic window with corresponding benefits. Multiple other in-vivo studies, i.e. experiments or
observations that are conducted within a living organism, have successfully replicated similar findings where
the FLASH effect has led to normal tissue sparing [44, 63].

Although multiple preclinical experiments have been performed successfully, clinical studies are extremely
scarce. The first clinical treatment of a patient irradiated with electron FLASH RT was reported in 2019 by
Bourhis et al. [43]. Here, a 75-year-old man with a cutaneous lymphoma resistant to multiple treatments
had metastases spread across various areas of his skin. The patient had encountered adverse effects from
previous treatments involving around 110 tumour sites, utilising either X-rays or low-energy electrons. Due to
a continued poor skin response, it was decided to administer FLASH RT. The results were promising, as after 5
months of the FLASH RT treatment, nearly all signs of adverse skin reactions from the treatment had vanished.
However, while it does ascertain the technical feasibility and clinical safety of electron FLASH RT, more research
is needed to prove its efficacy for more complex anatomy and to directly compare with CONV RT [44].

Proton FLASH radiotherapy

Similar to electron RT, the implementation of the FLASH effect in proton radiotherapy is under thorough inves-
tigation, with the majority of research conducted in preclinical studies. In 2020, Diffenderfer et al. published
one of the initial in-vivo papers demonstrating the FLASH effect in proton RT [64]. In this study, mice were ran-
domly assigned to receive double scattered proton beams at either CONV or FLASH dose rates. Ten days later,
the mice were randomly divided into groups and received either 12 or 18 Gy doses using CONV or FLASH pro-
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Figure 1.5: NTCP and TCP in electron FLASH RT as a function of the delivered dose. Blue graphs correspond to the NTCP,
orange graphs to the TCP. TCP data is gathered by a ’novel object recognition’ (NOR) test. For this experiment, CONV dose
rates are defined to be 0.01 Gy/s & FLASH dose rates are 125 Gy/s. Error bars correspond to the standard deviation in the
data. The figure is adapted from [39].

ton RT. The results were promising: mice subjected to proton FLASH RT exhibited reduced levels of intestinal
damage and inflammation while maintaining similar levels of tumour control compared to CONV proton RT,
with no significant differences found between dose rates and total doses. Numerous other papers have demon-
strated similar beneficial effects attributed to the FLASH effect, with worst-case scenarios showing comparable
NTCP and TCP values to CONV proton RT [44, 65–67]

The first clinical trial of proton FLASH RT, named FAST-01, was published by Mascia et al. in 2023, to vali-
date the practicality of implementing proton FLASH RT in a clinical environment [68, 69]. Data were collected
on 10 patients aged 18 years or older who underwent palliative FLASH radiotherapy for extremity bone metas-
tases at the Cincinnati Children’s/UC Health Proton Therapy Center between 3 November 2020 and 28 January
2022. All patients received a single UHDR proton beam field with dose rates of 51 - 61 Gy/s. Similarly to CONV
proton RT, 8 Gy was irradiated per delivery site in a single fraction. The results showed consistent results with
conventional proton radiotherapy regarding treatment efficacy and normal tissue sparing, without encounter-
ing any FLASH-related technical complications or delays. This again demonstrates the technical feasibility of
proton FLASH RT and thus "supports further exploration of FLASH radiotherapy in patients with cancer" [68].
This has lad to the second, and still on-going, clinical trial of proton FLASH RT, FAST-02. The primary objec-
tive of FAST-02 is to evaluate the toxicities linked with FLASH radiotherapy treatment while also assessing its
effectiveness in alleviating pain among individuals with painful thoracic bone metastases [70].

Proton PBS FLASH radiotherapy

Proton PBS FLASH radiotherapy aims to integrate the FLASH effect into proton PBS radiotherapy, with the
overarching objective of harnessing the advantages offered by both PBS and the FLASH effect. As previously
discussed in subsection 1.1.2, PBS systems already offer notable advantages over PS proton systems, including
enhanced dose conformity, greater flexibility in dose plan adaptation, and reduced toxicity in normal tissue.
Realising the FLASH effect within PBS could further enhance tissue sparing compared to conventional pro-
ton PBS radiotherapy. Theoretically, PBS could lend itself very well to the realisation of the FLASH effect as
no scattering systems are needed to ensure sufficient dose conformity, consequently leading to higher proton
transmission efficiencies. However, in practice, meeting the requirements for conformal dose delivery while
maintaining the 40 Gy/s FLASH threshold across the entire treatment field has proven to be challenging. Hence,
novel PBS FLASH modalities frequently compromise one or more of the advantages associated with conven-
tional PBS radiotherapy. Currently, the two main techniques are ’transmission’ and ’conformal/Bragg peak’
PBS FLASH RT.
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First, with transmission PBS FLASH RT, so-called ’transmission’ or ’shoot-through’ proton beams are used,
meaning that the kinetic energy - and thus range - of the initial beam remains unchanged during the whole
treatment. Hence, the Bragg peak, which is typically used to precisely target cancerous tissue, may not align
with the shape of the tumour. Instead, for proton FLASH RT, the cancer cells are often situated within the rela-
tively stable plateau region of the depth-dose curve of the proton beam. Then, after passing through the body,
the proton beam exits the patient at the opposite side, hence the name transmission PBS FLASH radiotherapy.
This transmission effect is evident in dose plans, as shown in Figure 1.6. While it sounds counter-intuitive to
exclude the distinct characteristic of proton therapy, as the usage of the Bragg peak has formed the basis for all
regular proton RT methods, the usage of transmission beams is one of the few techniques in which the FLASH
effect can be induced with the current proton PBS RT systems. In fact, almost all proton FLASH RT studies,
including the clinical test by Mascia et al., are performed with transmission beams [44]. The reason behind
this has to do with the limitations of the energy selection system. For conventional proton PBS RT, to ensure
sufficient dose conformity over the whole tumour, multiple layers are irradiated by constantly changing the
energy of proton beams. This is done by the energy selection system (ESS). However, the usage of an ESS re-
sults in a significant decrease in the beam current due to beam transmission efficiency loss [71–73]. This makes
it practically impossible to reach ultra-high dose rates, which are a requirement for FLASH RT. Furthermore,
the usual time required for switching energy is around 900 milliseconds for cyclotron systems based on energy
degradation, and it extends beyond 1000 milliseconds for synchrotron systems [74, 75]. This extended duration
for energy switching further elongates the beam-on period. For the FLASH effect to be induced, the total dose
must be administered within extremely brief time frames, at most one second, which is practically impossible
with an ESS included.

Figure 1.6: Proton dose distributions from three CT planes. (a) Standard four-beam plan. (b) Hypothetical shoot-through
FLASH plan without considering protective effects. (c) Same shoot-through FLASH plan with protective effect (factor 2)
beyond the target volume. The delineated volumes include the tumour (light blue) and OARs (red, green, and purple). The
dose is delivered in units of Gray. Figure is taken from [76].
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The second technique that has been proposed is called ’conformal/Bragg peak’ PBS FLASH RT. Here, a
beam-specific static energy modulation device is included to produce a polyenergetic beam, allowing for a
highly conformal dose. An example of such a device is a ridge filter, which allows for the creation of an SOBP
without the need for an ESS or rotating range modulator wheel, reducing the total treatment time. This inclu-
sion has been successfully implemented already in regular PBS proton RT [77, 78], with recent studies indicat-
ing that proton FLASH RT can be achieved with ridge filters included too [79, 80]. Additionally, Simeonov et
al. have introduced the concept of a patient-specific 3D range-modulator, which can be best understood as a
unified integration of a range compensator and a very fine static ridge filter [81]. Conformal radiation may also
be achievable without an energy modulation device, albeit with the necessity for faster energy layer switching
as multiple beam energies are essential to ensure good dose conformity [82].

Nevertheless, the choice between transmission-based and conformal proton PBS FLASH RT can be seen
as a significant trade-off: the former method compromises on conformality to achieve higher dose rates by
shooting proton beams through the patient, while the latter approach may utilise static energy modulation de-
vices to halt the beam within the patient, thereby ensuring distal conformality. In addition, other advantages
and disadvantages have also been identified. For example, transmission beam PBS FLASH RT is less sensitive
to range and setup uncertainties, but is limited by a maximum patient size as the beam must exit the patient.
On the other hand, conformal PBS FLASH RT requires fewer beams, offering greater flexibility in the planning
approach regarding avoidance regions, but could be inherently limited by the plan-specific energy modula-
tion device [82]. At the moment of writing, the usage of transmission beams for proton FLASH RT is deemed
more practical for preclinical studies [71], and several studies in treatment planning have already examined
the possibility of implementing transmission proton pencil beam scanning beams in broader and more realis-
tic clinical scenarios, including cancers of the head and neck [76, 83, 84], lung [85, 86], and liver [87].

Regardless of the PBS modality, the translation of PBS FLASH into clinical treatment planning is a non-
trivial and complex task, with the main challenge being the search for a reliable quantification of the dose rate
for pencil beam scanning. For methods other than PBS, the total dose is usually delivered in timed pulses, with
the entire field administered simultaneously within each pulse. This results in two relatively straightforward
dose rates: the ’instantaneous dose rate’ (IDR), which is the dose per pulse divided by the single pulse duration,
and the ’field-averaged dose rate’ (FADR), being the field dose divided by the total delivery time for all pulses.
However, the consecutive scanning of spots adds a distinctive temporal and spatial element to the dose delivery
of PBS proton therapy, which complicates and adds complexity to the quantification and characterisation of
dose rates. Various studies have investigated the feasibility of the FLASH effect in proton PBS and have even
proposed novel ways of translating the unique spatiotemporal effect into dose rates. In 2019, Van de Water
et al. proposed a ’dose-averaged dose rate’, in which the instantaneous dose rate for each voxel is weighted
by the dose contribution of each spot, and then averaged over all spots [83]. Then, in 2020, Folkerts et al.
suggested the ’pencil beam scanning dose rate’ (PBS-DR), which redefines the effective irradiation time for a
certain voxel by ignoring insignificant dose contributions of distant spots with a manually set minimum dose
threshold [88]. Consequently, even if the total dose remains constant, variations in spot sequences within scan
patterns — despite having identical spot coordinates and weights — can result in differences in the local PBS-
DR. Hence, optimising the scan pattern can, to some extent, enhance the local FLASH effect by considering the
spatiotemporal structure of dose delivery [89]. This optimisation process of scan patterns, resulting in varying
dose rates, is shown in Figure 1.7. In addition, next to plan-related parameters, the dose rate is also related to
machine properties, like the beam current and beam scanning speed. Therefore, a reliable procedure should
be put into place to precisely determine the behaviour and properties of the proton beam and delivery system.
Typically, this is done through means of a beam characterisation.

1.1.4 Beam characterisation

A beam characterisation is a comprehensive process of analysing and defining the behaviour, properties, and
performance of a beamline and its delivery system. It ensures the accuracy and reliability of treatment deliv-
ery by providing crucial insights into the behaviour and properties of the proton beam. These properties can
be used as input for treatment planning systems, allowing for the optimisation of patient treatment. The ex-
ecution of a beam characterisation is standard procedure in the commissioning process of a proton therapy
system. Such commissioning involves the initial setup and calibration of the machinery, e.g. a beamline or
gantry, to ensure its safety and to prepare for clinical operation according to established protocols and stan-
dards. Then, after the commissioning process, repeated (and partial) beam characterisations take place as
part of the quality assurance (QA) procedure. QA encompasses ongoing processes to verify and maintain the
quality and safety of treatment delivery throughout the operational lifespan of the system. Similar to the com-
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Figure 1.7: (a) Visualisation of the pencil beam scanning dose rate (PBS-DR) for various scan patterns that have been
optimised. (b) Comparison between standard (non-optimised) line-by-line scan patterns and optimised scan patterns. For
all scan patterns, the initial and final spot position are highlighted in green and red respectively. Figure is taken from [89].

missioning process, QA procedures ensure that the treatment system continues to meet established standards.
As proton therapy has gained popularity and accessibility as a cancer treatment modality, the development
of commonly agreed upon QA guidelines, alongside methodologies to establish these guidelines for proton
therapy delivery, has become increasingly important. AAPM Task Group 224 has extensively tackled this issue
and released a report that outlines recommended tolerance limits for various QA checks. Drawing from litera-
ture reviews and consensus data from numerous clinical therapy centres, this report is widely regarded as the
benchmark for machine QA in proton radiotherapy [90]. Additionally, Spruijt et al. have contributed to this
field by publishing an article that offers consensus-based practical guidelines on machine QA, the correspond-
ing procedures and the suitability of detectors, specifically tailored for transmission-based proton PBS FLASH
RT. [91]. Throughout this thesis, the works by AAPM TG-224 and Spruijt et al. will serve as the primary sources
of support for decisions made in both the experimental setup and the assessment of clinical significance.

Characterisation reports from various conventional photon [92, 93], electron [93–96] and proton [97–100]
beamlines have been published and are thus widely available, mainly because beam characterisations are stan-
dard procedure in the commissioning process of radiotherapy systems. Despite the different particle modal-
ities, in general, similar parameters (e.g. beam spot shape, depth-dose distributions, absolute dosimetry) ap-
pear in these reports as the ultimate goal of the characterisation, namely defining the beam behaviour and
extracting its properties, remains the same, regardless of the type of beam. However, for electron [101–103] and
proton [104, 105] FLASH research beamlines, characterisation becomes more complex due to the temporal as-
pect of FLASH RT that now must be taken into account. This necessitates the usage of either novel analysis
techniques or detectors with a sufficiently high temporal resolution. Coupled with the novelty of proton PBS
FLASH radiotherapy, only one characterisation report for a gantry-based transmission FLASH proton beamline
(Varian ProBeam) has been published by Charyyev et al. at this moment of writing [106]. Combined with an
investigation on the suitability of various detectors, in short, this thesis aims to perform a characterisation of
the Varian ProBeam beamline at Holland Proton Therapy Centre, abbreviated as HollandPTC.
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1.2 Research goal

HollandPTC is a proton radiotherapy centre that specialises in providing proton therapy treatment for cancer
patients. In addition to patient care, it also functions as both an educational and research institute. According
to HollandPTC, one of the main research focuses is to improve the treatment efficacy, actively pursuing "the
best proton therapy both now and in the future" [107]. Part of this research includes the realisation of ultra-
high dose rate proton FLASH therapy, which has been shown to initiate the FLASH effect in healthy tissue. At
the moment of writing, HollandPTC exclusively offers conventional proton therapy on its two cyclotron-based
gantries. However, due to evidence indicating that the FLASH effect decreases the susceptibility of healthy tis-
sue to radiation while preserving its effectiveness in killing tumour cells, the implementation of proton FLASH
therapy at the gantries is actively researched for future clinical use. Specifically, the aim of HollandPTC’s FLASH
R&D consortium is to determine how to test the FLASH effect in a clinical trial for at least one treatment site
before 2028. A critical step towards this goal is the development of a clinically safe and stable proton FLASH
beam, which is being pursued through the commissioning of the ProBeam gantry at HollandPTC.

As part of the commissioning process of the gantry-based proton FLASH beam line, this thesis aims to de-
termine the behaviour of the ultra-high dose rate continuous scanning proton beam. This is done by means
of a characterisation of the 250 MeV transmission proton beam at the ’Citer’ gantry. The characterisation is
an essential part of the commissioning process of the UHDR proton beam for FLASH radiotherapy as it pro-
vides insight into the accuracy, reliability, and safety of the machinery before its potential clinical implemen-
tation. Moreover, beam parameters retrieved from the characterisation can be used as input for treatment
planning systems, leading to accurate patient treatments, made specifically for the systems at HollandPTC.
This research encompasses four characterisation categories. First, the lateral relative dosimetry is investigated,
which involves examining the spot shape, spot position, and overall spread of the proton beam in air. Second,
integrated depth dose (IDD) measurements are performed to quantify the in-depth relative dosimetry. Third,
absolute dosimetry measurements are carried out to accurately measure the actual delivered dose per irradi-
ation. Fourth and last, the study looks into temporal dosimetry, crucial for understanding the timing of dose
delivery. This is particularly important since the FLASH effect requires a dose rate of at least 40 Gy/s. Hence,
these measurements involve determining the spot dwell time and scanning speed, as well as investigating the
consistency of the dose rate. Additionally, for the commissioning of UHDR proton therapy, all utilised detectors
undergo a thorough investigation to determine their suitability for inclusion in proton FLASH measurements.

1.3 Overview

Chapter 2 outlines the materials and methods used in this thesis. Initially, it provides a detailed description of
the Varian ProBeam proton therapy system and the detectors employed throughout this study. Following this,
it explains and justifies the various experimental setups and methods used for each specific part or parameter
of the characterisation process. Subsequently, Chapter 3 presents the findings from the four dosimetric cate-
gories. Similar to the methods chapter, the results for each characterisation element are presented separately.
These findings are then analysed and their clinical relevance is discussed in Chapter 4. The thesis concludes
with Chapter 5, where final conclusions and recommendations are offered.





2
Materials and Methods

2.1 Beam delivery system

HollandPTC has two clinical treatment gantries, called ’Luit’ and ’Citer’, that are served by the Varian ProBeam
Proton Therapy System (Varian Medical Systems, a Siemens Healthineers company, Palo Alto, California, USA).
The Varian ProBeam is a pencil beam scanning system and utilises an isochronous cyclotron to produce clin-
ically usable proton beams of energies between 70 and 244 MeV. Initially, protons are accelerated to the maxi-
mum energy of 250 MeV but are then decelerated to lower energies after passing through the energy selection
system, which consists of paired graphite-wedge plates with varying thicknesses. However, the ESS signifi-
cantly reduces the fluence of the proton beam [71–73]. Therefore, to ensure the delivery of sufficiently high
beam currents (and thus dose rates), the energy selection system is fully disengaged. Since disabling the ESS
is solely achievable by switching the ProBeam from clinical mode to ’FLASH mode’ (also known as ’Racehorse
mode’), which is exclusively enabled by Varian on the Citer gantry, all measurements are conducted at the Citer.
Ultimately, in FLASH mode, the ProBeam delivers monoenergetic 250 MeV proton transmission beams with a
maximum requestable beam current of up to 215 nA.

This beam is transported from the cyclotron to the nozzle by the beam transport system. This setup com-
prises one or multiple vacuum tubes, periodically enclosed by quadrupole magnets placed to counteract any
divergence in the proton beam as it travels through the system. This ensures that optimal beam quality is up-
held, such that sufficiently small beam sizes, necessary for PBS, are achieved. Dipole magnets are used to bend
the proton beam through corners. Then, the beam reaches the nozzle, which is mounted on a mechanical
gantry. The gantry is a large, circular or semi-circular structure that rotates around the patient. The Varian
Probeam in specific has a 360-degree rotating gantry that allows for treatment of the patient from any angle.
However, to activate the FLASH mode on the ProBeam at HollandPTC, the gantry - and therefore nozzle - must
be fixed at a 90-degree angle, which is shown in Figure 2.1. Therefore, all measurements are conducted under
this specific orientation.

The nozzle itself possesses over hardware that is responsible for delivering the proton beam with great
precision, both spatially and dosimetric. First, the nozzle has two scanning magnets that are responsible for
steering the pencil beam horizontally (x) and vertically (y) to the correct position. These magnets are posi-
tioned successively and therefore create two distinct focal lengths, with fx = 200 cm and fy = 256 cm. These
values represent the distances between each magnet and the gantry’s isocentre (ISOC), which is the stationary
reference point for the gantry’s rotational movement. Similar to the focal length, the maximum scanning speed
at which the magnets can steer the proton beam from one spot to another (at the isocentre) also varies for
each direction, with the by Varian expected values of vx = 5 m/s and vy = 20 m/s. Second, a built-in ionisation
chamber is used to monitor and control the intensity of the incoming proton beam. Under clinical circum-
stances, the amount of charge collected by this nozzle monitor chamber (NMC) is proportionally related to
the total delivered dose through a predetermined conversion factor. This ensures that the system can validate
the accurate delivery of dose per spot. However, the NMC has been shown to saturate at high nozzle currents,
which is something that must be compensated for (see subsection 2.1.1).
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Figure 2.1: Photo of the Citer gantry at HollandPTC, with the gantry nozzle set at 90 degrees.

In FLASH mode, the ProBeam requires multiple beam delivery input parameters. First, the dose plan is
determined through a comma-separated values spot list containing four columns: the spot number, the x−
and y−position of the spot and the number of monitor units (MU) per spot. Second, each spot list requires a
nozzle beam current value (in nA). The nozzle current refers to the intensity of the proton beam emitted from
the treatment nozzle. This differs from the cyclotron current, which indicates the intensity of the proton beam
produced by the cyclotron accelerator before being directed towards the treatment nozzle for delivery. The ratio
between the two is called the ’transmission efficiency’ and is expected to be around 40%, with the cyclotron
and beam transport system being the main contributors to the proton intensity loss. Third, the pencil beam
scanning mode can be set to either spot or raster mode. In the spot mode, the proton beam turns off when
moving from one spot to another, while in the raster mode - also known as “smearing mode” or “continuous
scanning mode” - the pencil beam remains on when moving between spots. All measurements in this thesis
are performed in raster mode.

2.1.1 Nozzle monitor chamber saturation

The nozzle monitor chamber is responsible for ensuring that the delivered dose per spot is in accordance with
the dose plan, or in FLASH mode, with the spot list. The amount of dose per spot is denoted in so-called
monitor units, acting as the linking face between the dose plan and the gantry. Normally, a single MU can be
directly translated to a set amount of dose, which works as follows. Protons that pass through the NMC pro-
duce charges through the ionisation of gases. The rate at with charge is produced by gas ionisation, Q̇pr oduced ,
is proportional to the number of protons per second, Ṅp , and thus to the nozzle current I . The control elec-
tronics monitor the total charge collected by the chamber over the whole irradiation time and compare it to the
expected total charge Qpl anned , which is proportional to the total amount of MU. Then, if Qpl anned =Qcol l ected ,
the NMC halts the beam delivery for the currently planned spot and continues with the next spot.
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Hence, assuming that the produced charge is fully collected (Q̇pr oduced (I ) = Q̇col l ected (I )), the delivery time
per spot, td wel l , is given by:

td wel l =
Qpl anned

Q̇pr oduced (I )
= Qpl anned

Q̇col l ected (I )
∝ MU

I
(2.1)

Then, as the dose D is a function of the total number of delivered protons Np , the dose becomes proportional
to the total amount of MU:

D ∝ Np = Ṅp · td wel l ∝ I · td wel l ∝ I · MU

I
= MU (2.2)

However, the assumption that all produced charges are collected is only valid for non-saturating ionisation
chambers. Reports indicate that the ProBeam’s nozzle monitor chamber experiences significant ion recom-
bination effects at sufficiently nozzle currents [108], resulting in an extremely low ion collection efficiency of
around 7 to 10% at 215 nA [109]. Recombination effects refer to the phenomenon in which the ionised electrons
recombine before reaching the collecting electrode in the ionisation chamber, leading to an underestimation of
the produced charge rate: Q̇pr oduced (I ) ≫ Q̇col l ected (I ) ≈ Q̇col l ected . Because the charge production rate loses
its dependency on the nozzle current, the dwell time becomes proportional to the MU per spot:

td wel l =
Qpl anned

Q̇pr oduced (I )
= Qpl anned

Q̇col l ected
∝ MU (2.3)

Consequently, the delivered dose is not solely proportional to the amount of MU anymore, but to the product
of the nozzle current and MU:

D ∝ Np = Ṅp · td wel l ∝ I · td wel l ∝ I ·MU (2.4)

This new dependence of the delivered dose on the nozzle current, attributed to the nozzle monitor cham-
ber’s inability to effectively monitor and regulate the proton beam, causes significant challenges in various dose
delivery aspects. The reliance on the nozzle current for dose delivery without feedback from the nozzle moni-
tor chamber introduces variability in administered doses. This inability to verify the accuracy of dose delivery
makes ensuring consistent dosages practically impossible. This challenge is aggravated by experiments con-
ducted at HollandPTC indicating substantial discrepancies between the nominal (requested) nozzle current
and the detected nozzle current, with a standard deviation of ±10%. Typically, this could be remedied by either
increasing or decreasing the spot dwell time, but such adjustments are not viable when dealing with a satu-
rated NMC. Therefore, for almost all experiments, an external detector that does not suffer from recombina-
tion effects is placed as the first element in the setup, acting as a reference monitor chamber (FlashQ ionisation
chamber, see section 2.2). By calibrating the FlashQ readings with the correct nozzle current (see subsection
2.6.5), it becomes possible to retrospectively obtain the detected nozzle current for each irradiation.

2.2 Detectors

For this work, the following devices are used:

• FlashQ (DETECTOR, Torino, Italy [110]): The FlashQ is an air-vented strip ionisation chamber that can
measure the beam profile and provide particle flux estimations for ultra-high intensity beams. The de-
tector consists of two layers with 128 strips in each direction (x and y) and two layers with integral strips.
With an active area of 128 x 128 mm2, an effective resolution of 1 mm is achieved. Moreover, the FlashQ
exhibits linearity across its entire intensity range (0.03 - 1000 nA), as it is engineered to mitigate recom-
bination effects and prevent front-end signal saturation problems commonly found in conventional gas
ionisation chambers. With a nominal raw data acquisition rate of 1 kHz, all registered beam profile and
particle flux data include high-resolution temporal information. For each time step, the detector registers
the signal from each of the 128 horizontal and 128 vertical strips, along with two integral values.

• Lynx PT (IBA Dosimetry, Schwarzenbruck, Germany [111]): The Lynx detector is a scintillation screen
made of gadolinium-based plastic material, which converts the ionising radiation’s energy into photons.
These photons are then directed to photodiodes located on a CCD camera positioned outside the irra-
diation field. The detector has an active surface area measuring 300 x 300 mm2, an effective resolution
of 0.5 mm and is optimised for pencil beam scanning. This configuration enables it to deliver a high-
resolution 2D image depicting the relative intensities of the incoming radiation beams. Depending on
the total intensity of the beams, the iris aperture of the Lynx must be set such that no saturation of the
individual detector pixels of interest occurs. Note that the Lynx detector is not transparent and should be
positioned as the final element of the setup.



16 2. Materials and Methods

• Gafchromic EBT3 film (Ashland, Covington, Kentucky, USA [112]): Gafchromic EBT3 film is a type of
radiochromic film commonly used in radiation therapy dosimetry. This film contains a 28 µm marker dye
that undergoes a colour change when exposed to ionising radiation. This characteristic enables the film
to effectively characterise the level of exposure and beam profile in radiation therapy applications. The
EBT3 film can achieve a high spatial resolution, reaching resolutions as fine as 25 micrometers or less, but
is limited by the scanning technique. A scanner captures the red, green, and blue colour components of
light transmitted by the film, which allows for the linking of the film’s optical density to its corresponding
dose response through calibration.

• BC-75 Faraday Cup (Pyramid Technical Consultants, Waltham, Massachusetts, USA [113]): The BC-75
Faraday cup is a device used to measure the total charge of a charged particle beam by collecting all the
particles that pass through it. Combining it with the gathered temporal information about the beam, the
BC-75 can directly measure the proton beam current for energies ranging between 30 to 250 MeV. The
operational design for in-air operation has been validated through comparison with a reference vacuum
Faraday collector. Following this comparison, the typical accuracy was found to be better than 2%, with
enhanced accuracy observed at higher proton energies [114]. It must be noted that the detector will
become activated as a result of exposure to high-energy proton beams. Although this activation does not
impact performance and will naturally decay over time, it is essential to conduct radiation surveys on the
device, and ideally, limit the total exposure to high-energy proton beams.

• Advanced Markus chamber (Type 34045, PTW, Freiburg, Germany [115]): The Advanced Markus is a
vented plane-parallel ionisation chamber used for reference dosimetry in high-energy electron and pro-
ton beams. After calibrating the detector in a collimated beam of cobalt-60 gamma radiation, its reading
(in nC) can be directly related to absorbed doses in water (in Gy). Combined with its small size (a sen-
sitive area of 0.02 cm3 and radius of 2.5 mm), the detector is very suitable for high spatial resolution,
absolute dosimetry measurements.

• Bragg peak chamber (Type 34070, PTW, Freiburg, Germany [116]): The 34070 Bragg peak chamber is
a vented plane-parallel ionisation chamber used for relative dosimetry in high-energy proton beams.
Unlike the Advanced Markus chamber, which also is an ionisation chamber, the larger diameter of this
chamber (sensitive radius of 40.8 mm) enables the measurement of the entire proton beam diameter,
including scattered protons. This feature makes it suitable for precisely determining the location of the
Bragg peak in proton beams.

• X-ray therapy monitor chamber (Type 7862, PTW, Freiburg, Germany [117]): The 7862 monitor chamber
is a vented plane-parallel transmission chamber designed for dose monitoring in X-ray therapy units.
With an even bigger radius than the Bragg peak chamber (sensitive radius of 59.8 mm), this monitor
chamber is also highly suitable for serving as a thin window reference chamber in relative dosimetry
measurements for proton therapy.

2.3 Lateral relative dosimetry

First, the lateral relative dosimetry measurements are explained. In the context of radiation therapy in general,
lateral often refers to movement or measurements made perpendicular to the direction of the beam. For exam-
ple, a lateral dose distribution refers to the dose distribution across the patient’s body in the left-right direction,
perpendicular to the direction of the proton beam. Similarly, lateral motion or lateral displacement may refer
to the movement of the patient or treatment equipment sideways during treatment delivery. For this thesis,
the direction of the beam is defined to be parallel to the z-axis. Therefore, lateral measurements are conducted
in the x y-coordinate plane at a fixed depth z. The following subsections explain the purpose of and the steps
taken during the measurements for the determination of the spot shape, spot position and beam envelope.
Note that all measurements are either measured, translated and/or reported on a relative scale, meaning that
all values are normalised on a scale from 0 to 1, based on the minimum and maximum detector reading value.
Apart from practical considerations (such as certain detectors providing readings solely on a relative scale), this
practice is implemented to enable straightforward comparison of measurements obtained from different de-
tectors and under varying beam intensities. Ultimately, almost all readings can be translated to absolute dose
values with the absolute dosimetry measurements, explained in section 2.5.
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2.3.1 Spot shape

Purpose & Goal

The spot shape refers to the lateral dose distribution at a certain depth and describes the profile of the dose
distribution of a single spot in the x y-plane. The lateral dose distribution of individual spots plays a significant
role in optimising the overall dose distribution. Hence, accurately modelling this aspect within the treatment
planning system is essential. This ensures the creation of accurate treatment plans that maximise treatment
effectiveness while minimising damage to healthy tissues. Furthermore, AAPM TG-224 recommends that the
verification of the spot shape is part of the monthly quality assurance procedure [90]. Therefore, it is important
to obtain an accurate reference value to ensure the reliability of the QA process. The goal of this experiment is
to accurately determine the lateral spot profile and investigate any potential dependency on the nozzle current.

Method

For this, the Lynx detector is used. The Lynx is placed on the gantry table and its centre of the effective area is
aligned to the gantry’s isocentre, shown in Figure 2.2. For each measurement, a single proton beam is irradi-
ated through air to obtain pure spot images with minimal scatter. This procedure is repeated 10 times to get a
statistically meaningful reference value for the mean spot shape, including uncertainty of the mean. The whole
procedure is done twice, namely with two different nozzle currents: 10 and 215 nA, totalling up to 20 measure-
ments in total. These values are chosen for two main reasons: firstly, the selection of 10 nA corresponds to
one of the lowest feasible nozzle currents for which the instantaneous dose rate remains above 40 Gy/s. Con-
versely, 215 nA represents the highest nominal nozzle current achievable on the Varian ProBeam in FLASH
mode. Secondly, this wide range facilitates the examination of how nozzle current affects the spot shape, while
also leaving room to introduce further intermediate steps at evenly spaced intervals for other measurements.
The amount of MU for each current is scaled such that approximately an equal amount of dose is irradiated.

Figure 2.2: Experimental setup for the determination of the spot shape with the Lynx. The surface of the Lynx is aligned
with the gantry’s isocentre using the built-in green laser system of the ProBeam.

Data analysis

In order to quantify the beam spot shape, the lateral profile is approximated to be normally, but independently
distributed in the x- and y-direction. Hence, a single two-dimensional elliptical Gaussian distribution, defined
by standard deviations σx and σy , is used to describe the shape of the beam spot. Non-Gaussian contributions
due to nuclear interactions are assumed to be negligible as the measurements are performed in air. The formula
for the general two-dimensional elliptical Gaussian function is given by:

f (x, y) = A exp
(
−
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In Eq. 2.5, σx and σy are the standard deviation (SD) of the Gaussian distribution, (x0, y0) is the centre co-
ordinate of the Gaussian distribution, A is the height/amplitude of the distribution and θ is the angle which
rotates the whole distribution around its centre coordinate, with θ ∈ [−45°,45°] [118]. The rotation is defined
to be positive for clockwise rotations, visualised in Figure 2.3. Then, least-squares fitting is performed on all 20
lateral spot profiles from the Lynx to obtain the optimal parameters for each data set. The mean values of σx ,
σy and θ, including corresponding uncertainties of the mean, are reported for each nozzle current.

Figure 2.3: Illustration of (a) the 2D elliptical Gaussian definition with centre coordinate (x0, y0) and the orientation of the
standard deviations σx and σy , and (b) the rotation θ of the whole normal distribution around its centre coordinate, with a
positive rotation θ defined as clockwise.

To investigate the correlation between the spot shape and the nozzle current, an unpaired t-test and a
Mann-Whitney U test are performed on the three parameter distributions (σx , σy and θ), which are retrieved
from the 10 repeated measurements per nominal nozzle current (10 nA and 215 nA). In general, an unpaired
t-test and Mann–Whitney U test are used to compare differences between two independent groups, but they
differ in their assumptions, with the former assuming normally distributed data and the latter not requiring
this assumption. For both tests, the null hypothesis H0 posits that there is no difference between the two
groups; specifically, it asserts that the distribution of values in both groups is identical. Hence, H0 claims there
is no statistically significant correlation found between the nozzle current and spot shape parameters, while
the alternative hypothesis H1 claims that a statistically significant correlation is indeed found. Both tests are
valid for an individual sample size of ten [119]. The level of significance is set at α = 0.05, meaning that H0 is
rejected for H1 if the retrieved p-value is smaller than α.

2.3.2 Spot position

Purpose & Goal

The spot position typically refers to the lateral position of a delivered spot, particularly indicating its location in
the x y-plane at the isocentre. In general, dose conformity is achieved through the optimisation of dose plans
by treatment planning systems, which generate PBS plans wherein optimised spot position values and weights
are determined. Given that the majority of spots deviate from the central beam axis, the proton beam must be
directed by the steering magnets towards the desired spot position. Ensuring accurate dose delivery necessi-
tates verifying the proper functioning of the steering magnets to prevent significant discrepancies between the
expected and detected spot positions. This experiment aims to find the spot position accuracy, defined as the
average deviation between the detected spot position and the planned spot position from the spot list.
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Method

For this purpose, the FlashQ is used. The FlashQ is positioned directly on the gantry table, with its effective
area aligned to the isocentre (see Figure 2.4). Spot lists are then irradiated with single spots arranged on a grid,
including one spot on the central beam axis. Each spot list comprises seven rows and columns with spots at
fixed intervals, totalling up to 49 spots per list with a weight of 100 MU per spot. Three different spot spacings
are used: 5 mm, 7.5 mm, and 10 mm. The minimum spacing of 5 mm is chosen as this is larger than one
standard deviation of the elliptical spot profile in both the x- and y-direction, making it easier to distinguish
between different spots. The maximum spacing of 10 mm is selected because, in FLASH mode, the threshold for
continuous scanning is just above 10 mm, beyond which the proton beam temporarily stops irradiating when
moving between spots (see subsection 2.6.6). To investigate a potential dependency on the nozzle current, each
spot list is irradiated twice: once at 10 nA and once at 215 nA.

Figure 2.4: Experimental setup for the determination of the spot position accuracy with the FlashQ. Similarly to the align-
ment of the Lynx (Figure 2.2), the laser is used to align the surface of the FlashQ with the gantry.

Data analysis

As mentioned in section 2.2, the FlashQ has a temporal resolution of 1 ms, with each time step registering the
detected number of counts for each of the 128 horizontal and 128 vertical strips. Hence, the positioning and
movement of the pencil beam can be tracked over time. For each time step, an elliptical Gaussian least-squares
fit is performed through Eq. 2.5, similar to the determination of the spot shape. However, for tracking and
quantifying the exact spot position, the central coordinate (x0, y0) of the Gaussian fit is the only parameter of
interest, as other fit parameters, like σx , σy and θ, do not influence the central spot coordinate. At each 1 ms
time step, the optimal coordinates x0 and y0 are determined and recorded. This procedure for a single time
step is referred to as one ’event’. The combination of all such events during the irradiation period allows for a
complete spatiotemporal reconstruction of the PBS irradiation.

The next step is to identify and correlate each detected spot event with its respective coordinate from the list
of irradiated spots. This allows for the analysis of the event-averaged spot parameters, of which the most im-
portant parameter is the event-averaged spot position. This process is complicated by the continuous scanning
of the pencil beam, as events are also registered during transitions between spots. Therefore, for the determi-
nation of the event-averaged spot positions, these so-called ’intermediate spots/events’ are computationally
excluded by a filter to ensure that all analysed events correspond to a spot list coordinate. This filter imposes
the following conditions for intermediate events:

1. The distance between the event and at least one of its two neighbouring events in time is greater than half
the spot spacing. For large spot spacings, this distance equals the maximum distance possibly traversed
between the two events, considering the scanning speed in both directions (see subsection 2.6.2).

2. The distance between both neighbouring events is greater than four times the spot precision, defined as
the spatial standard deviation of all events corresponding to an event-averaged spot position.

3. The spatial derivative with respect to both neighbouring spots is either fully positive or negative, based
on the assumption that the beam moves in a single forward direction when transitioning between spots.



20 2. Materials and Methods

After applying this filter, only events corresponding to irradiated spots from the spot list remain. For each
spot position, all corresponding events are averaged, totalling up to 49 event-averaged spot positions, which
are called ’detected spot positions’. The central detected spot position, aligned with the beam axis, is set to
(0,0) to facilitate the comparison between detected and planned spot positions. The detected spot position
deviation for individual spots is calculated by subtracting the requested spot list coordinate from the detected
spot coordinate. In the end, the spot position accuracy is defined and reported as the standard deviation of the
distribution that is formed by all detected spot position deviations. Note that a geometric correction is applied
to this distribution to account for any alignment issues of the FlashQ relative to the gantry, mainly to prevent
overestimating the spot position accuracy.

2.3.3 Beam envelope

Purpose & Goal

Normally, the majority of measurements are taken at the gantry’s isocentre since this point serves as the rota-
tional centre for the gantry and offers a consistent reference for performing and comparing various measure-
ments. This allows for the use of earlier measurement data for follow-up research, such as using the spot shape
to determine spot position accuracy (as described in subsection 2.3.2). However, clinically, it is important to
understand the characteristics of the proton beam not only at the isocentre but also upstream and downstream
of this point. Any convergence or divergence of the proton beam spot shape impacts the dose distribution, es-
pecially with transmission beams, which can deposit significant doses beyond the planned treatment area,
potentially endangering critical organs located distally and adjacent to the target. Therefore, the goal is to de-
termine the spot shape at various distances relative to the isocentre, referred to as the proton beam envelope.

Method

Because the determination of the beam envelope solely compromises spot shape measurements, the Lynx de-
tector is again used. Logically, the setup is identical to the spot shape determination (Figure 2.2), with the Lynx
aligned at the isocentre, defined as z = 0 cm. The full beam envelope is determined by moving the Lynx along
the z-axis, achieved by consecutively shifting the gantry table a specified distance from its starting position.
Measurements of the spot shape are conducted at depths of z = −20, −10, −5, 0, 5, 10 and 20 cm. These values
are considered clinically significant as larger distances usually extend outside the patient and are not needed
for evaluation. At each depth, measurements are taken at nominal nozzle currents of 10, 75, 150, and 215 nA,
providing an approximately equally spaced range within the FLASH regime and allowing for the evaluation of
a potential current dependency of the beam envelope. Again, the amount of monitor units for each current is
scaled such that approximately an equal amount of dose is delivered per irradiation.

Data analysis

For each measurement, the spot shape is determined using a least-squares fit of Equation 2.5, yielding values
for σx , σy , and θ at each depth for each nozzle current. Then, a statistical evaluation is conducted to check
for any dependency of the beam envelope on the nozzle current. This is combined with the conclusions from
subsection 2.3.2, where a similar correlation between nozzle current and spot shape is investigated. The re-
sults are then plotted against the depth z. Finally, a linear least-squares fit is conducted to derive an equation
representing the spot shape as a function of the depth in air.

2.3.4 Comparison Lynx and EBT3 film

Purpose & Goal

As discussed in previous subsections, the Lynx detector plays a critical role in accurately measuring parameters
like the spot shape and beam envelope. However, according to the manufacturer’s specifications, the Lynx is
officially rated for proton energies up to 230 MeV [111]. Despite this, it is currently being utilised at 250 MeV.
Given this deviation from recommended usage parameters, it is crucial to verify the detector’s performance not
only at this higher energy but also under the significantly higher dose rates encountered in FLASH measure-
ments. Ensuring dose linearity, which is expected to be within ±1.5%, is particularly important under these
conditions to maintain the accuracy and integrity of the measurement results. Therefore, the goal is to assess
the accuracy and reliability of the Lynx under conditions encountered in FLASH measurements.
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Method

This study compares spot shape measurements obtained from both the Lynx detector and radiochromic EBT3
film. EBT3 film has been extensively used in a variety of FLASH-related experimental setups for both absolute
and relative dosimetry, along with profile and depth-dose measurements [101, 120–125]. Moreover, it is usually
selected for its high spatial resolution and its ability to capture a complete 2D dose distribution within a single
pulse irradiation. However, the principal advantage for this investigation lies in the film’s dose rate indepen-
dent response [104, 126–128], making it a good standard for comparison at ultra-high dose rates. Nevertheless,
it is essential to approach the use of radiochromic film in the dosimetry of UHDR proton beams with caution
because optimal performance is achieved within a dose range of 0.2 to 10 Gy [112]. Beyond this range, there is
a potential for overresponse behaviours [128, 129].

To allow for a direct comparison of spot shapes under the same conditions, both the Lynx detector and the
film must be aligned at the gantry’s isocentre, ensuring matching z-positions to prevent depth-related discrep-
ancies. Consequently, the EBT3 film is positioned directly atop the centre of the Lynx detector, which is shown
in Figure 2.5. This setup captures spot irradiations simultaneously on both detectors, allowing for straight-
forward spot shape comparisons. The measurement process consists of sequentially irradiating single proton
beam spots onto both detectors. Four measurements are carried out, each at different nozzle currents of 10, 75,
150, and 215 nA, to evaluate potential dependencies on the nozzle current. The amount of MU is scaled such
that approximately an equal dose is irradiated (< 10 Gy per irradiation). After each measurement, the irradiated
film is replaced and stored in the dark to prevent the films from being left exposed to room light. Lastly, within
24 hours, the films are scanned and digitised with a 48-bit (16-bit per channel), 150 dpi flatbed colour scanner.

Figure 2.5: Experimental setup for the comparison between the Lynx and EBT3 spot shape measurements, in which the
radiochromic film is placed directly on top of the centre of the Lynx’ effective area.

Data analysis

To translate the scanned film image into a usable reading, the film response is assessed by calculating the net
optical density. This optical density is then correlated to the dose using the film’s calibration curve. For this
analysis, only the red channel is used because it has the highest dose rate independence threshold and the
steepest calibration curve [112, 129]. Both the Lynx and film data are used to determine the spot shape using
Eq. 2.5 to ensure a fair comparison. Ultimately, for each irradiation, the retrieved optimal parameters σx , σy

and θ for both detectors are compared.

2.4 Longitudinal relative dosimetry

Following the lateral relative dosimetry, this section focuses on longitudinal relative dosimetry measurements.
Unlike lateral measurements, which are made perpendicular to the beam’s direction, longitudinal dosimetry
concerns itself with measurements along the direction of the beam, parallel to the z-axis, therefore aligning
with the beam’s travel from the source through the patient in clinical settings. Longitudinal dosimetry is vital
for assessing how deeply the proton beam penetrates and where it delivers its maximum energy deposition — a
key factor in effective radiation therapy planning. Note that, as with lateral dosimetry, all data initially captured
here are measured, translated, and/or reported on a relative scale.
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2.4.1 IDD

Purpose & Goal

Fundamentally, conventional proton therapy is built upon the unique energy deposition profile of proton
beams, best understood through the integrated depth dose (IDD). Often referred to as the percentage depth
dose (PDD) or depth-dose distribution (DDD), the IDD shows how protons release a significant part of their
energy at the end of their path in the Bragg peak. This allows for targeting tumours with precision while pre-
serving surrounding healthy tissues. Accurately measuring the IDD allows for dose distributions that conform
to the complex shapes of tumours, providing the precise control crucial for optimising treatment efficacy. In
the context of FLASH radiotherapy, particularly with transmission beams, the significance of this measure-
ment slightly diminishes as the Bragg peak is intentionally positioned beyond the body. Nevertheless, the IDD
remains an essential parameter for treatment planning systems, serving not only as a vital component in the
initial design of therapy protocols but also as an important tool for ongoing quality assurance and verification
purposes, such as determining the proton beam energy. The aim of this section is to accurately measure the
IDD of the 250 MeV proton beam, using this data to assess both the stability and purity of the proton beam.

Method

In accordance with the AAPM TG-224 report [90], IAEA TRS-398 Code of Practice [130], and machine QA guide-
lines outlined by Spruijt et al. [91], the IDD of the 250 MeV transmission beam is measured in liquid water.
For this purpose, the IBA Blue Phantom 2 is used [131]. Depicted in Figure 2.6, this water phantom system is
usually employed for the commissioning and quality assurance of radiation beams, with exterior tank dimen-
sions of 675 x 645 x 560 mm facilitating comprehensive measurements across the entire proton beam range.
Furthermore, the measurements involve the use of the 34070 Bragg peak chamber (BPC) and the 7862 monitor
chamber (MC). The waterproof BPC is secured within the internal detector holder, enabling external control
of its positioning, while the MC is mounted directly at the entrance window, serving as the reference chamber.
By slowly, but continuously scanning the BPC from its initial position to the end of the water phantom, the
dose deposition relative to water depth is captured. To accommodate intensity variations in the proton beam,
the ratio of readings from the BPC and MC is automatically calculated for each depth measurement. This ratio
is then normalised to the maximum reading, producing the IDD curve when plotted against the water depth.
To ensure reproducibility, IDD measurements for the 250 MeV proton beam are conducted three times. Ad-
ditionally, single measurements for proton beams at 70, 160, 190, and 230 MeV are performed to enable the
comparison with internal reference measurements at HollandPTC. All measurements are performed with the
gantry fixed at 90 degrees, effectively excluding water surface effects, and at the lowest nominal nozzle cur-
rent of 2 nA to minimise saturation effects in both the BPC and MC, thereby avoiding potential inaccuracies in
readings. The examination of these saturation effects is explored in the subsection 2.4.2.

Figure 2.6: Experimental setup for integrated depth dose (IDD) measurements conducted with the IBA Blue Phantom 2
water phantom. The Bragg peak chamber is positioned within the phantom to record the depth-dependent dose deposi-
tion, while the monitor chamber is placed at the front, serving as the reference chamber.
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Data analysis

As mentioned, the IDD is constructed by plotting the normalised reading from the BPC against the depth in
the water. The range of the proton beam is quantified using the R80-value, defined as the depth at which the
radiation dose decreases to 80% of its maximum value in water. This depth corresponds to the mean projected
range, representing the point at which half of the protons, which have undergone only electromagnetic in-
teractions, have stopped [17]. This value consists of two components. First, the water depth in the phantom
corresponding to the distal 80% dose level is determined via interpolation of the IDD. Second, the sum of the
water equivalent thicknesses of all elements traversed by the proton beam is calculated and added, shown in
Table A.2. Ultimately, the average R80-value for the 250 MeV proton beam is calculated from the average of the
repeated measurements.

Then, the purity of the proton beam is assessed based on its energy spectrum, which reflects the concen-
tration of protons with a specific energy within the beam. This concentration is affected by the distinct char-
acteristics of the accelerator, the beam guidance system, and, if in use, a collimator. Specifically, for the UHDR
proton beam, high purity signifies that the majority of protons are approximately 250 MeV, with very little vari-
ation in energy levels. The Bortfeld function, a closed-form analytical model using Gaussians and parabolic
cylinder functions, is employed to quantify the energy spectrum [16]. This function closely matches numeri-
cally calculated Bragg curves and is adapted to fit experimental depth distributions. The energy spectrum σE ,0,
defined as the standard deviation around the initial beam energy, is calculated from this fit, as documented
in the appendix (subsection A.3.1). For verification purposes, this value is validated with similarly obtained
energy distributions based on the lower energy proton beams.

2.4.2 Saturation effects BPC and MC

Purpose & Goal

The Bragg peak chamber and monitor chamber are both ionisation chambers that operate based on ionising
radiation interacting with the gas within the chambers. Normally, the generated current is proportional to the
amount of radiation passing through the chamber, allowing these devices to measure the intensity of the radi-
ation beam. However, given that these chambers are typically designed for conventional radiotherapy settings,
at ultra-high dose rates, the observed recombination effects can lead to an underestimation of the measured
charge. Therefore, to investigate the effectiveness of both the Bragg peak and monitor chamber for FLASH
irradiations, the aim is to quantify the saturation effects as a function of the nozzle current for both chambers.

Method

For the setup, several components are aligned along the central beam axis, as illustrated in Figure 2.7. The
Bragg peak and monitor chamber are positioned consecutively to guarantee identical beam intensity exposure
for each irradiation. The nozzle current is varied from 2 to 215 nA to effectively evaluate saturation effects over
the entire nozzle current range, with incrementally increasing step sizes. For each measurement, the detected
charge by each chamber is recorded using electrometers. However, to ensure consistent comparisons across
different nozzle currents, the amount of monitor units is adjusted for each irradiation to maintain a roughly
constant dose for each current, with the minimum intensity per spot being 100 MU for the highest nozzle
current. This is verified with FlashQ, which is positioned at the start of the beam path as the reference detector
and can provide insight into the beam intensity through the number of detected counts. Additionally, five RW3
plates, equating to 5 cm of water equivalent thickness, are positioned between the FlashQ and the chambers
to stabilise the dose delivery [132]. This addresses the nuclear buildup effect in the entrance region, where
the proton beam undergoes a rapid increase in nonelastic reactions upon transitioning from air to water. To
ensure a stable mix of secondary particles, which typically forms after traversing a few centimeters of water or
an equivalent thickness, five solid water plates deemed sufficient [17].

Data analysis

The experimental data consist of charge readings from the BPC and MC, both in nC, along with dimensionless
count readings from the FlashQ for each nozzle current. To adjust for any variations in the delivered dose per
nozzle current, the charge readings from both detectors are normalised by dividing them by the corresponding
FlashQ counts. This normalisation process yields a measure unaffected by the magnitude of the beam intensity,
thereby providing a clearer understanding of the saturation effects relative to the nozzle current. For each
dataset, a second-degree polynomial fit is applied to model the trends. As the step size is increased with higher
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Figure 2.7: Experimental setup for measuring saturation in the Bragg peak chamber and monitor chamber. The FlashQ is
added as a reference monitor detector, and five RW3 plates are positioned to counteract any instabilities due to the nuclear
buildup effect.

nozzle currents, the data points for nozzle currents greater than 100 nA are given double the weight. This
adjustment prevents the initial measurement points from disproportionately influencing the polynomial fit. A
further normalisation step involves dividing all data by the theoretical zero-current value determined through
the fit, representing the hypothetical charge reading in the absence of any saturation.

2.5 Absolute dosimetry

Building upon the foundation in the sections on lateral and longitudinal relative dosimetry, this section tran-
sitions to focusing on absolute dosimetry. Absolute dosimetry is crucial for accurately quantifying the actual
radiation dose absorbed by the medium, which is essential for verifying treatment integrity and ensuring pa-
tient safety. This section establishes the basis for retrospectively determining the delivered dose for all mea-
surements conducted within this thesis by correlating monitor units to specific dose values.

2.5.1 Output

Purpose & Goal

In clinical settings, the TPS calculates the optimised dose distribution plan in Gray. However, this plan must
be translated into MU per pencil beam spot, enabling the gantry to deliver the correct dose to the patient. This
translation necessitates a precise calibration factor, which ensures that the dose delivered in Gray per MU is
accurately known and verified; without this, correct dose delivery cannot be assured. In the context of FLASH
radiotherapy, it is particularly crucial to assess the implications of saturation effects in the NMC, where the dose
delivered is determined by both the nozzle current and MU — not solely by the quantity of MU (see subsection
2.1.1). Therefore, the objective is to determine the delivered dose per MU, and specifically how it varies with
changes in the nozzle current.

Method

In accordance with reference dosimetry guidelines from IAEA TRS-398 [130], the output measurements are
conducted with the Advanced Markus detector in a water phantom. With its sensitive volume of 0.02 cm3, the
Advanced Markus is deemed suitable for reference dosimetry, striking a balance between necessary sensitiv-
ity and precise point-dose measurement. Its application in FLASH measurements has also been extensively
endorsed due to its dose rate independent response, as described in multiple studies [64, 105, 109, 133–136].
To avoid the discrepancies associated with uncertain water-to-plastic fluence correction factors, a liquid water
phantom is used instead of plastic phantoms for more reliable absorbed dose determinations [130].
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The experimental setup is shown in Figure 2.8. The Advanced Markus is positioned in the water phantom
at a water equivalent depth of 2 cm (see Table A.4) and aligned with the central beam axis. Spot lists of 5 x 5
cm2 are irradiated with nominal nozzle currents of 10, 75, 150 and 215 nA, and with a spot spacing of 5 mm to
ensure a relatively even dose distribution. For each spot list, the MU is scaled such that uniform field doses of
approximately 10.5, 12, 15 and 20 Gy are achieved, totalling up to 16 irradiations. The Advanced Markus signal
is read out using an electrometer and nominal chamber voltage of 300 V. Note that the workings of the detector
for FLASH measurements as a function of the chamber voltage is discussed in subsection 2.5.2.

Figure 2.8: Experimental setup for the output measurements. The Advanced Markus is positioned in the water phantom
at a depth of 2 cm WET (of which calculations are found in Table A.4). A thermometer is placed on the gantry table to
determine the pressure and temperature correction factors.

Data analysis

Each irradiation’s output from the Advanced Markus (measured in nC) is converted to Gy using the ’absorbed-
dose-in-water calibration coefficient’ ND,w, determined to be 1.444 (± 1.0%) Gy · nC−1 through prior calibration
with a 60Co gamma radiation beam. Additionally, a correction factor kp,T compensates for air temperature and
pressure variations. The calculated dose represents the total field dose at the ion chamber’s effective measure-
ment point, assumed to be aligned with the central beam axis and thus with the central spot at (x, y) = (0,0)
cm. However, the field dose includes contributions from other spots due to the close spot spacing intended to
create a uniform dose field. To isolate the dose from a single spot and thereby determine the dose per MU for
individual proton beam spots, the ’field-to-peak ratio’ is calculated as follows:

Field-to-peak ratio = Dfield

Dpeak
(2.6)

Here, Dpeak is the dose contribution from a single planned spot at a specific position, and Dfield is the total field
dose at that position, including contributions from nearby spots. For this experiment, the ratio is computed
by simulating the two-dimensional dose distribution from the same spot list irradiated during the conducted
measurements. The spot shape (subsection 2.3.1) and beam envelope (subsection 2.3.3) measurements in air
are used as input parameters for the simulation to estimate the spot shape at a water equivalent depth of 2
cm and assess the impact of neighbouring spots. Ultimately, by dividing the Advanced Markus reading by this
field-to-peak ratio and the total amount of MU per spot, the delivered dose per MU for a single spot is retrieved.

2.5.2 Saturation effects Advanced Marcus

Purpose & Goal

As outlined in subsection 2.5.1, the Advanced Markus, a plane-parallel ionisation chamber, is noted for its suit-
ability in absolute dosimetry for FLASH measurements due to its dose rate-independent response. The charge
detected by the chamber is converted into an absorbed dose reading using the absorbed-dose-in-water cal-
ibration coefficient, ND,w. This coefficient is determined under stringent calibration conditions, including a
specific chamber voltage setting on the Advanced Markus. Although a higher chamber voltage could reduce
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recombination effects — which is beneficial for FLASH measurements — deviating from the calibrated con-
ditions may compromise the accuracy of ND,w. Therefore, this section aims to explore whether the Advanced
Markus exhibits saturation effects at the recommended chamber voltage of 300 V.

Method

For this experiment, the setup used for the output measurement, as illustrated in Figure 2.8, is used. To investi-
gate saturation effects, similar protocols are followed, involving spot lists of 5 x 5 cm2 with a 5 mm spot spacing
and an effective field dose of approximately 15 Gy. However, the experiment includes varying the chamber volt-
age at 50, 100, 200, 300, and 400 V. Measurements are carried out using the maximum nominal nozzle current
of 215 nA. For each irradiation, the charge detected by the Advanced Markus (in nC) at the different chamber
voltages is retrieved using the PTW Unidos E electrometer [137].

Data analysis

The readings from the Advanced Markus are plotted against the various chamber voltages to visualise potential
saturation effects related to changes in voltage. Lastly, all data points are normalised against the benchmark
reading taken at 300 V.

2.6 Temporal dosimetry

In this last section, the temporal dosimetry measurements are explained. Temporal dosimetry distinguishes
itself from conventional dosimetric approaches by focusing on the timing of dose delivery, a critical factor in
FLASH radiotherapy. Unlike conventional characterisations that primarily assess the magnitude of absolute
dose and spatial distributions, temporal dosimetry evaluates the temporal aspect and precision with which
radiation doses are delivered. This aspect is fundamental in FLASH radiotherapy where exceeding the specific
dose rate threshold of 40 Gy/s is crucial for achieving the desired widening of the therapeutic window.

2.6.1 Spot dwell time

Purpose & Goal

The FLASH effect incorporates both absolute and temporal dosimetric elements. Thus, alongside the quantifi-
cation of the absolute dose per MU, the timing aspect is equally critical. This temporal aspect is quantified by
the spot dwell time td wel l , which is defined as the irradiation time per MU. Spot dwell time not only aids in
managing dose delivery within the temporal constraints of FLASH radiotherapy but also provides deeper in-
sights into the behaviour of the nozzle monitor chamber under potential saturation scenarios. Consequently,
the purpose of this measurement is to assess the spot dwell time as a function of nominal nozzle current and
MU/spot and, through this analysis, explore the saturation behaviour of the NMC.

Method

Measurements are conducted using the FlashQ, similar to the setup depicted in Figure 2.4. To investigate the
relationship between spot dwell time and nominal nozzle current, 13 single spot irradiations are executed with
nominal nozzle currents ranging from 5 to 215 nA. Each irradiation ensures sufficient data collection with a
minimum of 2000 MU per spot. For examining the spot dwell time against MU per spot, 25 single spot irradi-
ations are performed across nozzle currents from 2 to 215 nA, adjusting the MU per spot from 1358 to 100 to
maintain a consistent dose across different spot weights.

Data analysis

For each irradiation, the spot dwell time is determined with the FlashQ’s temporal resolution of 1 ms. Each
irradiation’s duration is divided by its respective MU per spot to calculate the spot dwell time per MU, which is
then analysed in relation to the nominal nozzle current. This is done by employing a least-squares fit to identify
the specific nominal nozzle current at which the NMC begins to exhibit saturation. The relationship between
spot dwell time and MU, which does not require normalisation, is directly plotted to explore the linearity on
the range in which the NMC experiences saturation.
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2.6.2 Scanning speed

Purpose & Goal

In PBS proton systems, irradiation is executed via a predefined list of spot coordinates. For each coordinate,
the proton beam is guided to the spot positions across the isocentre by the gantry’s steering magnets, ensuring
precise dose delivery to the targeted areas. The speed at which these steering magnets can move the beam
from one spot to the next is referred to as the scanning speed. This speed is a critical attribute of the steering
magnets and plays a significant role in the treatment’s temporal dynamics. Specifically, higher scanning speeds
can reduce the total irradiation time, potentially increasing the local dose rates. Hence, the primary aim of this
section is to determine the scanning speeds of the ProBeam system in both the x- and y-direction.

Method

Two distinct sets of measurements are conducted to evaluate and quantify the scanning speed. First, the ratio
between the scanning speeds in the x- and y-directions is assessed using the Lynx detector. A 2 x 2 grid pat-
tern with a spot spacing of 100 mm, which simulates a complete square-like configuration, is irradiated with a
nominal nozzle current of 215 nA. Due to the continuous scanning of the proton beam between spot positions,
this setup allows for the determination of individual scanning intensities in both the x- and y-directions.

Second, the scanning speed is quantified with the FlashQ detector aligned with the isocentre, similar to the
determination of the spot position from Figure 2.4. Seven spot lists with different spot spacings are irradiated to
capture the scanning speeds, which are expected to be 5 m/s in the x-direction and 20 m/s in the y-direction.
Given the 1 ms temporal resolution of the FlashQ, the smallest detectable spot spacing is determined and set
at 5 mm, while the largest is 100 mm, which marks the maximum distance where two distinct spots can still be
detected on the detector’s sensitive area. For closely spaced spot spacings (5, 7.5, 10 mm), a 7 x 7 grid of spots
is used, totalling 49 spots. For larger spot spacings (30, 50, 70, 100 mm), the spot positions are configured in a 2
x 2 grid pattern. Each list is tested under nozzle currents of 10, 75, 150, and 215 nA to investigate a correlation
with nozzle current.

Data analysis

For the determination of the intensity-based ratio, the relative intensities of the Lynx data are summed over the
x- and y-axis separately, resulting in two graphs depicting intensity as a function of the position on the detector
along each axis. Then, the segments between the spot positions where smearing is evident (see section 2.1) are
determined. Within these intervals, the average intensity values for both the x- and y-axis are calculated. The
intensity readings between spot positions are indicative of the scanning speed; a slower scanning speed yields
a higher intensity due to prolonged beam presence over each detector pixel. With the assumption that the
beam moves solely in a forward direction, the ratio of intensities (x- over y-direction) is computed, enabling
the correlation of scanning speeds across these axes.

For the quantification of scanning speed using the FlashQ, an analytical approach akin to the one used
for determining spot positions (see subsection 2.3.2) is adopted. In this method, for each FlashQ time step,
an elliptical least-squares fit is conducted to determine the central spot coordinate of each detected event.
While the analysis of spot positions aims to correlate specific events to defined spot locations, omitting inter-
mediate events that result from the continuous scanning of the beam, the approach for these scanning speed
measurements incorporates the intermediate events. By calculating the spatial distance (∆x or ∆y) between
two neighbouring intermediate events and with the temporal resolution ∆t of the FlashQ known, the scanning
speed of the proton beam between spots can be retrieved.

For the precise measurement of scanning speed, the filtering process used in calculating spot positions is
adapted. Previously used to exclude intermediate events during the analysis of spot positions, this filter is now
utilised to specifically identify and register these intermediate events. However, to compute ∆x or ∆y , it is
essential to have at least two adjacent intermediate events between two spot positions, which is imposed as a
new, fourth condition. Then, for each irradiation, the distances between pairs of neighbouring intermediate
events are determined and averaged. This process yields a distinct velocity value, vx , for the x-direction and,
given adequately large spot spacings, vy for the y-direction per spot list. As the experimental method includes
varying spot spacings and nominal nozzle currents, these factors are statistically investigated to explore their
correlation with scanning speed.
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2.6.3 Dose rate

Purpose & Goal

The determination of the dose rate is of intrinsic importance in FLASH radiotherapy, primarily due to the criti-
cal dose rate threshold of 40 Gy/s required to achieve the FLASH effect. This threshold underscores the neces-
sity for precise dose rate measurements to ensure the therapeutic benefits of FLASH radiotherapy are fully re-
alised. However, the quantification of dose rates is complicated by the variety of definitions and measurement
methodologies that exist, making this a significant area of research in its own right. In this context, this research
focuses on investigating two widely used dose rate definitions: the instantaneous and the field-averaged dose
rate. This is crucial for verifying if the radiation delivery meets the FLASH criteria. By correlating the nozzle
current directly with the (instantaneous) dose rate, this section aims to establish an approach that allows for
retrospective confirmation of whether specific measurements were conducted within the FLASH regime.

Method

This research incorporates the output measurements detailed in subsection 2.5.1, where the dose delivery per
MU is assessed using the Advanced Markus detector positioned within a water phantom, illustrated in Figure
2.8. A total of 16 measurements are conducted across four nominal nozzle currents: 10, 75, 150, and 215 nA,
with each current tested at four distinct field doses. These output measurements are then integrated with the
spot dwell time data from subsection 2.6.1, which provides the irradiation time associated with each MU.

Data analysis

First, with the delivered dose per MU (subsection 2.5.1) and time per MU (subsection 2.6.1) established, the
instantaneous dose rate (IDR) for each output measurement can be retrieved by dividing the former by the
latter. Second, as described in subsection 1.1.3, the field-average dose rate (FADR) is calculated by dividing
the central axis field dose (subsection 2.5.1) by the total field irradiation time, measured with the FlashQ. For
each nozzle current, both dose rates are averaged individually over all four irradiations, yielding two average
dose rates for each nominal nozzle current. Subsequently, a linear fit is applied to these values, enabling the
determination of the specific nominal nozzle current necessary to achieve the 40 Gy/s dose rate threshold.

2.6.4 Dose rate constancy

Purpose & Goal

Maintaining the planned dose rate during spot scanning is critical to ensure consistent treatment outcomes
in FLASH radiotherapy. Variations in dose rate can significantly affect the efficacy of treatment; hence, under-
standing and controlling these variances is paramount. Specifically, the ProBeam system has been reported to
exhibit a day-to-day variance of approximately ±10%. This level of fluctuation necessitates regular verification
of the nozzle current to ensure adherence to planned treatment parameters. Hence, the primary aim of this
research is to assess and quantify dose rate constancy across three dimensions:

1. Day-to-day variance: Analyse the consistency of the dose rate from one day to the next, assessing sys-
temic stability between different measurement sessions.

2. Beam-to-beam variance: Evaluate fluctuations in the dose rate between different irradiations during the
same measurement session to assess intraday consistency.

3. Variance within the beam: Investigate the uniformity of the dose rate within a single beam, identifying
any deviations that occur during each irradiation.

Method

This analysis is conducted with the FlashQ, which, as noted in subsection 2.1.1, has been positioned as the ini-
tial detector in most experimental setups, serving as a reference monitor chamber. The FlashQ records counts
over time, offering insights into the instantaneous dose rate for each irradiation. This is achieved by calibrating
the FlashQ counts per second against the detected nozzle current, a process detailed in subsection 2.6.5. Thus,
instead of relying solely on the nominal (requested) nozzle current, the actual detected nozzle current for each
irradiation is determined. Given that the nozzle current is directly proportional to the instantaneous dose rate,
quantifying and comparing deviations in the detected nozzle current across various measurement sessions
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effectively evaluates the (instantaneous) dose rate constancy. In total, nozzle current values from 120 irradia-
tions, collected across six different measurement sessions spanning four months, are retrospectively analysed.
To ensure reliability, all included irradiation data sets contain at least 500 MU (such that sufficient data points
are available), have no temporary beam stops, and are fully irradiated on the sensitive area of the FlashQ.

Data analysis

For every irradiation in each session, both the nominal and the FlashQ-detected nozzle currents are recorded.
The deviation from the nominal nozzle current is then calculated for each irradiation using

∆I =
(

Idet

Inom
−1

)
·100% (2.7)

with ∆I the nominal nozzle current deviation (in %), Idet the detected nozzle current (in nA) and Inom the
nominal/requested nozzle current (in nA). This calculation provides a measure of the deviation between the
requested and the actual nozzle currents.

To analyse the day-to-day variation, irradiations and their corresponding nominal nozzle current deviation
values are categorised by measurement session, forming distinct distributions for each day. This enables the
analysis of trends and dose rate variations across different days. The analysis includes three statistical tests, ac-
commodating different data assumptions/conditions. First, a one-way ANOVA assesses differences in means,
assuming normal distribution and equal standard deviations. Second, the Alexander-Govern test is used when
equal variances are not guaranteed. Third, the Kruskal-Wallis test evaluates differences in medians, assuming
that the distributions are not normally distributed. For all tests, the null hypothesis states that all distributions
come from one common distribution, indicating no significant variance in dose rate between measurement
sessions. The alternative hypothesis, on the other hand, suggests that the individual distributions cannot orig-
inate from a common distribution, thereby indicating significant differences in the dose rate across different
sessions. The level of significance for rejecting the null hypothesis is set at 0.05.

For the beam-to-beam variation, the standard deviation of the nozzle current deviations is calculated for
each day’s distribution of measurements. These individual standard deviations reflect the variability in dose
rate from beam to beam within each measurement session. To determine the overall beam-to-beam variation,
these daily standard deviations are then averaged, providing a measure of fluctuation across different beams.

The variance within the beam is determined by calculating the standard deviation of the nozzle current (in
nA) within each irradiation. To understand this variation in the context of overall current levels and make it
independent of the actual magnitude of the nozzle current, the relative variance is computed by dividing the
standard deviation by the mean detected current for each irradiation. This total relative variance, averaged
across all treatments, defines the overall variance within the beam.

2.6.5 Coupling FlashQ and Faraday cup

Purpose & Goal

Due to significant recombination effects in the nozzle monitor chamber at high currents, the FlashQ is used as
a reference monitor chamber. However, the FlashQ quantifies the signal as counts per time step. To accurately
reflect the actual detected nozzle current, it is necessary to correlate the FlashQ counts per second with the
detected current. Therefore, this section aims to calibrate the FlashQ counts to the detected nozzle current.

Method

This calibration is done with a Faraday cup (FC), which provides the actual detected nozzle current as a func-
tion of time. The Faraday cup is known for its dose rate independent response, making it ideal for FLASH mea-
surements [64, 65, 105, 114]. Two versions of the FlashQ, called ’original’ and ’loan’, are calibrated. These are
used interchangeably across all measurement sessions. Visual distinctions between the two are highlighted in
Figure A.6. The calibration of the original FlashQ is performed on the gantry, shown in Figure 2.9. This process
involves 13 irradiations with nozzle currents gradually increasing from 5 to 215 nA to secure an accurate cali-
bration across the entire current range. Both the FlashQ and FC are aligned with the central beam axis during
this process, ensuring they measure the same beam intensity for a direct comparison. The calibration proce-
dure is replicated for the loan FlashQ on the experimental beamline at HollandPTC, using a similar number of
irradiations but with requested nozzle currents ranging from 2 to 800 nA.
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Figure 2.9: Experimental setup for the calibration of the original FlashQ on the gantry. Both the FlashQ and Faraday cup
are aligned with the central beam axis to capture the full beam intensity.

Data analysis

To establish the calibration factor between the FlashQ and the FC, each irradiation’s FC reading (in nA) is paired
with the FlashQ reading (counts per second). To ensure sufficient data, each irradiation is conducted with a
minimum of 2000 MU, providing a sufficiently long irradiation time. However, as the total irradiation time
varies for various nozzle currents, this poses a challenge due to the Faraday cup’s resolution being dependent
on its exposure time. Larger time steps resulting from lower FC resolutions can lead to the occurrence of "rising
spots" — instances where the beam is not consistently on throughout the entire time resolution window. To
ensure a consistent analysis irrespective of the FC’s resolution, any rising spots are excluded from the analysis.
Then, the leakage current is filtered from the data after which the average nozzle current value from the stable
plateau period is used as the definite reading for each irradiation. A similar approach is applied to the FlashQ
readings: any rising spots, indicating that the beam has not fully activated within the time step window, are also
excluded. The FlashQ counts per second are then calculated by dividing the total integrated counts number
by the effective irradiation time. To establish the calibration factor, the counts per second from the FlashQ
are plotted against the current from the Faraday cup for both FlashQ devices. A linear least-squares fit is then
performed on each set of data, linking the FlashQ counts to the FC current for both devices.

2.6.6 Continuous scanning parameters ProBeam

Purpose & Goal

A continuous proton beam can result in unintended dose delivery between spot transitions, a factor not ac-
counted for by treatment planning systems. While current systems can pause the beam between spot positions
using a vertical deflector, this approach extends the overall irradiation time and reduces the local dose rate.
However, it has been observed that the Varian ProBeam system still pauses the proton beam temporarily for
larger spot spacings. This study aims to identify the parameters that enable the proton beam to scan continu-
ously without interruptions.

Method

All measurements are carried out using the Lynx, which is well-suited for this research due to its ability to pro-
vide images directly after an irradiation is finished. This feature is important, given the repetitive nature of
these measurements, where the influence of various parameters needs to be methodically investigated. This
requires numerous irradiations and adjustments of parameters during the measurement session itself. Each
irradiation is performed with a square 2 x 2 spot list with various spot spacings, as long as the smearing of the
beam remains identifiable. All measurements are performed at a nominal nozzle current of 215 nA to maximise
beam intensity, which enhances the visibility of smearing effects. Two parameters of interest are identified.

The first parameter to consider is Imag -tolerance, which sets a tolerance level between the expected and
actual steering magnet currents needed for the steering magnets to work properly. These magnets play a cru-
cial role in directing the beam to its intended spot position by moving it away from the central beam axis in
the x y-plane. For each spot, the gantry system predicts the necessary current for the steering magnets to move
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the proton beam from one spot to the next. However, there is often a discrepancy between the predicted and
measured steering magnet current. This maximum allowable discrepancy is defined by the ’Imag_x_tolerance’
and ’Imag_y_tolerance’ settings in the gantry system. Typically, this value is set at 1200 mA in the x-direction
and 1600 mA in the y-direction. Generally, the greater the distance needed to move between spots, the larger
the required current, and consequently, the larger the discrepancy becomes. The standard tolerance values
are sufficient for short distances, but for bigger distances, the discrepancy surpasses these limits, consequently
halting the irradiation.

The second parameter, ConstRaster, sets the maximum spot spacing for which continuous scanning is
achieved. In the gantry settings, this is specified as ’ConstRasterX’ and ’ConstRasterY’, both set at 10 mm.
Practically, this means that for spot spacings less than 10 mm, the beam remains on during transitions be-
tween spots. However, for spacings exceeding this limit, the beam is temporarily stopped, resulting in a non-
continuous scanning mode akin to ’spot mode’.

Data analysis

For both identified parameters, the standard values are adjusted while other parameters remain constant to
determine their influence on the behaviour of the gantry. Ultimately, from the various irradiated Lynx images,
conclusions are drawn about the parameter values that should be adopted for the realisation of the continuous
scanning UHDR proton beam.





3
Results

3.1 Lateral relative dosimetry

3.1.1 Spot shape

Figure 3.1a shows an example dose distribution from the 250 MeV proton beam spot, measured in air at the
isocentre. The experimental data has been reproduced with a single 2D elliptical Gaussian fit (subsection 2.3.1)
from which the spot shape parametersσx ,σy and θ are retrieved. Figure 3.1b shows the corresponding overlaid
least-squares fitting contour plot, which matches the relative lateral distribution well. This is further confirmed
by the residual plot, shown in Figure 3.1c. With an average maximum residual of 3.3% observed across 20
measurements, a single two-dimensional Gaussian fit is deemed suitable to characterise the spot shape in air.
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Figure 3.1: Relative dose distribution for a single UHDR proton beam spot in air, irradiated at the isocentre with 215 nA. (a)
Original: the original lateral dose distribution. (b) Contour: the original distribution with the overlaid least-squares fitting
contour plot. (c) Residual: the residual differences by subtracting the optimally fitted dose distribution from the original.

Table 3.1 presents the mean optimal spot shape parameters derived from ten repeated measurements for
each nominal nozzle current. The spot shapes varied between 3.28 mm and 3.46 mm for σx and between 3.83
mm and 3.89 mm for σy . With a maximum relative uncertainty in the mean of 1.8% for σx at 10 nA, the spot
shape demonstrates stability across multiple irradiations and nozzle currents. It should be noted that the un-
certainty in the individual measurements due to the Lynx’s effective resolution of 0.5 mm is not accounted for,
in order to emphasise the small magnitude of the uncertainty in the mean.

Regarding the statistical evaluation, normality tests are first performed on the distributions of repeated
measurements for σx , σy and θ, with separate tests conducted for each of the two different nozzle currents.
These tests produce p-values that are bigger than the significance level of 0.05, leading to the assumption that
the distributions are normally distributed. Second, to assess the potential dependency on the nozzle current,
two other statistical tests are conducted, of which the full results are shown in Table A.1. With p-values smaller
than 0.05, the individual distributions of the spot width σx and height σy for each nozzle current do not orig-
inate from the same distribution, suggesting a dependency of both parameters on the nozzle current. On the
contrary, the spot angle θ demonstrates no significant dependence on the nozzle current.
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Table 3.1: Spot shape versus nominal nozzle current. The mean values of the σx , σy and θ are based on 10 repeated
measurements for each nozzle current. Corresponding standard deviation in the mean (SD) and the relative variance with
respect to the mean (SD/Mean) are also noted. Due to the 2π-periodicity of the spot angle, no relative deviation is given.

σx σy θ

Nozzle current Mean SD SD/Mean Mean SD SD/Mean Mean SD
[nA] [mm] [mm] [%] [mm] [mm] [%] [deg] [deg]

10 3.36 0.06 1.8 3.85 0.02 0.5 -16.0 4.5
215 3.42 0.01 0.3 3.87 0.01 0.3 -17.1 2.0

3.1.2 Spot position

The determination of the spot position involves several steps. First, the centre coordinate (x0, y0) of each beam
spot event is identified, which is crucial for accurate spot positioning and tracking. This coordinate is retrieved
through a least-squares fit of a single two-dimensional Gaussian model, effectively capturing the spot shape
as established in subsection 3.1.1. However, due to the FlashQ’s limitation of providing only summed integral
counts per strip along both axes — unlike the Lynx, which offers a complete two-dimensional intensity array
— the spot angle is assumed to be constant to ensure a unique solution for each event. Figure 3.2 presents two
example distributions from the FlashQ’s x- and y-strips during a single event (1 ms) of an irradiation, along
with the overlaid results from the least-squares fitting. The single Gaussian fit closely aligns with the FlashQ
readings, enabling precise tracking of the pencil beam over time, which is the second step in the process.
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Figure 3.2: The lateral distribution of the (a) x- and (b) y-strip FlashQ readings for a single event with the single Gaussian
least-squares fit overlaid. The FlashQ is placed at ISOC, after which the measurement is conducted at 215 nA.

Figure 3.3 shows the full spatiotemporal reconstruction of a single irradiation measured by the FlashQ. Each
dot represents the measured spot position of a single time event. The clusters of small dots represent individual
planned beam spots from the spot list. The number of events recorded per spot depends on the dwell time of
the planned spot, with the Varian ProBeam system requiring at least 3 ms to successfully irradiate a planned
spot position. Hence, with a time resolution of 1 ms, a single cluster contains at least three dots/events. De-
spite the spot list containing only predefined coordinates, the observed irradiation field displays a distinctive
snake-like and/or zigzag pattern, a result of the scanning method employed. During the scanning of a column
of planned spots, the x-position is precisely adjusted in predefined 10 mm increments, while the y-position re-
mains fixed. This results in the detection of intermediate events during transitions, where the beam continues
to remain active as it moves between spots in the respective direction.

The third step involves identifying and grouping events that correspond to the same planned spot. The
presence of intermediate events complicates this task, as they do not directly match any predefined spot co-
ordinates. To mitigate this issue, the filtering technique explained in subsection 2.3.2 is used to exclude these
intermediate events from the analysis of event-averaged spot positions. The outcomes of this approach are
shown in Figure 3.4, displaying the spatiotemporal reconstruction without any intermediate events. This visu-
alisation closely represents what an irradiation in spot mode would resemble. The filter significantly simplifies
the calculation of event-averaged processes since all events now correspond to a spot list coordinate.
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Figure 3.3: The full spatiotemporal reconstruction of a single irradiation in raster mode with intermediate events, mea-
sured with the FlashQ. Left: a scatter view of the retrieved per-event (x0, y0) coordinates. Right: the per-event x- and
y-coordinates as a function of time. The irradiation comprises a uniform 6 x 6 cm2 field with 10 mm spot spacing, con-
ducted at a nominal nozzle current of 10 nA.

30 20 10 0 10 20 30
Event X Position [mm]

30

20

10

0

10

20

30

Ev
en

t Y
 P

os
iti

on
 [m

m
]

0 100 200 300 400
Time [ms]

30

20

10

0

10

20

30

Ev
en

t X
 P

os
iti

on
 [m

m
]

30

20

10

0

10

20

30

Ev
en

t Y
 P

os
iti

on
 [m

m
]

Figure 3.4: The full spatiotemporal reconstruction of a single irradiation in raster mode, but with the intermediate events
computationally filtered out. Left: a scatter view of the retrieved per-event (x0, y0) coordinates. Right: the per-event x-
and y-coordinates as a function of time. The irradiation comprises a uniform 6 x 6 cm2 field with 10 mm spot spacing,
conducted at a nominal nozzle current of 10 nA.

Figure 3.5a shows the event-averaged spot position deviation, quantified as the discrepancy between the
event-averaged and the planned spot positions, plotted against the planned spot list coordinates. The data
are separated by different nozzle currents and the x- and y-directions to examine potential correlations with
spot position deviation. Initially, no statistically significant correlation between spot position deviation and
nozzle current variations is found. Consequently, linear regression analyses are independently conducted for
the x- and y-direction data, without segregating by nozzle currents, to further explore underlying patterns.
These fits show that the magnitude of the spot position deviation increases linearly for planned spots located
further away from the central beam axis. This is primarily attributed to an alignment issue of the FlashQ with
the isocentre. Specifically, the FlashQ is placed distally to the isocentre. The steering magnets guide the proton
beam, resulting in a small incident angle at the FlashQ’s sensitive area. This angle becomes more pronounced
for spot positions that are planned further from the central beam axis - essentially, the farther a spot is from
the centre, the greater the angle required to reach it. As the FlashQ is positioned at a greater distance from
the isocentre, the beam must travel a longer path to reach it. This extended travel distance results in larger
spot position deviations, which increase is approximately linear with the distance of the spots from the central
beam axis. The disparity in gradient observed between the x- and y-direction fits can be attributed to the
shorter focal length in the x-direction, as discussed in section 2.1. To compensate for this misalignment, a
geometric correction is applied to adjust for any alignment discrepancies of the FlashQ.
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Figure 3.5: The spot position deviation between the detected and the planned spot plotted against the planned spot list
coordinate (a) before and (b) after the geometric correction. All data points correspond to a planned spot x− or y- position
from three irradiated 7 x 7 spot fields with spot spacings of 5, 7.5 and 10 mm. Measurements are performed with the FlashQ
and conducted at both 10 and 215 nA.

Figure 3.5b shows the spot position deviation after the geometric correction. This correction accounts not
only for the additional distal distance from the isocentre but also for an unintended tilt of the gantry table
around the z-axis (roll), attributed to uneven weight distribution. A gantry table angle of 0.3±0.1° was detected,
which agrees with the 0.4 degrees reported by the monitoring system. After the correction, the data points
uniformly distribute around the zero line. Ultimately, the spot position accuracy is quantified by the standard
deviation of this distribution, measured at 0.06 mm, which translates to a 99% confidence interval of 0.15 mm.

3.1.3 Beam envelope

Figure 3.6 shows the beam envelope, i.e. the spot shape as a function of position from the isocentre, in air.
Although measurements are performed at four different nominal nozzle currents, all data points are averaged
over the nozzle current. The beam envelope extends over a range from -20 to 20 cm from the isocentre and
exhibits a linear trend. The optimal linear fits for the envelope, presented in Equation 3.1, are as follows:

σx =−0.014z +3.380

σy =−0.013z +3.838
(3.1)

with z the distance with respect from the isocentre in cm, and σx and σy given in mm. No significant correla-
tion was found between the spot angle θ and position.
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Figure 3.6: Beam envelope of the 250 MeV proton beam in air. The spot sizes σx and σy are averaged over the nozzle
current and are plotted against the relative position with respect to the gantry’s isocentre (z = 0 cm), with linear fit included.
Positions towards the nozzle are represented by positive x-axis values. The error bars represent the uncertainty due to
averaging over the nozzle current. The non-averaged data points for all nozzle currents can be found in Figure A.1.
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3.1.4 Comparison Lynx and EBT3 film

As part of the procedure to assess the suitability of the Lynx detector for FLASH measurements, its accuracy
is cross-checked against the Gafchromic EBT3 film, which is known for its dose rate independence. Both de-
tectors are subjected to a single beam irradiated at four different nozzle currents, followed by an elliptical two-
dimensional Gaussian least-squares fitting to determine the spot shape parameters. The results, presented in
Table 3.2, show the optimal parameters obtained from both detectors, including calculations of both absolute
and relative differences relative to the Lynx. Generally, the film retrieves higher values than the Lynx. However,
with relative differences of 0.9% for σx and 2.6% for σy , these discrepancies are considered minimal. They
likely result from a combination of the Lynx’s effective resolution of 0.5 mm and the analytical and numerical
methods used to interpret the film data, which will be discussed in subsection 4.1.4.

It should be noted that the Lynx detector does suffer from saturation effects when individual detector pixels
are subjected to prolonged exposure to high-intensity beams. This issue can be mitigated by reducing the
aperture of the Lynx, which limits the beam’s exposure and decreases brightness. However, this adjustment
introduces a trade-off between ensuring sufficient detector response and avoiding saturation. In this thesis,
nearly all measurements are conducted using an iris setting of 10%, with the maximum exposure per spot
adjusted according to the nozzle current. For instance, exposures reaches up to 200 MU/spot at 215 nA and up
to 1200 MU/spot at 10 nA.

Table 3.2: Spot shape data for both EBT3 film and the IBA Lynx as a function of the nominal nozzle current. For each nozzle
current, a single measurement is performed, including both the EBT3 film and IBA Lynx. All measurements are analysed
with a least squares method based on Eq. 2.5, regardless of the detector type. The absolute difference is difference between
the the IBA Lynx and EBT3 film, the relative difference is calculated with respect to the IBA Lynx. Due to the 360°-periodicity
of the spot angle, no relative deviation is given. The main findings are written in bold.

EBT3 Film IBA Lynx Absolute diff. Relative diff.

Nozzle current σx σy θ σx σy θ σx σy θ σx σy

[nA] [mm] [mm] [deg] [mm] [mm] [deg] [mm] [mm] [deg] [%] [%]

10 3.47 3.95 -26.6 3.40 3.82 -23.3 0.07 0.13 3.3 2.1 3.5
75 3.38 3.90 -21.4 3.35 3.82 -17.2 0.03 0.08 4.2 0.9 2.1

150 3.36 3.91 -16.4 3.33 3.81 -16.7 0.03 0.10 -0.3 0.7 2.7
215 3.39 3.93 -24.4 3.38 3.85 -21.1 0.01 0.08 3.2 0.1 2.1

Mean 3.40 3.94 -21.4 3.37 3.82 -19.6 0.03 0.10 2.6 0.9 2.6

3.2 Longitudinal relative dosimetry

3.2.1 IDD

Figure 3.7 shows five integrated depth dose curves, measured with the Bragg peak and monitor chamber in the
Blue Phantom 2 water phantom for proton beam energies of 70, 160, 190, 230 and 250 MeV. Each curve exhibits
a characteristic Bragg peak, with the depth in water increasing proportionally with higher proton energies, as
anticipated. Upon comparison with internal commissioning reports, the R80-values for proton beam energies
from 70 to 230 MeV, as depicted in Figure 3.7, indicate a slight underestimation of the Bragg peak depth with a
mean discrepancy of -0.9 mm.

Figure 3.8a shows an overlay of three repeated 250 MeV IDD curves. The consistent overlap of all three
curves across the entire range underscores the stability of this proton beam’s range. The found R90- and R80-
values for the 250 MeV proton beam in liquid water are determined as 37.8 ± 0.1 and 37.9 ± 0.1 cm respectively,
with the uncertainty reflecting both the variability in repeated measurements and corrections for water equiv-
alent thickness. The determined longitudinal profile penumbra (R80 −R20) measures 0.5 ± 0.1 cm. The found
R80-value closely matches the theoretical value of 38.4 cm, determined through the Bortfeld equation from
Equation 1.2. Inversely, the found value corresponds to a proton beam energy of 248.5 MeV.
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Figure 3.7: Single integrated depth dose curve for five different proton beam energies, measured with the Bragg peak and
monitor chamber in the Blue Phantom 2 and conducted at a nominal nozzle current of 2 nA. The gantry angle is set at 90°.
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Figure 3.8: Integrated depth dose curves containing (a) an overlay of the three repeated measurements for a 250 MeV proton
beam and (b) a single 250 IDD curve with overlaid a Bortfeld least-squares fit, explained in section A.3.1. The measurements
are performed with the Bragg peak and monitor chamber in the Blue Phantom 2 and conducted at a nominal nozzle current
of 2 nA. The gantry angle is set at 90°.

Figure 3.8b shows the 250 MeV IDD curve alongside the optimally fitted least-squares Bortfeld fit, which
is utilised to assess the energy purity of the proton beam, as detailed in subsection A.3.1. The energy purity
is quantified by σE ,0, defined as the width of the Gaussian energy spectrum around the initial proton beam
energy and is retrieved as one of the fitting parameters. Besides a slight overestimation in the entrance domain
and at the Bragg peak, the fit generally aligns well with the IDD data points. Through analysis of the optimally
fitted curves, the energy purity is determined at 14.8 ± 0.8 MeV.

3.2.2 Saturation effects BPC and MC

The IDD curves are generated by calculating the normalised ratio of the readings from the Bragg Peak and
the monitor chamber. Verifying the response from both detectors as a function of nominal nozzle current
is essential to correct for any potential saturation effects ensuring the accuracy of results. Figure 3.9a shows
the saturation curves of both the BPC and MC as a function of nominal nozzle current, fitted with a second-
degree polynomial function to describe their respective saturation behaviours. The fits correspond well with
the normalised readings from each detector, revealing that while the BPC exhibits no saturation across the
entire range of nominal nozzle currents, the MC begins to show signs of saturation at lower currents.
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Figure 3.9b shows the differential readings between the two chambers, calculated to determine the nominal
nozzle current at which the discrepancy between the readings exceeds 0.5%. With an R2-value of 0.994, the
difference in reading between both detectors is accurately described by a linear fit. The saturation threshold
is identified at 23 nA. To ensure precision in accounting for deviations in nozzle current (see subsection 3.4.4),
the FlashQ is used to measure the actual detected nozzle current. The actual detected nozzle current corre-
sponding to the threshold where the difference exceeds 0.5% is established at 18 nA, shown in Figure A.2.
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Figure 3.9: (a) Saturation curves for the Bragg peak chamber (BPC) and the 7862 Monitor Chamber (MC) against the nom-
inal nozzle currents. Each detector is modelled with a second-degree polynomial fit. Data points are normalised relative
to FlashQ counts, with those above 100 nA assigned double weight. (b) The difference ∆ between the normalised readings
from the BPC and MC, accompanied by a linear fit. Error bars, representing uncertainties (u(BPC) = 0.05 nC, u(MC) = 0.1
nC, u(FlashQ counts) = 5% of the reading), are considered in the analysis but omitted from the figure for clarity.

Figure 3.10 shows the Bragg peak curves from four IDDs measured at different nominal nozzle currents.
This analysis is conducted to investigate the impact of MC saturation on the IDD. Due to the asymmetry of the
Bragg peak, a third-degree polynomial is employed to model the complete zoomed-in curves shown in Figure
3.10. For higher nominal nozzle currents, the relative height of the IDD increases. This increase is attributed to
MC saturation at higher currents. Since the IDD is calculated by the ratio between the BPC and MC readings,
the ratio increases if the MC baseline reading does not rise proportionally to the BPC reading for increasing
nozzle currents due to saturation. This effect is amplified when the BPC reading significantly increases in the
Bragg peak regime, whereas the MC reading remains stationary at the front of the phantom. Consequently, the
higher ratio results in a higher relative Bragg peak value. However, the convergence value for a hypothetical
0 nA measurement is found to be only 0.025% lower than at 2 nA. This difference is deemed insignificant,
concluding that a nozzle current of 2 nA is sufficient for accurately measuring IDD curves.
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Figure 3.10: Figure of the 250 MeV Bragg peak for four nominal nozzle currents. All curves are normalised against the max-
imum reading of the 2 nA measurement. The dashed lines in the right subplot represent separate third-degree polynomials
used to model the Bragg peak, while no fit is included in the left subplot.
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3.3 Absolute dosimetry

3.3.1 Output

The output measurements are conducted in liquid water at a depth of 2 cm WET to determine the dose per MU.
Initially, the field-to-peak ratio (Equation 2.6) is calculated to assess the contribution of a single spot relative to
the entire dose field, influenced by neighbouring spots. Figure 3.11a shows a computationally simulated 5 x 5
cm2 uniform dose field with a spot spacing of 5 mm. Each red dot represents a planned spot position. A uni-
formly distributed dose within the 50%-isodose line is achieved due to the tight spot spacing, which is optimal
for dose measurements using the Advanced Markus. Figure 3.11b shows the dose cross section along the x-axis
at y = 0 from Figure 3.11a. Individual Gaussian curves depict the dose contribution from each spot, while the
thicker black curve represents the total field contribution. This cross section enables the determination of the
field-to-peak ratio, with Dfield and Dpeak extracted from the simulation. The computed field-to-peak ratio for
this specific field setup with 5 mm spot spacing is 3.317. Subsequent analysis confirms that this ratio remains
consistent irrespective of the field size and MU per spot, provided the field size is large enough and the spot
weights are equal, ensuring a uniform dose field is achieved.
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Figure 3.11: (a) The simulated two-dimensional dose distribution of 5 x 5 cm2 uniform dose field with spot spacing of 5
mm at 2 cm depth in air. Each red dot represents a planned spot position. The spot shape and beam envelope data from
subsections 3.1.1 and 3.1.3 respectively are used to simulate the dose distribution. (b) The cross section of the simulated
dose distribution from 3.11a along the x-axis at y = 0. The smaller curves correspond to the dose distribution of the indi-
vidual spots, while the thicker black curve is the total field dose contribution. The green dot marks the field dose Dfield and
the orange dot denotes the individual spot peak dose Dpeak, both at (x, y) = 0 cm.

With an average air temperature of 19.8 °C and an atmospheric pressure of 1000.8 hPa, the correction factor
kp,T is 1.012 [130]. Combined with both the absorbed-dose-in-water calibration coefficient ND,w and other
correction factors (e.g. ion recombination factor ks and polarity correction kpol ), the total correction factor for
calculating the delivered dose (in Gy) from the Advanced Markus reading (in nC) is determined at 1.466.

Figure 3.12a shows the delivered dose per MU as a function of the nominal nozzle current, which is re-
trieved by dividing the central axis dose reading by the field-to-peak ratio and the MU per planned spot. The
dose per MU varies from 0.0041 Gy/MU at 10 nA to 0.0466 Gy/MU at a nominal nozzle current of 215 nA. Two
notes must be made. First, the dose delivery behaviour is influenced by the saturation state of the NMC system
(explained in subsection 2.1.1). For a non-saturating NMC, observed at 10 nA, the dose per MU remains con-
stant. However, at higher beam intensities (75, 150, and 215 nA), the NMC saturates. In this saturated regime,
the dose per MU increases linearly with increasing nominal nozzle current. Hence, a linear fit is performed on
the data points corresponding to the saturated regime (excluding the 10 nA data point). This yields a factor of
(2.15±0.02) ·10−4 Gy MU−1 nA−1, relating the nominal nozzle current and dose per MU within the saturated
NMC range. Then, given that the dose per MU in the non-saturated regime is constant, an estimation of the
nominal nozzle current at which the NMC starts saturating can be made. This threshold is found to be 18.8 nA.
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Figure 3.12: (a) The delivered dose per MU versus nominal nozzle current. Each data point represents the average value
obtained from four uniform dose fields with varying dose levels. The linear fit shown applies only to the saturated NMC
regime (75, 150, and 215 nA) because dose per MU exhibits linear dependence on nominal nozzle current only within this
range. (b) The field dose as a function of the MU per spot, including linear fits for each nozzle current. The x-axis is shown
on a log scale for improved visualisation.

Second, while the initial analysis explored the relationship between dose per MU and nominal nozzle current
(as shown in Figure 3.12a), this approach may not be entirely accurate due to discrepancies between nominal
and detected currents (shown in subsection 3.4.4). Therefore, for a more precise analysis, the FlashQ is used
to retrieve the detected current for each irradiation. This approach compensates for nozzle current variations
and yields an average value of (2.75±0.02) ·10−4 Gy MU−1 nA−1. Similar to the value for the nominal nozzle
current, this value is only valid within the saturated NMC regime, as the dose per MU remains constant for a
non-saturated NMC. This value is retrieved by multiplying the calibration factor with the detected nozzle cur-
rent threshold value, resulting in an output factor of 4.1 ·10−3 Gy MU−1.

Lastly, Figure 3.12b shows the field dose plotted against the MU delivered per spot. Each nominal nozzle
current has a corresponding linear fit overlaid on the data points, demonstrating a good linear relationship
between field dose and MU per spot regardless of the requested nozzle current. This signifies that the field
dose scales linearly with the amount of MU delivered per spot, independent of the nominal nozzle current.

3.3.2 Saturation effects Advanced Marcus

Figure 3.13 shows the detector response as a function of the chamber voltage. A stable reading is observed
at voltages of 200 V and above, indicating minimal saturation effects within this range, suitable for FLASH
measurements. These findings align with observations by Lourenço et al. and Zou et al., who report negligible
ion recombination effects at 300 V [138, 139].
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Figure 3.13: Normalised reading of the Advanced Markus detector as a function of the applied chamber voltage. The error
bars represent the normalised uncertainty of the PTW Unidos E electrometer, (u(Q) = 0.5% reading + 1 digit) [137].
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3.4 Temporal dosimetry

3.4.1 Spot dwell time

Figure 3.14a shows the spot dwell time per MU as a function of the nominal nozzle current, measured by the
FlashQ detector. Two domains are identified. For nominal nozzle currents below 20 nA, the spot dwell time
exhibits an inverse-proportional relationship to the beam current, consistent with expectations when the noz-
zle monitor chamber is not saturated and efficiently collects all generated charge, denoted in Eq. 2.1 and 2.2.
This capability ensures consistent dose delivery per MU across varying nozzle currents. In contrast, for beam
currents exceeding 20 nA, the spot dwell time converges to a constant value, indicating saturation in the noz-
zle monitor chamber where the charge collection rate becomes nearly steady. Through Equations 2.3 and 2.4,
this saturation leads to a direct proportionality between td wel l and MU/spot, consequently causing the dose
delivered to depend on both the total MU per spot and the nozzle current. For the saturated nominal nozzle
current range, a constant dwell time of 0.0483 ms per MU is established, computed as the average of the dwell
times for beam currents exceeding 20 nA for each MU/spot setting. Furthermore, the dashed curve represents
the theoretical inverse-proportional relationship between spot dwell time and the nominal nozzle current in
the absence of saturation. The transition point where the non-saturated fit equals the constant saturated spot
dwell time, calculated at 18.4 nA, marks the threshold nominal nozzle current at which saturation begins. This
value is comparable within 1% to the threshold of 18.8 nA identified from the output measurements, as dis-
cussed in subsection 3.3.1. Note that, after accounting for discrepancies between the nominal and detected
nozzle currents, the threshold value adjusts to 15.7 nA. The corresponding curve of the spot dwell time per MU
as a function of the detected nozzle current is found in Figure A.3.

Figure 3.14b shows the saturated spot dwell times plotted against the MU per spot, measured by the FlashQ.
For this, the saturated dwell time of 0.0483 ms is taken. With an R2-value greater than 0.99, this measurement
demonstrates a strong linear relationship between both parameters. This reflects the anticipated behaviour
where the charge collection by the nozzle monitor chamber is proportionally calibrated to the requested MU.
Moreover, this linearity confirms the consistency of the NMC’s response under saturation conditions.

0 50 100 150 200
Nominal nozzle current [nA]

0.000

0.025

0.050

0.075

0.100

0.125

0.150

0.175

Sp
ot

 d
we

ll 
tim

e 
[m

s]

(a)

Data
Non-saturated fit

200 400 600 800 1000 1200
MU per spot [ms]

0

10

20

30

40

50

60

Sa
tu

ra
te

d 
sp

ot
 d

we
ll 

tim
e 

[m
s]

R2 =  0.99909
y = 0.0506x - 1.8819

(b)

Data
Linear fit (y = ax + b)

Figure 3.14: (a) The spot dwell time per MU as a function of the nominal nozzle current, measured by the FlashQ detector.
The dashed curve represents the inverse-proportional relationship between spot dwell time and nozzle beam current in
the absence of saturation. (b) The saturated spot dwell times plotted as a function of the the MU per spot. A linear fit is
performed to investigate the linearity.

3.4.2 Scanning speed

The determination of the scanning speed consists of two parts. First, the ratio between the scanning speeds in
the x- and y-direction is determined by analysing the smearing intensities between different spots using the
Lynx detector. Figure 3.15 shows the relative dose distribution for a continuous scanning proton beam across
a square-like 2 x 2 spot pattern with a spot spacing of 100 mm, alongside the summed intensity profiles in both
directions. The four red peaks in the distribution correspond to the planned spot positions. However, their
profiles deviate from the spot shape dose distributions displayed in Figure 3.1. This difference is due to the
saturation of the Lynx, which results in a substantial area reaching maximum intensity. The intermediary in-
tensity, which is observed between the spots and also termed smearing, is indicative of the beam’s continuous
movement during scanning. The average measured smearing intensity of 23.7 in the x-direction and 6.03 in the
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Figure 3.15: The relative dose distribution of a square-like 2 x 2 spot pattern with a spot spacing of 100 mm. The intensity
profiles for the x- and y-axes are derived by summing the pixel values across each row and column, respectively, and are
displayed next to the corresponding axis. The coloured areas on the graph represent the regions over which the average
value is calculated for each direction. The measurement is performed using the Lynx at a nozzle current of 215 nA, under
the correct gantry parameters, as detailed in subsection 3.4.6

y-direction yields an intensity ratio of 3.94 ± 0.05. Since smearing intensity indirectly measures the scanning
speed, this ratio reflects the relative scanning speed in the x- and y-direction. With an expected ratio of 4, the
found intensity ratio confirms the accuracy of the measurements.

Secondly, the scanning speed is determined by analysing intermediate events between irradiations. Mea-
surements with 2 x 2 spot lists are conducted with not only smaller spot spacings (less than 10 mm) but also
larger spacings (greater than 20 mm). These larger spacings correspond to the minimum distance required for
capturing two consecutive intermediate events in the y-direction, given the FlashQ’s 1 ms time resolution and
an expected scanning speed of 20 m/s in the y-direction. Figure 3.16 shows the spatiotemporal reconstruction
of an irradiation using the largest spot spacing of 100 mm. The intermediate events displayed between spots
are indicative of continuous scanning of the beam. Alongside Figure 3.15, this further substantiates the correct
working of continuous scanning operation mode. Additionally, the increased spacing between neighbouring
events during transitions in the y-direction aligns with the higher scanning speed in that direction.

Figure 3.17 shows the scanning speed in the x− and y-direction as a function of the spot spacing. For each
spot spacing, the depicted data point represents the average scanning speed derived from multiple irradia-
tions. The scanning speed for a single irradiation is determined by calculating the average distance between all
successive intermediate events. The criteria for classifying an event as intermediate are detailed in subsection
2.6.2. Similar to the spot position calculation, a geometric correction is applied to the data to correct for any
distal misalignment with the isocentre. No significant correlation has been observed between the scanning
speed and the nominal nozzle current, hence the data from different currents are averaged. However, the re-
sults indicate that both scanning speeds vary with spot spacing. In the x-direction, the speed increases with
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Figure 3.16: The full spatiotemporal reconstruction of a single irradiation in raster mode, measured with the FlashQ. Left: a
scatter view of the retrieved per-event (x0, y0) coordinates. Right: the per-event x- and y-coordinates as a function of time.
The irradiation comprises a uniform 2 x 2 square-like spot list with 100 mm spot spacing, conducted at a nominal nozzle
current of 215 nA.

larger spacings before converging to an approximate steady value of 7.8 ± 0.1 m/s, derived from the average
and standard deviation of the last four data points. Similarly, in the y-direction, the average scanning speed is
calculated to be 29.4 ± 0.9 m/s. This results in a scanning speed ratio of 3.8 ± 0.1, which is comparable to the
earlier found intensity-based value of 3.94 ± 0.05.
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Figure 3.17: Scanning speed in the (a) x- and (b) y-direction as a function of spot spacing. Each data point represents the
average scanning speed derived from multiple irradiations for a given spot spacing. The scanning speed for each irradiation
is calculated by averaging the distances between all successive intermediate events.

3.4.3 Dose rate

Figure 3.18a shows the instantaneous dose rate as a function of the nominal nozzle current. The plotted data
points represent the average IDR calculated from four different dose levels for each specific nominal nozzle
current, with error bars indicating the uncertainty in the mean. A linear least-squares fit is applied to confirm
the linearity of the IDR across the entire nozzle currents range, regardless of NMC saturation. With an R2-value
exceeding 0.99, the fit shows that the IDR maintains a linear relationship with the full nominal nozzle current
range. From this analysis, a gradient of 4.46 Gy s−1 nA−1 is found. As anticipated, in the non-saturating regime,
to ensure consistent dose delivery per MU, the nozzle current and delivery time are inversely proportional:
doubling the nozzle current results in halving the spot dwell time. Consequently, this relationship leads to a
doubling of the IDR since the total dose per MU remains constant. A similar pattern is observed in the saturated
range of the NMC. As the spot dwell time remains constant, doubling the nozzle current doubles the delivered
dose, thus doubling the IDR. The least-squares analysis reveals that the FLASH threshold for the instantaneous
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dose rate occurs at a nominal nozzle current of 9.0 nA. After accounting for deviations between the nominal
and detected nozzle currents, shown in Figure A.4a, the corrected threshold for the detected nozzle current is
established at 7.0 nA. Note that the IDR is not uniform across the entire beam. For an individual UHDR proton
beam, the highest dose rate occurs in the plateau region of the depth dose, not at the Bragg peak itself [104].
This variation is due to lateral divergence and scattering from the central beam axis, which causes the spot to
broaden with increasing depth, consequently lowering the instantaneous dose rate.

Figure 3.18b shows the field-averaged dose rate as a function of the nominal nozzle current. Consistent
with the IDR, the FADR exhibits a linear increase with the nominal nozzle current, demonstrating a gradient
of 0.121 Gy s−1 nA−1. This linear trend is anticipated since the field size and spot spacing remain constant
across all irradiations, making the nominal nozzle current the sole variable of interest, thus mirroring the linear
behaviour observed in the IDR.
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Figure 3.18: The (a) instantaneous dose rate and (b) field-averaged dose rate as a function of nominal nozzle current, with
a linear fit included. The plotted data points represent the average dose rates calculated from four different dose levels for
each specific nominal nozzle current, with error bars indicating the uncertainty in the mean.

3.4.4 Dose rate constancy

Figure 3.19a shows a box plot that illustrates the irradiation data plotted against the nominal nozzle current
deviation, sorted by measurement session. Each black dot on the plot represents the nominal nozzle current
deviation from a single irradiation, calculated using Equation 2.7. The data encompasses nozzle current values
from 120 irradiations, collected over six different measurement sessions within a four-month period. Figure
3.19b shows the distributions formed by these individual irradiation points, each plotted per measurement
session and visually distinguished using different colours.

First, the day-to-day variance is assessed by examining the data distributions per measurement session. It is
observed that these distributions do not visually overlap in terms of both the standard deviation and the mean,
suggesting the absence of a higher common distribution and confirming the presence of day-to-day variance.
To further substantiate this observation, a statistical evaluation is conducted using ANOVA, Alexander-Govern,
and Kruskal-Wallis tests. The results from all three tests yield p-values that are several orders of magnitude
smaller than 0.05 (≈ 10−8), which is the significance level set for the null hypothesis that all distributions orig-
inate from the same broader distribution. Therefore, the data are interpreted as distinct distributions, and the
findings indicate a clear day-to-day variance. Among the six measurement sessions analysed, the nominal noz-
zle current deviations ranged from a minimum of -13.9% to a maximum of -23.2%. Additionally, no significant
evidence was found to refute the normality of the individual histograms.

The second part of this analysis examines the beam-to-beam variance analysed through the nominal nozzle
current deviations observed during the measurement sessions. This investigation reveals that the standard
deviations vary between 2.2% and 6.0%, with an average of 3.9%, characterising the beam-to-beam variance.
Additionally, no apparent correlation is found between the magnitude of the deviations and the nominal nozzle
current of each individual irradiation.
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Figure 3.19: The nominal nozzle current deviation (Eq. 2.7) across sjix measurement sessions. (a) A box plot showing the
distribution of nominal nozzle current deviation for each measurement session. The central line in each box indicates the
median, while the dots represent individual irradiation deviations. (b) Probability density estimations showing the distri-
bution of the nominal nozzle current deviations for each session, coloured by date, illustrating the variance in distribution
shapes across the measurement period.

Finally, the variation within the beam is assessed by analysing the variance in the instantaneous dose rate
as a function of time during each irradiation. The average relative variance observed across all included irradi-
ations is 1.9% of the magnitude of the detected nozzle current, with the median variance found lower at 1.5%,
attributed to three outliers with a relative variance exceeding 5%. Similarly, no immediate correlation is found
between the relative variance and other irradiation parameters such as nozzle current, irradiation time, and
field size.

3.4.5 Coupling FlashQ and Faraday cup

As explained in subsections 2.1.1 and 2.6.5, due to saturation effects in the NMC, the FlashQ is used as the
reference monitor chamber. This approach enables the retrospective assessment of beam intensity, including
the actual nozzle current, over time through calibration with a Faraday cup. Figure 3.20 displays the calibration
curves for both FlashQ devices, where FlashQ counts per second are plotted against the FC current, which is
found suitable for reliable current measurements at ultra-high dose rates. The FlashQ counts are determined
by dividing the total detected counts by the irradiation time (also recorded by the FlashQ). With R2-values ex-
ceeding 0.99, the linear least-squares fit confirms the strong linearity of the FlashQ counts per second with the
nominal nozzle current. The established calibration factors are (2.91± 0.04) · 104 for the original FlashQ and
(2.22±0.03) ·104 for the loan Flash. As no saturation effects have been observed, the FlashQ is deemed a suit-
able detector to be used as a reference monitor chamber.

Although the calibration factors are precise, the inherent limitations of the least-squares fit mean that not
all data points are perfectly aligned, leading to potential errors when using the FlashQ for calibration. Assum-
ing the FC provides accurate benchmarks and considering that both the FlashQ and FC measured the same
intensity, the FlashQ data derived from the calibration curve can be directly compared to the FC readings. This
comparison shows a wider distribution for FlashQ data. When converting values between FlashQ and FC, the
standard deviation as a percentage of the reading is 2.3%, with a 99% confidence interval of 6.0%. This vari-
ability is depicted in Figure A.5, which shows the difference in reading between both detectors. Lastly, as the
accuracy of FlashQ counts per second hinges on both count and time readings, the precision of time mea-
surement is also investigated. The loan FlashQ measurements are conducted on the experimental beamline at
HollandPTC, where precise irradiation times can be specifically requested for measurements. The total irradi-
ation time recorded by the FlashQ is compared against these requested beam line irradiation times, yielding
highly accurate results. These findings are almost always found to match the beam line’s timing perfectly with
an uncertainty of 1 ms, corresponding to the time resolution of the FlashQ.
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Figure 3.20: The (a) original and (b) loan FlashQ counts per second plotted against the nozzle current measured with the
Faraday cup. A linear fit is overlaid to determine the calibration factor. The least-squares fit includes both the uncertainty
in the FlashQ counts (u(counts) = 5% of reading) and time (u(T) = 1 ms).

3.4.6 Continuous scanning parameters ProBeam

The first parameter investigated is Imag -tolerance. It is observed that the gantry halts the irradiation process
if the current discrepancy exceeds the tolerance value of either 1200 or 1600 nA, as illustrated in Figure 3.21a,
where the first spot is successfully irradiated but the gantry stops after a brief dose deposition resulting in a
low-intensity spot. To address this, the tolerance limit needs to be increased to allow for spot spacings larger
than 13 mm. In the conducted measurements, this limit was raised from 1200 to 12,000,000 mA (12 million)
in the x-direction and from 1600 to 16,000,000 mA in the y-direction, enabling the beam to complete the full
irradiation cycle regardless of spot distance, as shown in Figure 3.21b.

The second parameter is ConstRaster. For sufficiently large spot spacings and despite the default gantry
setting, the gantry does not always manage to fully stop the beam throughout the entire transition, leading to
some degree of beam smearing. This is illustrated in Figure 3.22a, particularly visible in the x-direction, where
the beam stops temporarily but then continues. This phenomenon is not observed in the y-direction due to
the faster scanning speed at similar distances. To address this issue, both parameters have been increased from
10 mm to 100 mm, allowing the gantry to maintain continuous spot transitions, as shown in Figure 3.22b.
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Figure 3.21: Irradiation of a 2 x 2 spot list with a spot spacing of 100 mm. (a) uses Imag -tolerance settings of 1200 mA in
the x-direction and 1600 mA in the y-direction. (b) employs much higher settings of 12,000,000 mA in the x-direction and
16,000,000 mA in the y-direction. Measurements were conducted with the Lynx at a nominal nozzle current of 215 nA.
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Figure 3.22: Irradiation of a 2 x 2 spot list with a spot spacing of 100 mm. (a) uses ConstRaster settings of 10 mm in both
the x-direction and y-direction, where the beam is stopped temporarily for spacings exceeding this value, resulting in non-
continuous scanning. Panel (b) employs increased settings of 100 mm in both directions, allowing for continuous scanning
without temporary beam stops. Measurements were conducted with the Lynx at a nominal nozzle current of 215 nA.



4
Discussion

As part of the commissioning process of the proton FLASH beam at HollandPTC, this work describes the char-
acterisation of the gantry-based 250 MeV UHDR continuous scanning proton beam. In this chapter, the find-
ings from the four distinct dosimetric aspects that have been examined are discussed, followed by final remarks
about the reproducibility and QA process in the fifth and final section.

4.1 Lateral relative dosimetry

4.1.1 Spot shape

First, the spot shape, as depicted in Figure 3.1, is modelled using a two-dimensional elliptical Gaussian. The
parameters are observed to be of the same order of magnitude as those reported by other ProBeam institutions
[97, 104, 106]. The 2D fit demonstrated an average discrepancy of 3.3% and a maximum of 3.7% between the
fitted spot shape and the measured relative dose distribution of the spot. Furthermore, across different noz-
zle currents, the observed differences between repeated measurements of σx and σy are less than 2%. This
variance is considered clinically insignificant by AAPM TG-224 standards, which allow for a delivery tolerance
of ±10% for the spot shape [90]. This standard is supported by previous research which investigated the dosi-
metric consequences of pencil beam width variations, demonstrating that a 10% deviation in spot size has a
minimal impact on target coverage [140–142]. Based on these findings, a fixed spot shape was maintained
across all analyses in this report, irrespective of the nominal nozzle current for each irradiation. These are
σx = 3.39±0.06 mm, σy = 3.86±0.02 mm and θ = -16.6 ± 4.5 degrees. This approach significantly simplifies
modelling the UHDR proton beam both in current and future research.

Moreover, similar to this study, numerous articles have reported the measured spot profile solely in the
form of a single Gaussian distribution [97, 104–106]. This is deemed accurate for in-air measurements as Li et
al. found that single Gaussians provide a sufficiently accurate spot shape for these measurements [143]. To in-
vestigate the intrinsic spot shape of the gantry, air is chosen as the medium because water introduces additional
scatter contributions to the dose profile. Nonetheless, both modelling with a single Gaussian and performing
measurements in air do not fully capture long-range scatter effects due to nuclear interactions and large-angle
Coulomb scattering. However, these factors were omitted to simplify numerical models. Ultimately, further
modelling of these contributions is recommended, as they become more significant in measurements per-
formed at greater depths in water, which are more clinically relevant too. To address this, some studies have
included Cauchy-Lorentz distribution factors [105, 143]. Despite these individual factors having a minor im-
pact on the overall dose — contributing 0.1-1% relative to the peak dose — their influence on the extended dose
profile is clinically significant. Given that a proton field involves thousands of spots, these minor contributions
cumulatively affect dose delivery accuracy, particularly since these tails can extend up to 10 cm from the centre
of a spot [105]. As mentioned, this is specifically prevalent at medium depths where a scanning spot’s peak
dose may not dominate due to additional scatter contributions [143].

4.1.2 Spot position

Secondly, the accuracy of the spot position was evaluated to be 0.06 mm, meaning that the likelihood of a spa-
tial difference between the detected spot position and the corresponding planned coordinate exceeding 0.15
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mm (99% confidence interval) is approximately 1%. The detected spot positions were determined by least-
squares fitting the spot centre coordinates (x0, y0) for each time step measured by the FlashQ, referred to as an
event, and averaging the positions of the events that corresponded to a specific planned spot position. How-
ever, since the FlashQ reading consists only of integral readings of both directions, performing a 2D fit was
found to be impossible without fixing either the spot shape or the spot angle. In this work, the spot angle was
held constant as its clinical relevance was deemed less critical.

Sporadic jumps were observed in both the spatial and integral readings from the original FlashQ, signif-
icantly hindering the fitting algorithm, particularly at higher nozzle currents where the readings were on the
same order of magnitude as the jumps. Initially, this led to less accurate retrieval of spot positions for each in-
dividual event. However, after manual data filtering performed by the vendor, the fitting algorithm functioned
correctly. Ultimately, the jumps were determined not to be inherent to the proton beam but rather artefacts in
both the spatial and integral strips of the FlashQ. This conclusion was supported by the observation of periodic
negative counts with identical magnitudes. Conversely, measurements conducted with a loaned FlashQ did
not exhibit any anomalies, as shown in Figure 3.2, leading to similar accuracy in retrieved data as the filtered
results from the original FlashQ. Regardless, to ensure reliability, median values were chosen over means for
calculating the detected spot positions. This approach helped mitigate biases that arose from consistent outlier
positioning due to the aforementioned jumps. Choosing the median over the mean is deemed acceptable as a
sufficient amount of data was available for each planned position.

Furthermore, it should be noted that scintillation screens are typically used for spot position measurements
due to their high spatiotemporal resolution [144–146]. Although AAPM TG-224 does acknowledge the potential
for using strip ionisation chambers for these measurements, Spruijt et al. specifically recommend the use
of scintillation-based devices [90, 91]. However, in this study, differentiating between individual spots using
the Lynx detector — a scintillation screen — proved challenging. Despite adjustments made to the gantry
settings to prevent smearing between spots during the continuous scanning of the proton beam, smearing
was still observed at spot spacings larger than 15 to 20 mm. To effectively distinguish between spots, it was
assumed that the separation between the centres of the spots needed to be at least six times the spot width and
height. With a minimum spot width of 3.4 mm, this did not allow for sufficient distance between individual
spots. Hence, the FlashQ was used as its temporal resolution enabled the filtering of smeared data, thereby
enhancing the precision of spot differentiation. Consequently, it is anticipated that the FlashQ can achieve
results comparable to those of the Lynx. Still, it is important to note that the FlashQ has an effective resolution
of 1 mm, whereas the Lynx offers a finer resolution of 0.5 mm. Hence, the spot position accuracy, with a 99%
confidence interval of 0.15 mm, is significantly smaller than the resolution of the FlashQ. Therefore, this could
simply be the intrinsic limit from the FlashQ’s effective resolution. Nevertheless, this value is similar to another
strip ionisation chamber with a position accuracy of 0.12 ± 0.02 mm and overall, well within the tolerance
limit recommended by the AAPM TG-224 report, which specifies 1 mm for the absolute position accuracy [90,
105]. In line with these findings, it is concluded that a strip ionisation chamber is also deemed suitable for
determining the spot position accuracy in FLASH measurements.

4.1.3 Beam envelope

Third, the beam envelope is shown in Figure 3.6, with linear fits detailed in Equation 3.1. The fits define the
spot width σx and height σy as a function of the depth z in air and are based on current-averaged data points,
aligning with the conclusion from subsection 4.1.1 that no significant nozzle current dependency is found. In
the fit, the two fitted b-values represent the current-averaged spot width and height at the ISOC (z = 0). The
gradient values a from these fits provide insight into changes in spot shape with depth in the air. The results
show similar, yet distinct, gradients. For comparison, beam envelope data from a 250 MeV gantry at another
ProBeam institute recorded gradient values of -0.006 and -0.012 for the x- and y-directions, respectively [106].
This variation underscores that beam envelope characteristics can differ significantly between institutions due
to the intrinsic emittance of the beam, shaped by the beam-focusing elements unique to each facility’s beam-
line. Accurately determining this attribute is crucial for correctly modelling dose delivery in patients. Typically,
this is achieved by incorporating the beam line-specific equations, including the beam envelope, into the treat-
ment planning system.
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4.1.4 Comparison Lynx and EBT3 film

Fourth and last, the comparative analysis between film dosimetry and the Lynx system revealed similar, yet
slightly varied, spot shape parameters. These differences are partly attributed to the intrinsic limitations asso-
ciated with film development. The development and analysis process of the film involved several steps, each
introducing small uncertainties. For instance, dust particles on the film were interpreted as significant satu-
rated areas, potentially leading to minor errors. Additionally, there is an inherent uncertainty in determining
the optical density and comparing it with the calibration curve. While each step contributed negligible uncer-
tainty individually, collectively, they led to more significant errors. Another reason for this discrepancy could be
due to an increased non-linearity in the Lynx’s response for FLASH measurements, deviating from the ± 1.5%
linearity specified in the manufacturer’s specifications. Ultimately, as noted in subsection 4.1.1, the AAPM TG-
224 guidelines permit a delivery tolerance of ± 10% for spot shape [90]. This tolerance supports the conclusion
that the Lynx detector can be accurately used in UHDR measurements.

Moreover, the total MU per irradiation was adjusted to ensure each irradiation received an equal dose, as
described in subsection 2.3.4. However, a retrospective comparison of the delivered dose, using the output
measurements from subsection 3.3.1, revealed that the doses per spot varied across different nozzle currents,
with the lowest being 4.9 Gy and the highest nearly doubling at 9.3 Gy. The shallow slopes of the EBT3 response
curves at higher doses can lead to increased dose uncertainty [112], which might account for some observed
measurement discrepancies under these conditions. Nonetheless, all doses remained below the 10 Gy thresh-
old, thereby reducing concerns about potential inaccuracies due to overresponse behaviours [128, 129].

4.2 Longitudinal relative dosimetry

4.2.1 IDD

The in-depth beam range has been confirmed with an R80-value of 37.9 ± 0.1 cm, aligning with theoretical ex-
pectations and demonstrating stability across multiple irradiations on the same day. This result is consistent
with the findings from Charyyev et al., who reported a comparable R80-value of 37.69 cm for their ProBeam
system operating at 250 MeV [106]. The slight difference observed could be attributed to uncertainties, such
as differences in experimental setup, as well as institutional beam line variations. In support of this, a study
conducted by Langner et al. compared commissioning data of the ProBeam PBS proton beam across different
energies up to 240 MeV at two different ProBeam facilities, finding that the consistency of IDD ranges in water
was maintained within a precision of 0.5 mm [147]. The discrepancy between the results from Charyyev et al.
and this study, coupled with the inherent uncertainties, is considered to be within an acceptable range. Fur-
thermore, since the proton beam range is directly correlated with proton beam energy, beam energy was also
investigated. Within HollandPTC, findings from the same cyclotron by Rovituso et al. highlighted a discrepancy
between the nominal and detected beam energy of 1.0% [97]. It is important to note that these measurements
were conducted on the research beamline, not the gantry beamline. Despite this, the detection of an energy of
248.5 MeV, representing a discrepancy of 0.6%, is not considered a significant outlier. Therefore, the R80-value
is deemed reasonable and typical for a 250 MeV gantry-based beam line.

In addition to the retrieval of the proton beam energy and range, the energy spread σE ,0 was determined
using the Bortfeld function. This determination involved a least-squares fit of Equation A.3.2, showing good
agreement with the measured data but tending to overestimate both in the initial regime and at the Bragg peak.
This discrepancy mainly arose because the Bortfeld fit only considers Coulomb interactions and omits the
nuclear buildup effect in the entrance region, resulting in an elevated start and a slight overestimation at the
peak. Importantly, the Bortfeld function is officially deemed valid only for proton energies ranging from 100 to
200 MeV, suggesting that the results may be skewed for energies outside this range. Furthermore, the energy
purity, determined at 14.8 ± 0.8 MeV and corresponding to a relative purity of 5.9% compared to the initial en-
ergy, contrasts with the expectation set by Bortfeld, which suggests the width of the Gaussian energy spectrum
should be around 1% of the initial proton beam energy, as shown in Table A.3. Therefore, alternative meth-
ods for defining the energy spectrum should be considered. For instance, multiple reports recommend using
Monte Carlo simulation software, such as TOPAS and Geant4, to calculate the FWHM/E0 ratio (where FWHM
is the full width at half maximum and E0 is the nominal proton energy) to define the energy spectrum [100,
148]. Considering that energy dispersion significantly influences the shape of pristine Bragg peaks, and given
that similar in-house calculations have already been conducted at HollandPTC’s eye beamline [98], follow-up
research should extend these efforts to the gantry-based 250 MeV beamline to verify the energy spread.
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Lastly, the IDD measurements were conducted at a nominal nozzle current of 2 nA, with the corresponding
R80-values considered accurate. This accuracy is maintained as saturation issues contribute only a negligible
0.025% discrepancy, attributed to the saturation of the monitor chamber positioned in between the gantry’s
nozzle and water phantom. Although the nominal nozzle current used is below the 9.0 nA FLASH threshold,
increasing it is not recommended due to the introduction of additional unwanted saturation effects. Further-
more, studies like those by Darafsheh et al. on different systems and Langner et al. on a ProBeam system have
demonstrated stability in the IDD across various dose rates [133, 147]. Langner et al., in particular, showed no
dose rate dependence, even with a 50-fold increase in dose rate. These findings suggest that the underlying
physics is unlikely to vary significantly in clinical settings as the nozzle current or dose rate increases.

4.2.2 Saturation effects BPC and MC

To assess the usability of both the Bragg peak and the Monitor chamber in FLASH measurements, the saturation
effects of each chamber were investigated. It was determined that the BPC did not exhibit any significant
changes in ion recombination as the nominal nozzle current increased. Conversely, the MC experienced ion
recombination effects, with the discrepancy between the readings from the two chambers exceeding 0.5% at
a nominal nozzle current of 23 nA. This current corresponds to an instantaneous dose rate of approximately
100 Gy/s. This performance is notably superior compared to the specifications provided by the vendor, which
indicate a maximum dose rate of 10 Gy/s for achieving greater than 99.5% saturation at nominal voltage [117].
The specified dose rate corresponds to a nominal nozzle current of 2.24 nA, reinforcing the accuracy of the IDD
measurements conducted at 2 nA. Additionally, the maximum dose rate for similar ion collection efficiency in
the BPC is 21 Gy/s [116]. Remarkably, the BPC showed no signs of saturation for nominal nozzle currents up
to 215 nA, which is equivalent to nearly 1000 Gy/s. Besides a possibly lower saturation value reported by the
vendor, no clear reasons have been found for this dose rate discrepancy.

4.3 Absolute dosimetry

The absolute dosimetry measurements were conducted using the Advanced Markus chamber within a water
phantom at a depth of 2 cm WET. In this study, the output of the gantry is quantified by the peak dose delivered
per monitor unit for a single spot. This measure was selected because it is independent of the field size, can be
directly correlated to the nominal nozzle current and allows for modelling of the expected dose distribution.
Comparisons of the results with those from other ProBeam institutes that measure in Gy mm2 MU−1 for a sin-
gle field [106, 147] are not performed, which is a limitation of this work and should be considered for future
research activities.

Quantifying the dose in Gy/MU necessitates a simulation, introducing extra uncertainties, two of which
are particularly relevant to this research. Firstly, it is assumed that the Advanced Markus chamber is perfectly
aligned with the central beam axis. However, significant effects from potential misalignment are not expected.
This is because the small detector, when used within a relatively large field, is fully placed within the uniform
field, effectively mitigating any partial volume effects. Secondly, the simulation incorporates the beam en-
velope relationships from Eq. 3.1 to model the spot shape, which influences the dose distribution. Notably,
the output measurements are performed in liquid water, whereas the beam envelope data are obtained in
air. As discussed in subsection 4.1.1, additional scattering in water impacts dose accuracy due to the more
prominent influence of neighbouring spots. This effect results from alterations in spot shape, mostly due to
Cauchy-Lorentz distribution factors and large-angle Coulomb scattering. These factors are not included in this
research and thus are not considered in the simulation, leading to discrepancies in the peak dose reading Dpeak

and consequently, the field-to-peak ratio. Building on the conclusion from subsection 4.1.1, the spot shape in
water should be investigated either through direct measurements or Monte Carlo simulations. The findings
from these investigations can then be incorporated into the output simulations to enhance the accuracy of the
field-to-peak ratio

4.4 Temporal dosimetry

4.4.1 Spot dwell time

As outlined in subsection 2.1.1, the dose delivery behaviour of the gantry exhibits distinct characteristics in
non-saturated and saturated states of the nozzle monitor chamber, which are mathematically represented by
Eq. 2.1 to 2.4. It has been observed that the spot dwell time converges to a constant value of 0.0483 ms per MU
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once the nominal nozzle current surpasses the found threshold of 18.4 nA, indicating saturation of the NMC.
This phenomenon is consistent with findings by Yang et al. from the commissioning of the 250 MeV research
proton beamline at the New York Proton Center, another ProBeam facility involved in FLASH treatment [108].
Similarly, their research identified two distinct regimes — non-saturated and saturated NMC ranges — with
comparable behaviours and characteristics. Yang et al. reported a convergence value for td wel l at 0.0481 ms,
which aligns within 0.5% of the value found in this work. However, despite providing a broad nominal nozzle
current range from 10 to 30 nA, they did not specify an exact threshold value for the NMC to start saturating,
although the value identified in this thesis does correspond with their reported range. Charyyev et al. do re-
port that output was found to be stable up to a beam current of 15 nA, which aligns with the detected nominal
nozzle current threshold of 15.7 nA identified in this study [106]. However, it is unclear whether Charyyev et al.
refer to nominal or detected nozzle currents in their report.

Furthermore, the constant td wel l -value found in this research corresponds to a delivery rate of 20,704 MU/s
in the saturated state. These findings are consistent with previous measurements within HollandPTC, which
recorded a rate of 20,380 MU/s, showing a close agreement within 2%. This discrepancy of 2% is deemed ac-
ceptable as it falls within the intrinsic measurement uncertainty. However, the amount of MU/s could deviate
on a day-to-day basis due to manual settings by Varian. They require manual adjustment of voltage meters in
the gantry nozzle, potentially resulting in variations between different measurement sessions. Ultimately, the
definition of a fixed spot dwell time (and MU/s) results from the saturated NMC and should become obsolete
as the spot dwell time becomes variable across the entire nozzle current range for a non-saturated NMC, a topic
that will be further discussed in Section 4.5.

4.4.2 Scanning speed

The scanning speed of the ProBeam system has been quantified through two different methods. Initially, the
ratio of the scanning speed was determined by comparing the smearing intensity between two spots in both
the x- and y-directions, to establish the relative difference in scanning speeds between these two directions.
An intensity ratio of 3.94 ± 0.05 was established, which is considered accurate when compared to the vendor-
specified ratio of 4, with expected scanning speeds of 5 m/s in the x-direction and 20 m/s in the y-direction
respectively. This value is calculated by averaging the intensity values within a manually defined range where
the dose contributions from the planned spot are assumed to be zero, attributing any detected intensity to
pure smearing. The method does not differentiate between directions within the same dimension, such as left
to right versus right to left in the x-direction; however, no significant differences were observed in this aspect.
Additionally, calculations showed that using the sum of intensities, instead of the average, did not yield any
substantive differences in the outcomes.

Secondly, the magnitude of the scanning speed in both the x- and y-directions is quantified through the
analysis of intermediate events, which are beam spots registered while the beam transitions from one spot to
another. This approach is elaborated in subsection 2.6.2. Measurements are performed using the FlashQ detec-
tor, a strip ionisation chamber with a time resolution of 1 ms. For each time step, the central spot coordinate
is determined through a Gaussian least-squares fit. However, accurately locating the position of intermedi-
ate spots presents challenges due to the movement of the beam during a single time step, causing the FlashQ
reading to smear/flatten and deviate from Gaussian profiles like Figure 3.2. The least-squares fit minimisa-
tion process was observed to align the Gaussian profile, particularly the optimal central coordinates x0 and y0,
with the centre of the smeared reading, even though the width of the Gaussian did not match the spread of
the reading. While, in theory, this should not pose significant issues as long as the fitting algorithm applies it
consistently, this method still introduces additional uncertainties. This is particularly true if the reading for a
single time step is asymmetrical or involves small spot spacings. Also, the issue is especially pronounced in the
y-direction, where the scanning speed is four times greater than in the x-direction, amplifying the likelihood
and impact of flattened and/or asymmetrical readings. Alternative methods for determining scanning speed
that account for the flattening could be of interest. For instance, since the width of the FlashQ reading per time
step is dependent on the speed at which the beam scans across the detector surface, calculating the FWHM and
correlating it to the scanning speed could provide a direct measure of beam movement. Another option could
involve using the Lynx detector, which, unlike the FlashQ, does not have a time resolution because it measures
the full signal while the detector is active. This approach would use the continuous data captured by the Lynx
to estimate the speed from the spread and intensity of the detected signal. Assuming that the beam moves in a
single, consistent direction (only forward, without retracing steps) and that the spot shape remains constant, it
might be possible to determine the scanning speed from a non-time-resolved 2D scintillation detector image
(e.g. Figure 3.15) through a deconvolution of the smeared path with the known spot shape.
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In this study, the scanning speeds were found to be correlated with the spot spacing but ultimately con-
verged to 7.8 ± 0.1 m/s in the x-direction and 29.4 ± 0.9 m/s in the y-direction, values that exceed the vendor’s
specifications of 5 and 20 m/s in the x- and y-direction respectively. These observations could be attributed
to several factors. First, it is observed that for spot spacings less than 20 mm, which are considered clinically
significant, the scanning speed in the x-direction indeed approximates the expected 5 m/s. Therefore, while
higher scanning speeds could theoretically lead to reduced irradiation times and increased local dose rates,
in practice, this effect may be less apparent in clinical settings. Furthermore, the impact of scanning speed
variations on dose rate was also found to be relatively minimal by Huang et al., where a 10% discrepancy in
scanning speed resulted in only a 1% effect on the resultant dose rate for typical clinical plans [71]. Second,
the dependency of the scanning speed on the spot spacing is potentially due to a slow-down effect observed as
the beam nears the next spot. This phenomenon has been visually documented in the spatiotemporal recon-
struction of a single irradiation by Yang et al., which shows a noticeable deceleration upon arrival at another
spot [105]. Assuming the time spent slowing down remains constant irrespective of spot spacing, smaller spot
spacings would exhibit a higher ratio of events affected by this slowing effect compared to normal intermedi-
ate events where the beam scanning is not impeded. The convergence of values for larger spot spacings then
logically follows from the fact that the time slowing down becomes negligible relative to the regular scanning
time. A similar dependency on the spot spacing was identified by Tsai et al., who reported that an increase in
spot spacing within the same scanning direction led to higher scanning speeds before reaching the maximum
scanning speed [149]. Unfortunately, while similar spatiotemporal reconstructions have been performed in
this work (as shown in Figure 3.3, 3.4, and 3.16), the replication of the slow-down effect with the FlashQ was
not feasible. The detector used by Yang et al. boasts a 50 µs resolution, which is twenty times more precise than
the 1 ms resolution of the FlashQ. Hence, to investigate this phenomenon more in-depth, it is recommended
to use a detector with significantly better temporal resolution.

Moreover, variations or discrepancies in speed measurements may be considered normal across different
ProBeam systems. For example, Kanouta et al. report scanning speeds at ISOC of 10± 0.8 m/s in the x-direction
and 25.5 ± 5.1 m/s in the y-direction at their ProBeam gantry at the Danish Centre for Particle Therapy [150].
These findings align reasonably well with another Varian ProBeam facility, where logfile analysis yielded speeds
of 7 m/s and 32 m/s in the x- and y-directions respectively [151]. This indicates that discrepancies are likely due
to intrinsic variations in system performance and potentially conservative estimates from the vendor, which
tend to predict longer beam delivery times than those achieved in practice [75, 152].

Lastly, the scanning speed data points with corresponding error bars from Figure 3.17 are calculated based
on the average and standard deviation of individual averages from the irradiations. However, the error or de-
viation of the distances within a single irradiation itself is not included, thereby potentially underestimating
the total error. This omission is particularly critical for low spot spacings, where the number of intermediate
events is limited and the distances between two neighbouring events per irradiation can vary significantly. This
variation could lead to a larger standard deviation, affecting the accuracy of the calculated values.

4.4.3 Dose rate

In this study, both the instantaneous and field-averaged dose rates are examined, primarily because these mea-
sures are straightforward to calculate and are commonly reported in related research. The IDR in this research
was found to be linearly dependent on the nominal and detected nozzle current with 4.46 and 5.68 Gy s−1 nA−1

respectively. A comparison with commissioning data from the New York Proton Center, reported by Yang et
al., reveals a gradient of 4.06 Gy s−1 nA−1, which is 9.1% lower than the gradient derived from the analysis con-
ducted in this thesis [108]. It is important to note that Yang et al.’s value is calculated based on only two data
points, and thus it should be considered with a significant margin for error. FADRs are also reported by both
Charyyev et al. and Yang et al., with the former observing a similar linear relationship in their FADR calculations
[106]. In this thesis, a FADR gradient of 0.121 Gy s−1 nA−1 is determined. Yang et al. reported a higher gradient
of 0.156 Gy s−1 nA−1 indicating a nearly 30% discrepancy [108]. However, when adjusted for nozzle current de-
viations during measurements for this thesis, a gradient of 0.154 Gy s−1 nA−1 is determined, aligning within 2%.

Discussing the realisation of the FLASH effect, a nominal nozzle current threshold for the IDR to exceed
40 Gy/s was determined at 9.0 nA. Consequently, all single spot irradiations, such as spot shape and beam
envelope assessments, in principle adhered to the main FLASH criterion. In contrast, according to the FADR
calculations for a 5 x 5 cm2, with a 5 mm spot spacing spot list, no FLASH effect was achieved even at the
highest nominal nozzle current. Extending the least-squares fit from Figure 3.18b, the nominal nozzle current
threshold for a FADR exceeding 40 Gy/s is calculated at 331.4 nA.
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It should be noted that these metrics are not realistically applicable in a clinical setting. Determining
whether or not the FLASH effect is achieved through the IDR is not realistic as treatment fields consist of hun-
dreds or thousands of planned spot positions. Furthermore, while the FADR does provide insight into dose
rates, it usually underestimates the local dose rate as compared to more accurate dose rate definitions like the
PBS-DR by Folkerts et al., which takes into account the unique spatiotemporal delivery patterns of PBS FLASH
radiotherapy [88]. Although the relationship between nominal nozzle current and dose rates is linear, this is
not the case for other parameters like field size. Even in scenarios where the field is uniform, the distribution of
spots alters the PBS-DR. The FlashQ system does offer the capability for more complex dose rate calculations
due to its temporal resolution and the ability to correlate counts with delivered doses. This potential was not
explored in this thesis, representing a limitation of the current work. For future research, it is recommended
to perform a calibration similar to that of the SICA, a 2D strip-segmented ionisation chamber array akin to
the FlashQ [105]. Here, measurements were conducted to determine the dose calibration factor that converts
the reading from the SICA into the received dose. While the FlashQ in this study was calibrated against the
FC, the calibration factor relative to the Advanced Markus reading — and thus the dose — has not yet been
implemented. Implementing this would enable both spatial and dose reconstruction over time.

4.4.4 Dose rate constancy

Data collected with the FlashQ over six different measurement sessions within a four-month period revealed
significant dose rate deviations, both between different measurement sessions (day-to-day variation) and within
the same day (beam-to-beam variation). These variations can significantly influence output values and dose
rates because the MIC is unable to adjust the spot dwell time to compensate for these fluctuations due to sat-
uration. Consequently, these variations are directly reflected in the output of the gantry and could potentially
negatively impact the desired FLASH effect.

Day-to-day variations are evident from the discrepancies observed between the nominal/requested nozzle
current and the nozzle current detected by the FlashQ, which directly leads to deviations in the instantaneous
dose rate. The average discrepancy between the nominal and detected nozzle current ranged from a minimum
of -13.9% to a maximum of -23.2%, as depicted in Figure 3.19. While the magnitude of these deviations aligns
with previously reported variations for the ProBeam cyclotron system at HollandPTC, only negative discrep-
ancies were observed, and no clear cause has been identified. It could be possible that this has to do with the
fact that the maximum possible achieved nozzle current in the gantry is 215 nA due to cyclotron limitations
under UHDR conditions. As the maximum requested nominal nozzle current also equals 215 nA, it would be
impossible to measure more than 215 nA due to physical limitations. In addition to intrinsic gantry variations,
discrepancies may also be attributed to the measurement device, the FlashQ, which was calibrated using a
Faraday cup. The suitability of the FC for UHDR measurements is well-established in literature [64, 65, 105,
114]. However, consistent negative discrepancies could potentially be explained by a systematic error in the
calibration of the FlashQ devices, either due to incorrect device settings or errors in the analysis. However, this
is considered unlikely, as the calibrations were performed on separate days and have been thoroughly verified.

Similarly, the New York Proton Center, another ProBeam facility, reported significant discrepancies between
different measurement days with an output variance of 9.69% around their baseline value [105, 149]. These
measurements were obtained through repeated measurements of a 5 x 5 cm2 field with 5 mm spot spacing. Al-
though the output variance value represents variations in absolute dose output measurements, the same study
highlighted a strong correlation, with a ratio close to 1, between dose rate variations and absolute dose output,
thus also quantifying the variation in dose rate across various measurement sessions. Moreover, despite the
irradiated output field being identical to the one in this study, a direct comparison with the values found in
this thesis is not feasible due to differences in definition and because no standard field size was irradiated in
this work. Instead, dose rate constancy was determined through irradiation over various field sizes and nozzle
currents, focusing solely on variations in IDR. However, as part of the FLASH quality assurance process, output
measurements using a similar 5 x 5 cm2 field are already being conducted at HollandPTC, which enables a di-
rect comparison with the New York Proton Center in the near future.

Next to day-to-day variations, beam-to-beam variations are also evident, with an average IDR variance of
3.9% between irradiations on the same day. This variation is smaller than the day-to-day variations, which
aligns with findings by Tsai et al., who not only noted the presence of beam-to-beam variations but also men-
tioned that fluctuations within the same day or experimental session were generally smaller compared to day-
to-day fluctuations [149]. Similarly, Charyyev observed through reproducibility measurements that the dose
and dose rate could vary by 6.4% and 4.2%, respectively, for repeated irradiations [106]. Hence, the presence
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of both day-to-day and beam-to-beam fluctuations at the HollandPTC gantry not only underscores the chal-
lenges faced at this institute but also highlights that this is a common issue across various ProBeam facilities
engaged in the irradiation of FLASH proton beams.

Lastly, a median variance of 1.5% was observed in the instantaneous dose rate within single irradiations.
However, three outliers exhibited a relative variance exceeding 5%. No definitive reason could be identified,
as initial analyses did not reveal any clear correlation between the magnitude of these deviations and other
beam or field parameters. Contrary, Tsai et al. reported day-to-day and beam-to-beam variations of 0.47% and
2.39% respectively for a 5 nA nozzle beam current, while for higher beam intensities, such as a 215 nA noz-
zle current, fluctuations were significantly larger with day-to-day and beam-to-beam variations of 2.14% and
9.69% respectively — more than four times as large [149]. It must be noted that while these findings do not
directly quantify variation within the beam, they indicate that further investigation is warranted. Additional
research into fluctuations within the beam is also recommended, as some longer irradiations have displayed
greater deviation within the beam than the average irradiation standard deviation of 1.5%, occasionally ex-
hibiting a sinusoidal pattern over time within the same irradiation. Depending on the spatiotemporal aspect of
the treatment plan, this could lead to significant local deviations in both dose and dose rate, which may require
additional corrections or margins when creating future clinical treatment plans, as discussed in section 4.5.

4.5 Reproducibility & QA

This thesis has characterised four dosimetric categories of the UHDR proton transmission beam at HollandPTC,
with corresponding characteristics measured across various days over a four-month period. However, most
measurements were conducted on a single day. This means that although quality assessment for the same day
is complete and comparisons with other institutes are feasible, the majority of the characteristics and their cor-
responding values have not been verified over time. Consequently, this section focuses on the reproducibility
of the results and explores and summarises the extent to which follow-up research and an extensive quality
assurance programme are necessary for certain characteristics.

First, characteristics are identified that do not necessitate extensive follow-up research and can be inte-
grated into regular machine QA guidelines as described by Spruijt et al. and in the AAPM TG-224 report [90,
91]. This category includes the spot shape, beam envelope, IDD and spot dwell time. As discussed in corre-
sponding sections, these values have been reported as averages of repeated measurements on the same day.
For instance, the deviations measured in the spot shape both on the same day and when compared with an-
other measurement session were deemed clinically insignificant. Unless there are physical changes or adjust-
ments made to the settings of the gantry, it is not expected that the spot shape will undergo clinically significant
changes over time. Moreover, deviations found in the repeated measurements of the IDD were minimal, and
it is possible that deviations between values measured on separate days fall within the guidelines of the AAPM
or are attributed to experimental setup deviations, especially since a significant part of the uncertainty in the
mean of the values found in this work consisted of experimental setup uncertainties. Therefore, it suffices to
include them in a regular QA programme, where the frequency at which the values are validated — for example
daily, monthly, or yearly — depends on the QA guidelines by Spruijt et al.. Note that a limitation of this work
was the fixed gantry angle of 90 degrees. While no changes are expected, the impact of the gantry angle should
ultimately be checked when working towards full clinical implementation [106]. Lastly, a separate but similar
characterisation should be performed for the second ’Luit’ gantry at HollandPTC when this gantry is commis-
sioned for use in proton FLASH radiotherapy, after which the same QA program can be followed.

The second category encompasses characteristics that require more research, including a thorough inves-
tigation over time. This group includes the spot position, output, scanning speed and dose rate (constancy). In
this work, spot position data were gathered from measurements conducted on a single day. Given that accurate
dose delivery relies heavily on the lateral accuracy of the gantry, the spot position should also be thoroughly
investigated over time. The focus should be on aligning the FlashQ with the isocentre. In the measurements
performed, a manual correction was applied to account for what was deemed a misalignment with the isocen-
tre. However, no cross-check was conducted if the magnitude of the misalignment corresponded to for instance
the position of the individual strips in the FlashQ, as these may be positioned within the device and not directly
at the surface of the device.
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Regarding the scanning speed, it is important to verify its stability over time. This consideration may seem
contrary to findings by Tsai et al., who reported minimal variance in scanning speed on their ProBeam system,
noting that even a 10% discrepancy in scanning speed results in only a 1% effect on the resultant dose rate for
typical clinical plans [71, 149]. However, further research is warranted, particularly for spot spacings within the
clinical range (< 20 mm). In these scenarios, scanning speed can decrease by almost 50%, which is significantly
lower than the convergence value. Such substantial reductions can lead to significant differences in dose rates.
Combined with the observation that the standard deviation for these data points (see Figure 3.17) is signifi-
cantly larger for smaller spot spacings, this underscores the need for studies in the clinically relevant domain.

Lastly, there is the issue of the constancy of the output, and consequently, the dose rate. Although this is
already measured extensively in this work - both on the same day and across multiple measurement days -
the potential consequences of dose rate fluctuations are significant enough that further research is warranted.
The fluctuations are primarily caused by the inability of the NMC to regulate dose delivery due to saturation
effects. Future research should focus on developing or acquiring an NMC that does not saturate under the
nozzle currents and dose rates required for FLASH irradiations. This would enable direct verification of dose
delivery during irradiation, allowing for adjustments to the spot dwell time, thereby significantly enhancing
the accuracy of dose delivery. If upgrading or replacing the NMC is not feasible, a daily QA program should be
established to determine the average variation on any given day, prior to patient irradiation. An example of a
proton QA field that can be irradiated is provided by Tsai et al. [149]. This approach would enable proper scaling
of the monitor units to ensure that the correct amount of dose, as originally planned, is delivered. Additionally,
it is advisable to incorporate extra margins, such as planning for higher dose rates, to ensure that fluctuations in
dose rates due to gantry variations do not result in clinically significant deviations. For instance, it is crucial to
ensure that dose rates do not fall below 40 Gy/s, regardless of gantry fluctuations, to maintain the effectiveness
and potential benefits of proton FLASH RT.





5
Conclusion

As part of the commissioning process of the gantry-based proton FLASH beam line at HollandPTC, the aim of
this thesis was to characterise the 250 MeV ultra-high dose rate (UHDR) continuous scanning proton trans-
mission beam. The characterisation was successfully achieved by exploring four key categories on the ’Citer’
ProBeam gantry: lateral and longitudinal relative dosimetry, absolute dosimetry, and temporal dosimetry.

The investigation has confirmed that the spot shape remains clinically stable across the entire range of
requestable nozzle currents. This enabled the full spatiotemporal reconstruction of individual irradiations,
which were measured using the FlashQ strip ionisation chamber. The resulting data demonstrated robust lat-
eral beam accuracy with a spot position accuracy within 0.15 mm, fully compliant with AAPM TG-224 stan-
dards. Additionally, with a discrepancy of 0.2 mm, the IDD measurements aligned well with those from an-
other ProBeam facility, although the detected beam energy was slightly lower than nominal, at 248.5 MeV. The
FlashQ’s time resolution of 1 ms allowed for the quantification of both the spot dwell time and scanning speed.
The scanning speed was found to correlate with spot spacing and converged to values of 7.8 ± 0.1 m/s in the
horizontal direction and 29.4 ± 0.9 m/s in the vertical direction at the isocentre. These values, although higher
than the vendor’s specifications, did align with findings from another ProBeam institute. However, although
higher scanning speeds could theoretically lead to shorter irradiation times and higher local dose rates, these
effects may be deemed not clinically relevant. Ultimately, the characterisation parameters can serve as input
parameters for a treatment planning system and also facilitate the calibration of readings from the FlashQ, en-
abling its use as a reference monitor chamber. This allows for the retrospective retrieval and simulation of the
full spatiotemporal and delivered dose (rate) of individual FLASH irradiations.

Significant challenges were identified due to the saturation of the nozzle monitor chamber (NMC) at high
nominal nozzle currents. This saturation introduced a current dependency on the dose delivery per monitor
unit (MU), complicating the consistency of dose administration. This issue was further compounded by signif-
icant day-to-day variations in the nozzle current, ranging from -13.9% to -23.2%, and beam-to-beam variations
with an average deviation of 3.9%, collected across six measurement sessions. This was mitigated by scaling the
MU and using the FlashQ as a reference monitor chamber, thus allowing for further in-depth UHDR research.

To address the challenges highlighted in this study and enhance the reliability of the proton FLASH beam
line at HollandPTC, several recommendations are proposed. First, a deeper insight into day-to-day variations
is essential. Implementing daily quality assurance (QA) measurements to assess nozzle current - and thus dose
rate - variations could help account for these variations, leading to more consistent and accurate dose delivery.
Ultimately, a non-saturating NMC should be considered to resolve issues related to nozzle current variations
effectively. Additionally, a robust QA program should be established to monitor parameters like scanning speed
and spot position accuracy over time. This will ensure that any deviations from expected parameters are identi-
fied and corrected for when they exceed predefined tolerance limits, thereby maintaining the integrity of treat-
ment delivery. Lastly, this research is limited to the use of UHDR transmission proton beams to achieve suffi-
ciently high proton beam intensities. Further investigation into the implementation of pencil beam scanning
FLASH beams is necessary to realise Bragg peak conforming proton FLASH radiotherapy, which fully utilises
the intrinsic benefit of conventional proton therapy, specifically high dose conformity while sparing healthy
tissue.
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A
Appendix

A.1 Spot shape

Table A.1: Overview of the test statistics for the unpaired t-test and Mann-Whitney U test. For each spot shape parameter
σx , σy and θ, both tests are used to compare the corresponding parameter distributions for the 10 and 215 nA nozzle
currents. The statistic value can only be used to verify the performed analysis, the p-value is used to either accept or reject
the null hypothesis.

σx σy θ

Test type Statistic p-value Statistic p-value Statistic p-value

Unpaired t-test 3.29 0.00 -2.70 0.02 0.70 0.49
Mann-Whitney U 21 0.03 17 0.01 65 0.28

A.2 Beam envelope
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Figure A.1: Beam envelope of the 250 MeV proton beam. The spot sizes σx and σy for each nozzle current are plotted
against the relative position with respect to the gantry’s isocentre (ISOC = 0 cm). Positions towards the gantry are repre-
sented by positive x-axis values, while positions away from it are indicated by negative values. The error bars represent the
maximum standard deviation for σx and σy from Table 3.1. The current-averaged data points can be found in Figure 3.6.
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A.3 IDD

Table A.2: Overview of all contributions to the total water equivalent thickness (WET) for the R80 calculation. The Bragg
peak chamber is abbreviated as BPC.

Contribution WET [mm]

Bragg peak chamber 4
Monitor chamber 0.36

Blue Phantom 2 entrance window 6.35
Water between BPC and entrance window 1

Total 11.71

A.3.1 Bortfeld function

The Bortfeld function is an analytical approximation for therapeutic Bragg curves, published in 1997 by Thomas
Bortfeld [16]. The theoretical model is based on the parameters presented in Table A.3.

Table A.3: Overview of the used constants and parameters for the Bortfeld function. The given values are solely valid for
protons in water. E0 is the initial energy of the proton. The last two parameters (σE ,0 and ϵ), are machine specific values.
Table is adapted from [16].

Symbol Description Value Unit

p Exponent of range-energy relation (see R0) 1.77 -
α Proportionality factor (see R0) 0.0022 cm MeV−p

R0 Proton range αE p
0 cm

β Slope parameter of fluence reduction 0.012 cm−1

γ Fraction of locally absorbed energy released in nonelastic nuclear
interactions

0.6 -

σmono Width of Gaussian range straggling 0.012R0.935
0 cm

σE ,0 Width of Gaussian energy spectrum ≈ 0.01E0 MeV
ϵ Fraction of primary fluence contributing to the "tail" of the energy

spectrum
≈ 0.0-0.2 -

These parameters are used in the theoretical expression for the depth-dose distribution D(z), given by:

D(z) =Φ0
e−ζ

2/4σ1/pΓ(1/p)√
2πρpα1/p (1+βR0)

[
1

σ
D−1/p (−ζ)+

(
β

p
+γβ+ ϵ

R0

)
D−1/p−1(−ζ)

]
(A.3.1)

with D the parabolic cylinder function [153], Γ the gamma function, ρ the mass density of the medium, z the
depth in the medium and ζ defined as (R0 − z)/σ. However, due to the formula’s length and divergence for
ζ> 20, Eq. A.3.1 is numerically impractical to fit. Therefore, various assumptions and simplifications are made
to rewrite the Bortfeld function to a computationally simpler form. As a result, the dose-depth distribution in
water DH2O(z) is given by:

DH2O(z) =Φ0
e−(R0−z)2/4σ2

σ0.565

1+0.012R0
×

[
11.26σ−1D−0.565

(
R0 − z

σ

)
+ (0.157+11.26ϵ/R0)D−1.565

(
R0 − z

σ

)]
(A.3.2)

This equation can be computationally fitted as it only depends on four parameters: R0,σ,ϵ and p. For the
determination of the energy spectrum, the Gaussian energy spectrum parameter σ is of interest. From theory,
this parameter is proportional to both σmono and σE ,0 through:

σ2 =σ2
mono +σ2

E ,0

(
dR0

dE0

)2

= (0.012R0.935
0 )2 +σ2

E ,0α
2p2E 2p−2

0 (A.3.3)

The only unknown in this equation isσE ,0 as all other parameters (includingσ) are either given or fitted. Hence,
the value of the width of the Gaussian energy spectrum (in MeV) can be determined. The accuracy of the fit
can be verified by comparing the fitted values of R0 and p to known values as R0 is a function of the proton
beam energy and p ≈ 1.77.
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A.4 Saturation effects BPC and MC
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Figure A.2: (a) Saturation curve for the Bragg peak chamber (BPC) and the 7862 monitor chamber (MC) against the detected
nozzle current. A separate second-degree polynomial fit is performed for both detectors. (b) The difference ∆ between the
normalised reading from the BPC and MC overlaid with a linear fit.

A.5 Output

Table A.4: Overview of all contributions to the total water equivalent thickness (WET) for the output measurements. The
Advanced Markus is abbreviated as AM.

Contribution WET [mm]

FlashQ 0.76
Water phantom entrance window 3.36

Distance between AM-holder and AM window 1.1
AM window 1.04

Total 6.26

A.6 Spot dwell time
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Figure A.3: (a) The spot dwell time per MU as a function of the detected nozzle current, measured by the FlashQ detector.
The dashed curve represents the inverse-proportional relationship between spot dwell time and nozzle beam current in
the absence of saturation. (b) The saturated spot dwell times plotted as a function of the the MU per spot. A linear fit is
performed to investigate the linearity.
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A.7 Dose rate
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Figure A.4: The (a) instantaneous dose rate and (b) field-averaged dose rate as a function of the detected current, with a
linear fit included. The plotted data points represent the average dose rates calculated from four different dose levels for
each specific nominal nozzle current, with error bars indicating the uncertainty in the mean.

A.8 Coupling FlashQ and Faraday cup
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Figure A.5: (a) Histogram of the relative difference in detected nozzle current between the FlashQ and Faraday cup. (b)
Probability density estimations of the detected nominal nozzle current deviation detected by the FlashQ and Faraday cup.
The deviation is calculated through Eq. 2.7.
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Figure A.6: Photos of the original FlashQ (left) and the loan FlashQ (right) for comparison. The original FlashQ is charac-
terised by its sharp edges and includes two metal side panels, with a metal grating at the front. In contrast, the loan FlashQ
features a fully white casing with more rounded edges.
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