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Abstract

Machine learning is still one of the most rapidly growing
fields, and is used in a variety of different sectors such
as education, healthcare, financial modeling etc(Jordan and
Mitchell 2015). However, along with this demand for ma-
chine learning algorithms, there comes a need for ensuring
that these algorithms are fair and contain little to no bias.
Tools like Fairlearn1 and AI Fairness 360(AIF360)2 allows
developers and data scientists to examine their codebase ac-
cording to specified fairness metrics and mitigate any fairness
related issues. This study aims to determine how practition-
ers use the separate toolkits and whether their practices are
differ by the toolkit they choose to use. To do this, we con-
ducted 29 think-aloud interviews with industry practitioners
to understand how they would use Fairlearn and AIF360 in
practice. The results show that fairness is a socio-technical
challenge. While the toolkit does allow for participants to be
structured in their approach, and raise awareness for fairness
related harms, at the end of the day the fairness toolkit only
provides technical help to find harms that the individual was
already aware about. Based on the findings, we then suggest
the design for a fairness toolkit that can help practitioners ap-
proach fairness in the most ideal manner. This toolkit would
include a way to have interdisciplinary collaboration, have a
larger focus on explainability, and give clear guidance to its
users regarding fairness related harms.

Introduction
Machine learning has been able to transform many aspects
of our life. Whether it is altering our daily life by provid-
ing access to advanced recommender systems such as Net-
flix(Steck 2022), or helping us manage network congestion
control(Ye et al. 2018), it has become a prevalent part of our
current society. However, along with the benefits, some new
challenges are introduced during the process as well. This
is where the concept of fairness is introduced, as algorithms
which have impacts on people’s lives need to be monitored
to ensure that they are making their judgements in an ethi-
cal manner and function with little to no bias. Determining
whether an algorithm is fair, is a difficult task as the defini-
tion of fair itself is unclear.
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1https://fairlearn.org/
2https://aif360.mybluemix.net/

Difficulty of Defining Fairness
There are at least 21 different definitions of what fairness
could potentially mean(Narayanan 2018). Each definition
has different metrics to measure it, and different algorithms
to mitigate it(Garg, Villasenor, and Foggo 2020). This might
suggest that fairness can be simplified into one or several
of the mathematical descriptions or metrics. Then, the main
concern would be to satisfy said metrics. However this is
not the case as fairness of an algorithm is dependent on the
use-case and the stakeholders involved. This is because it is
impacted by both social and technical issues(Dolata, Feuer-
riegel, and Schwabe 2021). Therefore in order to approach
it properly, it needs to be viewed as a socio-technical issue
in which both aspects need to be considered.

This socio-technical perspective can be defined
as finding a way to incorporate the social compo-
nent(structures,cultures,economic systems etc.) along
with the technical component(software, hardware, data
sources etc.)(Dolata, Feuerriegel, and Schwabe 2021) to
fully understand how to define what is fair in the scenario
and then to understand where the bias might lie and how to
properly mitigate it.

Importance of Investigating Fairness
While defining fairness is a difficult task, accounting for fair-
ness is an extremely important issue. As mentioned above,
machine learning has been introduced in many aspects of
our current society. Some of these domains in which ma-
chine learning is being used can have major repercussions
on an individuals life. Examples of two domains where this
might be the case are credit scoring(Dastile, Celik, and Pot-
sane 2020), and criminal justice forecasting(Berk 2012). A
well known example of when negative repercussions oc-
curred due to there not being a proper analysis of fairness
was with the tool COMPAS. This tool was supposed to as-
sess if a participant should be discharged or not. In practice,
it was found to incorrectly classify black defendants as ”high
risk” substantially more than the white defendants(Corbett-
Davies et al. 2017). While this algorithm was intially made
in the 1990’s 3, it is still a point of debate to this day. Ma-
chine Learning experts are still trying to find the right defini-

3https://www.uclalawreview.org/injustice-ex-machina-
predictive-algorithms-in-criminal-sentencing/



tion of fairness in this scenario along with the right metrics
to detect it(Wang et al. 2022).

Introduction of Fairness Toolkits
Due to the difficulty of assessing and mitigating fairness,
fairness toolkits were developed. These toolkits aim to aid
ML practitioners in evaluating and mitigating fairness within
their systems. There are more than 6 open-source toolkits
which have been developed for this exact reason(Lee and
Singh 2021). Due to the importance of the matter, major cor-
porations such as IBM4, Microsoft5 have all been involved
with developing their own toolkits. The two most most pop-
ular toolkits are Fairlearn6 and AI Fairness 360(AIF360)7.
Fairlearn is an open source toolkit which contains 17 bias de-
tection metrics as well as 4 mitigation algorithm(Bird et al.
2020). AIF360 is also an open source toolkit which consists
of over 71 bias detection metrics as well as 9 mitigation tech-
niques.

Reasoning Behind the Research
Due to the importance of this topic(Hutchinson and Mitchell
2019), there is quite a bit of research done on the toolk-
its available on the market(Lee and Singh 2021). However,
there does seem to be a lack of research on comparing how
the two toolkits are being used by practitioners. The sole
article which discusses this exact topic, only takes into ac-
count practitioners with no prior toolkit knowledge(?). Also,
the majority of the data collected was from an online survey
which would not clearly demonstrate how practitioners use
the toolkit in practice.

The reasoning behind why this topic is important is be-
cause of the already mentioned repercussion of an unfair al-
gorithm. No single practitioner will have the domain knowl-
edge to conduct a full fairness analysis(Amershi et al. 2019).
Since we also know that there is no single definition of fair-
ness, it is of utmost importance to guide these practitioners
to consider the ”socio-technical” perspective of harms in a
structured manner. Understanding how practitioners use the
toolkit, will help developers in the future to design toolkits
according to what is actually required from the practitioner.
It is also important to ensure that these toolkits are not being
designed in a way which constrains the view of fairness, as
it was discussed earlier that it is a broad topic and the defi-
nition that needs to be used is dependent on many factors in
the use case. Due to this reasoning, the following research
question for this paper was formulated;

“To what extent are practices for practitioners who use
fairness toolkits fragmented by the different fairness toolk-
its?”

Within this paper, we will conduct 29 think-aloud inter-
views to understand how practitioners use the two differ-
ent toolkits. We first designed realistic use-cases with which
practitioners could develop a ML model. During each inter-
view, we talked in depth with the practitioners about how

4https://aif360.readthedocs.io/en/latest/modules/metrics.html
5https://github.com/microsoft/responsible-ai-toolbox
6https://fairlearn.org/
7https://aif360.mybluemix.net/

they would mitigate and detect harm in each stage of the
ML pipeline. We asked them to determine which metrics and
mitigation techniques they might use, and also asked them to
give explanations as to why they would do so.

After the investigation, we determined that there were
several aspects of the toolkit which could be changed to
help the practitioners. We determined the need for interdis-
ciplinary collaboration, a need for explainability and clear
guidance from the toolkit.

Related Work
In this section, there will be a discussion regarding the pre-
viously mentioned article with a similar research question
along with a more detailed description of the fairness toolk-
its.

Previous Research
The article which discusses the concept which we are try-
ing to investigate in this paper was already mentioned, and
it aims to find how ML practitioners use fairness toolkits.
To reiterate, the main differences are that these practitioners
have no prior knowledge of the toolkits and most of the data
is collected through online questionnaires. The two main
outcome of this research was(Deng et al. 2022);

• Practitioners need to be guided through the process of
eliminating harms, and that future toolkit designer should
aid users in not committing the ML fairness pitfalls.

• Toolkits need to support interactions and collaborations
across all roles in the industry.

Detailed Description of Fairness Toolkits
ML toolkits consist of both bias mitigation algorithms as
well as bias metrics. These metrics allow for a user to asses
how much fairness related bias there might be in their ML
system. The mitigation algorithms allow for the user to then
decrease bias after it has been detected by the metric. The
open-source nature of the current most popular toolkits, al-
lows for the user to clearly understand how those metrics and
mitigation algorithms were developed to ensure that they are
using them in the proper manner.

Fairlearn Initially developed in 2018 by MicrosoftRe-
search as an aid for a research paper(Agarwal et al. 2018). It
provides users help with regards to not only mitigating and
detecting fairness but also how to talk and write about fair-
ness as well8. It also has a multitude of resources that help
aid in raising awareness of the difficulty in assessing fair-
ness and guiding users to the proper ways to do so. In fact, it
also addresses the socio-technical challenge which was men-
tioned above9. The development team holds weekly discord
calls in which all users are allowed to join and address any
concerns/bugs.

AIF360 AIF360 was developed by IBM, and it is clear in
stating that it helps users in detecting/mitigation bias in all
stages of the ML pipeline(pre-processing, in-processing and
post-processing). It’s a comprehensive toolkit which also

8https://fairlearn.org/v0.7.0/contributorguide/howtotalkaboutfairness.html
9https://fairlearn.org/main/userguide/fairnessinmachinelearning.html



contains a demo on how to use it as well as other example
Jupyter notebooks which can be studied by users. It con-
tains an R package alongside a Python package to cater to a
wide range of practitioners. The toolkit states ”should only
be used in a very limited setting: allocation or risk assess-
ment problems with well-defined protected attributes.10”.

Method
The goal of this research is to determine whether the prac-
tices for practitioners who use fairness toolkits are frag-
mented by different fairness toolkits. In order to do this,
we conducted 29 interviews with ML specialists with vary-
ing degrees of knowledge. The exact process we used is de-
scribed in detail below.

Participant Recruitment
To recruit participants, we initially used social networks
such as Linkedin, Slack and Discord to directly contact in-
dividuals we knew with some ML knowledge. These con-
sisted of professionals both in Academia or working in the
Industry with some Machine Learning knowledge. We asked
these individuals what their level of expertise and domain of
knowledge was, to ensure that we had a varied group of in-
terviewees. Alongside this, we also used the snowball sam-
pling strategy and asked the individuals to recommend other
professionals who could potentially be interviewed as well.
Thereafter, they were invited for an in-depth structured in-
terview on fairness in ML.

10 participants had prior with experience in Fairlearn.
Then, 9 participants with experience in AIF360 and finally
10 participants with no experience in either toolkit. Table 1
and Table 2 shows the details of the 19 individuals who were
asked to participate in the interview and who had prior expe-
rience with the toolkit. This table shows some details about
the participants along with their background. A description
of their experience with either toolkit has been described as
well which is split into three categories. An individual is
given ”expert” if their experience with ML is 5+ years or
if they are an active contributor to the toolkit. ”Proficient” is
given when an individual has been a contributor in the past,
or has around 2 years of ML experience. ”Advanced begin-
ner” has been assigned to the remaining participants who
have prior knowledge of the toolkits but do not fit into the
previous criteria. Since the most details are required from
the participants with knowledge of the toolkits, the rest of
the participants and their details are shown in Section 1 of
the Appendix.

Interview Guide
For the interview itself, we used a think-aloud semi-
structured interview approach. Before conducting the inter-
view, we determined a set of questions we were going to ask
the participants, as well as the two use-cases we would use.
The exact questions are shown in Section 2 in the Appendix,
and the use-cases are described in Section 2 as well. The lay-
out of the interviews was different for participants with prior

10https://aif360.mybluemix.net/resourcesguidance

Figure 1: Participants with Fairlearn Experience

Figure 2: Participants with AIF360 Experience

knowledge of the toolkits and the ones without. While the in-
terview took one hour for participants with prior knowledge
of the toolkits, in the case of a practitioner with no prior
knowledge, the interview lasted for 2 hours. There were 19
interviews of participants with prior knowledge and 10 in-
terviews with practitioners who had no prior knowledge of
the toolkits. The process is described in more detail below.

Participants with no prior knowledge of the toolkits
This interview consisted of an initial exploration of Use-
case 1 by the participant. Afterwards, five participants were
given a demo to Fairlearn and the remaining five were given
a demo to AIF360. The process after this point was the exact
same as the process for the participants with prior knowl-
edge as described below.

Participants with prior knowledge of the toolkits This
interview was separated into four sections. Even though ten
participants were using Fairlearn and ten participants were
using AIF360, the layout of the two interviews was the same.
The first section is regarding the background questions we
have for the participants. The second section is regarding
the open exploration of the use-case provided. The third sec-
tion is for asking them clarifying questions on the harms
they mentioned, as well as having a larger discussion on the
harms they did not. The fourth and final section is regarding
their ending thoughts on the toolkits themselves.



Before conducting the interviews, we asked the partici-
pant if they would be willing for us to record and transcribe
the interview. We also provided them with an ethics form
in which we asked for their approval on us using the con-
tent from the interview. This is given in Section 3 in the
Appendix. In total we collected approximately 40 hours of
recorded interviews from the 29 different sessions.

Coding Process
The way in which the qualitative data was analyzed was us-
ing a mix of deductive and inductive coding processes. For
the deductive coding process, we determined some baseline
codes which could be used as a basis for analyzing the re-
sults. These codes were only a small part of the final codes
which were collected, and were regarding the harms found in
the use-case. The rest of the codes were developed using an
inductive coding process. In this process, there are no prede-
termined codes against which you analyze your qualitative
data. The codes are developed using a bottom-up approach
as they’re determined as you analyze the interviews(Thomas
2006).

The first step to this approach was to transcribe all the in-
terviews from the video recordings. During this process, the
initial concept of the codes which would be used was already
created. After the initial codes had been created, we went
through each interview thoroughly and used the tool AT-
LAS.ti11 to determine where in the transcript certain codes
were spoken. As inductive coding is an iterative process, we
encountered other interesting codes I might want to include
in the analysis as we analyzed the transcriptions. If we de-
termined that we wanted to include the new code, we would
go back to the already analyzed transcripts and check for the
code there too.

The final codes we created are shown in Section 4 of the
Appendix. After creating these codes, we went through the
interviews a final time to pick out any insightful or important
quotes from the transcriptions. After compiling these into
understandable themes and patterns, the stage of showing
the results was reached.

Results
Usage of Fairlearn by experienced practitioners
The Fairlearn package itself has two components. Firstly,
there are the 17 fairness related metrics it provides, and sec-
ondly there are the 4 mitigation algorithms which help the
user mitigate any fairness related issues. In order to under-
stand how each of the two components were used, we will
talk about both separately. In this section, all the partici-
pants mentioned will be referenced according to their num-
ber given in Figure 1.

Before looking at the specifics of metrics and mitiga-
tion algorithms it’s important to discuss some general topics
which were brought up by the participants.

General

• The first general comment was that all the participants
wanted to make it clear that while they were describing

11https://atlasti.com/

their process to us, they would be involving domain ex-
perts at many different stages of the cycle. For example,
when P1 was asked to describe their pre-processing of
the data, they said ”I would work together with a domain
expert on this.” P6 mentioned that they would also use
knowledge of the expert while figuring out which metrics
are most applicable. P8 also mentioned that as a Princi-
ple Data Engineer, they would also need to involve many
other stakeholders in this process such as data scientists,
domain experts and people from the business.

• The second general comment is related to that as 3 out of
the 10 individuals[P6,P8,P9] mentioned how this tool is
important as it is easy to use for people in the business
who do not have much technical knowledge. Those com-
ments can be summed up in those quote by P6. ”Having
a toolkit like this allows for the business to understand
Fairness in ML. [With the metrics] they can see what it
consists of.” What was interesting here was that the indi-
viduals who mentioned the business are all currently in
the industry and they all have 2+ years of experience.

• The third general point was that 5 out of the 10 partici-
pants[P1,P2,P6,P8,P9] mentioned the fact that Fairlearn
holds weekly community call in which they can address
their concerns. When P2 was asked why they chose to
use Fairlearn over other toolkits, they responded with ”I
can get help for my questions. The community is active.”

• The next point to make is regarding the design choices
that Fairlearn has made. P6 stated ”Fairlearn’s design
choices are more deliberate and it shows what they
suggest users to do.” They also stated ”I really like
it[Fairlearn] because it builds up on Scikit learn, mak-
ing it easy to use”. This sentiment was echoed by
[P1,P2,P4,P4,P7,P9].

• The last comment to make is regarding when partici-
pants chose to use Fairlearn over AIF360. There were
only four participants[P1,P2,P8,P9] who claimed to have
some knowledge of AIF360 as well. When P1 was asked
why they chose to use Fairlearn, they responded with
”Have you ever tried to import data into AIF360?”. This
was done in a manner which obviously insinuated that
this process was tedious and unnecessary. [P2,P8,P9] all
stated that the reason they would choose one over the
other was how easily one would be able to integrate with
their current process. This was clearly seen in this quote
by P2 ”They are more or less the same[Fairlearn and
AIF360]. Most of this type of work is in Colab, then
I would go for using Fairlearn because it’s convenient
and easier. If using a low-code environment, then I add
AIF360 as its convenient for me to use this as a plugin”.

Metrics
When it comes to the actual usage of the metrics, we saw

that 6 out of the 10 participants mentioned that they would
use the metrics provided by Fairlearn[P1,P2,P5,P6,P8,P9].
One participant refrained from mentioning any specific met-
ric and said ”I wouldn’t have the best idea on what metric
to use myself. Maybe a doctor would know best[in this use-
case].” The other three individuals expressed similar views
on the Fairlearn metrics which can be demonstrated with



this quote ”Yes, I could use Fairlearn capabilities, but I just
use scikit-learn12. I’m more used to that.” Interestingly, out
of the 17 metrics Fairlearn provides, individuals who did
choose to use Fairlearn metric used a combination of 5 of
them. [P1,P2,P5,P6] all used the same combination of using
FPR, TPR, FNR, and selection rate as their metrics. What
is interesting to note is that [P1,P2,P6] were classified as
an ”Expert” while P5 was classified as ”Proficient”. The
other metrics which was used by both P8 and P9 was demo-
graphic parity difference. Again, we saw that both of these
individuals was classified as ”Proficient”.

Mitigation Algorithms
Only 5 out of the 10 participants mentioned that

they would use one of the provided mitigation algo-
rithms[P2,P5,P6,P8,P9]. Out of the 4 bias mitigation algo-
rithms, three of them were mentioned. While P6 did not
mention any specific algorithms that they would use, they
did mention the frequency with which they use these tools
in this quote ”I use the stuff[bias mitigation algorithms]
that Fairlearn provides quite often. Especially when working
with non-profit partners or other teams. The first thing we
try are Fairlearn’s mitigation strategies, if those don’t work
that’s when we try other things.” Three[P2,P5,P8] of the five
individuals mentioned that they would use ThresholdOpti-
mizer. The other two mentioned using Gridsearch[P6,P9].
What was interesting here was that out of these five individ-
uals, [P5,P8,P9] were classified as ”Proficient” and [P2,P8]
were classified as ”Expert”.

While it was interesting to see what mitigation algorithms
the participants chose to use, what was most interesting in
this section, were the quotes from the participants who re-
frained from using any mitigation algorithms. While in the
metrics section, all the participants who did not use any met-
rics from Fairlearn were still open to using them in the fu-
ture, some of the participants who refrained here were very
adamant that with the current state of the algorithms they
would not be using them. P1 who was deemed an ”Expert”
stated ”the Fairness Mitigation algorithms are not at the
stage where I think they should be”, they then went on to say
”I am a fan of thorough assessment rather than blindly op-
timizing for something”. P4 mentioned ”I don’t think there
are that many for now, the few that are there are look nice
but I know a few are lacking.” Even though P8 mentioned
that they would use Threshold Optimizer, they followed up
with ”But it’s not just about ticking checkboxes. What I see
in practice is that a real life dataset is different to the training
dataset. I could use Threshold Optimizer but it is optimized
for my training data, and when it will be used in real life it
could produce really weird results and will need to be re-
calibrated.”

Algorithmic harms The algorithmic harms were split up
into four different sections:task, dataset and transforma-
tions,building of models and evaluation of models. In this
section, we will give some idea of what was discussed per
section but To see the accumulated algorithmic harms each
participant picked up in detail please refer to this link.

Task
12https://scikit-learn.org/stable/

There didn’t seem to be much of a focus of the partic-
ipants in this area. 1 out of the 3 harms was picked up
by 8 participants. This harm was called Undesired Task.
Even them, 3 of the participants[P5,P6,P7] had been directly
asked about it before giving an opinion on the harm.

Dataset and Transformations
There were three sub sections in this area:data at-

tributes,data population and data errors.
In the data attributes section, proxies was the harm which

was most referred to as it was mentioned by all of the par-
ticipants. There were two harms in this section which were
only discussed by two participants. The first was oversim-
plified attributes which was discussed by P1 and P6. The
second was attributes transformation which was discussed
by P1 and P5.

In the data population section, 3 out of 4 harms were ex-
tensively mentioned. However one of those harms(Incorrect
Labeling) had 8 out of 9 participants who had be asked
about the topic before they gave a reflection. The one harm
which was less mentioned in this section was Concept Drift
and Covariate Shift as only three participants picked it
up[P2,P8,P9].

Interesting, the data errors section was the section was the
most complete. Duplicates was the harm which was men-
tioned by the least number of participants, and all 7 partici-
pants who gave a reflection on the matter had to be directly
asked to do so. All the harms were mentioned by at least 9
participants.

Building of Models
Again, this section was mentioned by quite a few partici-

pants. The choice of model was discussed by all participants
besides P5. P5 said ”harm is caused by data not the model”.

Evaluation of Models
Once again, this section was also a focus of the conversa-

tion for many participants. 4 out of 6 harms listed here were
mentioned by at least 8 participants. The two harms which
were least mentioned are Output vs Outcome and People out-
side predictions.

Usage of AIF360 by experienced practitioners
The AIF360 package once again includes the two compo-
nents mentioned above. It has 71 bias detection metrics and
9 bias mitigation algorithms. Once again to understand in
detail how practitioners use both of these things, we will
talk about them separately. In this section, all the partici-
pants mentioned will be referenced according to their num-
ber given in Figure 2.

General Again, before diving int metrics and mitigation
algorithms, we will discuss some more general comments
made by the participants.

• The first remark to make was regarding participants
mentioning their preference towards using R instead of
Python to do this kind of analysis. [P1,P9] were the par-
ticipants who mentioned this. P1 stated simply “This
kind of exploration I would do in R, mostly because I find
that modelling works better in Python but I find data ex-
ploration and data visualization goes better in R”, when
presented with the Jupyter notebook with the use-case.

https://osf.io/j5ceb/?view_only=1f75c7dbd04347f6afc057e1957a5465


• The second comment was about how domain experts
are mentioned throughout the exploration. Once again,
all participants mentioned this aspect. Specifically, many
stated that they would involve medical experts during the
data exploration stage to verify if the data they had made
sense.

• The third comment was about how participants felt that
the toolkit was intended for a larger group of stakehold-
ers including the business who are not familiar with ML.
This is seen in the comment from P1 saying “Toolkits are
really helpful for people who might not be super techni-
cal,I sometimes talk to business people from IBM and
this is how they connect to the topic from a technical
side”.

• The last comment to make was regarding how many
individuals chose to speak about how ”comprehensive”
AIF360 is. P5 stated directly ”AIF360 is comprehensive
and it accounts for a lot of things”. The same sentiment
was shared by [P2,P3,P5].

Metrics
4 out of the 9 participants[P2,P3,P5,P8] mentioned that

they would use the metrics provided by AIF360. All 4 of the
participants mentioned using statistical parity difference. 3
out of the 4 participants[P2,P3,P5] also mentioned using
desperate impact. There were only two more metrics which
were mentioned and they were both by P3. This participant
mentioned using equal opportunity difference along with av-
erage odds difference as well. What should also be men-
tioned here was the discussion regarding where to use met-
rics. P2 a participants labeled as ”Expert” mentioned want-
ing to use metrics for assessing both the pre-processing and
post-processing stage. P3 a participant labeled as ”Profi-
cient” also stated something similar and said ”I would apply
metrics in all stages: pre-processing,in-processing and post-
processing”. Even participants who chose to refrain from us-
ing the AIF360 metrics mentioned the importance of metrics
at different stages. P6 said that they think ”metrics computed
before model training are the most important” and P9 also
mirrored this sentiment.

Mitigation Algorithms
Once again 4 out of the 9 participants[P2,P3,P5,P8] men-

tioned that they would use the metrics provided by the
toolkit. Immediately, we can see that the participants who
said that they would use the mitigation algorithms provided,
are also the same ones who mentioned that they would
use the metrics provided. Even when looking at it in more
detail, [P2,P3,P5] still mentioned the same mitigation al-
gorithms as they all said they would use Reweighing and
mentioned the importance of bias mitigation in the pre-
processing stage. While P5 also shared this sentiment by
saying ”Pre-processing of the data is where I would inter-
vene the most[when it comes to bias mitigation]”. The al-
gorithm mentioned there was PrejudiceRemover which is
an in-processing technique. The other algorithms mentioned
were DisparateImpactRemover by P2 which is another pre-
processing technique. P8 mentioned using AdversarialDebi-
asing which is a in-processing technique. The participants
who chose to not use a bias mitigation algorithm listed simi-

lar reasoning which can seen in this quote from P6, ”I know
AIF360 has tools like Reweighing but I’m not sure how ef-
fective they are. Maybe they’re introducing bias to the situ-
ation”. P9 stated that they would do their own PCA analysis
and use SHAP values as well which allow them to explain
the decisions that their model makes.

Algorithmic harms The algorithmic harms were split up
into four different sections:task, dataset and transforma-
tions,building of models and evaluation of models. In this
section, we will give some idea of what was discussed per
section but To see the accumulated algorithmic harms each
participant picked up in detail please refer to this link.

Task
There were 2 out of 3 aspects which were mentioned

here. The only harm which wasn’t discussed by any par-
ticipant was Oversimplified objective labels. Undesired task
was mentioned by [P1,P3,P4,P5] and Task that only repro-
duces historical data patterns was mentioned by all partici-
pants besides P1.

Dataset and Transformations
There were three sub sections in this area:data at-

tributes,data population and data errors.
In the data attributes section, the only harm which wasn’t

mentioned was Attributes Transformation. On the other
hand, Sensitive/Protected Features was mentioned by all of
the participants. Irrelevant Attributes was also mentioned by
6 out of 9 participants[P3,P4,P5,P6,P7,P8].

In the data population section, Over/under representation
was mentioned by all participants. Concept Drift and Co-
variate Shift was mentioned by no participants. [P5,P6] were
also the only participants to mention Incorrect Labels and
only did this when explicitly asked about them.

The data errors section was not a prominent section of dis-
cussion. Duplicates,Removal of missing values/outliers/du-
plicates,Outliers were all discussed by less than 3 partici-
pants each. The only aspect discussed in detail here was
Missing Data which was discussed by 6 out of 9 partici-
pants[P1,P3,P4,P5,P6,P7].

Building of Models

The two most discussed harms here were Choices[of
algorithm] which was discussed by 5 out of 9 partici-
pants[P1,P4,P5,P6,P7] and Bias Mitigation, which was dis-
cussed by 6 out of 9 participants[P1,P2,P3,P5,P6,P7]. The
rest of the harms were discussed by less than two partici-
pants.

Evaluation of Models
This was another section which was not extensively dis-

cussed. The most awareness was about Incomplete/irrele-
vant choices of protected attributes as 5 out of 9 partici-
pants[P1,P3,P5,P7,P8] mentioned it. Parity only also had 3
out of 9 participants[P1,P5,P6] who discussed it. However, 2
out of those 3 participants[P5,P6] were directly asked about
the topic. The rest of the harms has 2 or less participants who
mentioned them.

https://osf.io/j5ceb/?view_only=b9c14bac11ea40c682808defe91d6264


Comparison between how experienced
practitioners use Fairlearn and AIF360
When comparing the usage of the two toolkits, there were
lots of similarities and differences. These can be seen in the
table below;

Figure 3: Comparison of toolkits

Usage of Fairlearn by inexperienced practitioners
In this section, we will discuss how five individuals who had
no prior experience of Fairlearn used the toolkit. These prac-
titioners will be referenced according to their number given
in Section 1.1 of the Appendix.

Metrics
The metrics were used by 3 out of 5 partici-

pants[P1,P3,P4]. P1 stated ”Metrics are cool. Demographic
Parity is interesting and it looks like it is easy to use”. While
P3 did not mention any specific metric, they stated ”I would
definitely use these[metrics]. It’s useful from the explain-
ability perspective to have these metrics to assess the influ-
ence of features and parameters.” P4 simply stated that they
would use FPR and FNR as metrics.

The two individuals who did not mention using any met-
rics had different reasoning for doing so. P2 stated ”I would
need to look at the mathematical equations and understand

fundamentally what is going on before using any functional-
ity.” P5 mentioned that they ”use the stuff[metrics] they are
used to from Scikit-learn”.

Mitigation Algorithms
When it came to the mitigation algorithms used, 2[P4,P5]

out of the 5 participants mentioned they would use it. Inter-
estingly, both of them mentioned using Gridsearch. P5 men-
tioned ”Pre-processing is the most important part. That’s the
moment you can introduce or mitigate a lot of bias”. How-
ever, they did not mention CorrelationRemover, which is
Fairlearn’s pre-processing tool.

The reasoning behind why 3 participants withheld from
using the mitigation techniques all had to do with distrust
and inexperience. P1 stated ”Someone, somewhere decided
what to include in this toolkit. But fairness is subjective. I
would not rely on the tools provided here”. P2 once again
stated that in order for them to use these algorithms they
needed to look at the equations they were based on and un-
derstand what they are doing better. P3 stated ”What I would
be interested in would be to reverse engineer these decisions
that the toolkit makes. I think explainability is of higher
value”.

Algorithmic Harms In this section, there will be discus-
sion on the harms which were picked up by each participant
and how it changed after using the Fairlearn.

There were two participants[P1,P4] who had a difference
in the harms they picked up before and after the toolkit was
introduced. For P1, there were quite a few changes that were
made after they were introduced to use the toolkit. Firstly,
their awareness of sensitive features was increased as they
previously had to be asked to define the sensitive attributes
but in this use-case they defined them on their own. They
also dropped missing values and sensitive features which
was not done before. The difference for P4 was in the data
pre-processing stage. This quote helps sum up why this was
the case ”I became aware that bias mitigation should happen
in all stages of the pipeline”.

[P2,P3,P5] did not have any differences to their approach
on harms before and after the toolkit was introduced. For
P2,this could have been due to the mistrust that they had
with the toolkit, as when asked about what they thought
of the toolkit, they answered with ”Tools like this proba-
bly make it[finding/mitigating harms] more idiot proof but
in data science, the devil is in the details”. However, when
asked directly if their perspective on harms changed, they
answered with ”I learned how easy it was, and that made my
outlook on ethics in data science change”. The reasoning
behind no difference for P3 can be understood by this quote
”Tools didn’t help in thinking of the fact that there might be
bias, but having some quantitative measure of the difference
helped”. For P5, the reasoning might be understood from
the quote ”Someone who is aware of the problem of fair-
ness/bias will do anything to mitigate it, not just use the tool
just to I’m done after using it”. This quote seems to suggest
that the individual thought they had a clear understanding of
the ”problem” before hand and did not think a tool helped
them boraden their understanding.



Usage of AIF360 by inexperienced practitioners

In this section, we will discuss how five individuals who had
no prior knowledge of AIF360 used the toolkit. These prac-
titioners will be referenced according to their number given
in Section 1.2 of the Appendix.

Metrics
4 out of the 5 individuals[P1,P2,P3,P4] stated that they

would use the metrics provided from AIF360. The only par-
ticipant who refrained from using it said ”I should, but no
one[in the industry] looks at fairness metrics unfortunately”.
They then went on to say ”I guess I would use the met-
rics depending on the domain. Choosing the right one re-
quires theoretical knowledge which I do not have”. Interest-
ingly, the exact opposite statement was given by 3 partici-
pants[P1,P2,P3] who all stated how this toolkit would work
well in practice, insinuating that there was a need to do so.
This is seen in a statement by P1 saying ”I do not think there
are any limitations to this toolkit. I think it will work well in
practice”. [P1,P2,P3] also used the same metric in the inter-
view which was DemographicParity. While P1 solely relied
on this metric and said ”Demographic parity is a good as-
sessment of fairness”, both P2 and P3 used other fairness
metrics as well. P2 used disparate impact ratio, and both P3
and P4 would use statistical parity difference. P4 also made
it clear that they would ”rely on metrics indeed and make
sure to select the right ones.”

Mitigation Algorithms 3 out of the 5 partici-
pants[P2,P4,P5] mentioned using at least one of the
bias mitigation algorithms provided by AIF360. Interest-
ingly, the only participant who refrained from using the
metrics[P5] stated that they would ”use all of them[when
asked about which mitigation algorithm they would use]”.
They mentioned wanting to have bias mitigation in all three
stages of the ML pipeline(Pre-processing, in-processing
and post-processing). P2 and P4 chose a pre-processing
bias mitigation technique called Reweighing. P2 said ”this
technique really stood out for me. I will definitely try and
use it in my next project.” P3 had some reservations to
using the bias mitigation algorithms as they did not want the
accuracy to be affected. P1 simply did not remember any of
the algorithms from the toolkit.

Algorithmic Harms In this section, there will be discus-
sion on the harms which were picked up by each participant
and how it changed after using the AIF360.

1 out of 5 participants[P1] had a clear change in the
amount of harms which were picked up before and after us-
ing the toolkit. The change was in the protected attributes, as
they would now also define all demographics as protected.
While this was the only clear difference, when asking the
participants if their perspective changed, P5 said ”Yes, it
changed. Before the toolkit, I did not know about algorith-
mic harms and the metrics used for them”.

[P2,P3,P4] all had similar reasoning behind why their per-
spective didn’t change. While all three did have some posi-
tives to say about the toolkit, they also mentioned that their
perspective was not changed as they already had a good un-
derstanding of algorithmic harms.

Comparison between how practitioners with no
prior toolkit experience use Fairlearn and AIF360
When comparing the usage of the two toolkits, there were
lots of similarities and differences. These can be seen in the
table below;

Figure 4: Comparison of toolkits(Practitioners with no prior
experience)

Discussion
In this section, we will discuss the results and try and under-
stand how practitioners actually use these toolkits and what
they would want from them in the future.

A toolkit which allows for collaboration
This point was brought up in Figure 3. Here, we can see

that practitioners with experience in either toolkit mention
this want of collaboration. This goes back to the idea of fair-
ness being a socio-technical challenge(Dolata, Feuerriegel,
and Schwabe 2021), and every individual having a differ-
ent view on fairness due to a multitude of reasons. These
reasons could be their field of expertise, their cultural back-
ground(Sambasivan et al. 2021) and a variety of other fac-
tors. The domains in which machine learning is being used is
vast(Fabris et al. 2022), and having the right group of work-
ing together to find any fairness related harms is crucial.

This point is mirrored in several articles. In this, the two
most relevant articles are mentioned. (Holstein et al. 2019).
The first article states that allowing for interdisciplinary
communication and collaboration allows practitioners to es-
cape the ”solutionism trap”(Deng et al. 2022). The solution-
ism trap is referring how practitioners often fall into the trap
of relying on the technology to solve their fairness related
harms(Selbst et al. 2019a). However, achieving fairness goes
back to the idea of it needing to be a combination of social
and technical insights.

The second article also discusses the need of having sev-
eral individuals ”in the loop” when mitigating bias from the
system(Holstein et al. 2019). It discusses how individuals
themselves carry their own bias which could influence what



they consider as fair. This exact sentiment was also seen in
our research as participants themselves stated that they think
fairness is subjective, and that toolkits like these would also
carry their own bias from whoever implemented them.

A toolkit which incorporates explainability at every
step

Explainability was a topic which was brought up mostly
by the practitioners with no prior knowledge of either toolkit
and can be seen in Figure 4. We can see here that in order
for these practitioners to start relying on toolkits like this,
they need to understand how each algorithm is being im-
plemented and why to justify using it when they are making
their own model. Practitioners clearly showed this sentiment
when they refrained from using any metrics/mitigation algo-
rithms and stated that in order for them to do so, they need
to understand what the mathematical equation is.

Once again, the importance of explainability is seen in
other related works(Baniecki et al. 2020a). However, what is
even more interesting is that there are already packages that
are being made to allow for fairness and explainability to
exist in conjunction with each other(Baniecki et al. 2020b).
This Python package focuses on combining explainability
and fairness into one package and showing it all in a user-
friendly and visual manner.

A toolkit which provides clear guidance
Another aspect which was brought up in Figure 3 was how

Fairlearn was preferred by some participants due to clear
design choices and guidance. We’ve already seen the com-
plexity of having to define Fairness(Narayanan 2018). How-
ever, the bigger concern is not that someone is cautious in
their fairness approach but that an individual is overconfi-
dent with having completed the ”de-biasing process. This
is when there is a need for having clear guidance and con-
siderations from the toolkit that you are using. This can be
seen in Fairlearn as it provides clear guidelines on how to
approach and discuss fairness13. This is done while also
maintaining that several established rules in Fairness such
as the four-fifths rule[(Jones et al. 2020)] might not be valid.
There was a study conducted in which 8 different toolkits
were compared to see which ones were suggesting this rule.
The only toolkit which did not do so was Fairlearn(Watkins,
McKenna, and Chen 2022).

Future of Toolkits From this discussion, we can start to
formulate what the ideal toolkit would include. The first
and main point would be to have a toolkit which allows
for interdisciplinary collaboration. The second point would
be to allow for the toolkit to integrate explainability in ev-
ery single section whether pre-processing, in-processing or
post-processing. Due to the domain specific definitions of
fairness, the most important aspect is to make sure that all
of your assumptions when doing the fairness analysis can
be analyzed by another individual. This would also be a
point of interdisciplinary interaction, as after the algorithm/-
model was clearly documented it could be sent around to a
larger group of individuals to help mitigate bias even further.
Lastly, there is a need for a toolkit to provide clear guidance

13https://fairlearn.org/v0.7.0/contributorguide/howtotalkaboutfairness.html

to the users. There are lots of pitfalls when it comes to check-
ing for fairness in an algorithm. Some of which include ”so-
lutionism trap”(Selbst et al. 2019b), ”formalism trap”(Selbst
et al. 2019b) and ”gerrymandering”(Kearns et al. 2018).
Guiding your users and helping them avoid these pitfalls is
of key importance.

Limitations
Here we will list some limitations of the research that was
conducted;

• Some of our participants had prior knowledge of the use-
case that was being used. This occurred for 2 participants
who had experience with Fairlearn as there was already
existing demos on the use-case that we chose to use. This
could have affected the harms they mentioned, and the
analysis they conducted. However, one thing to be said
here is that these were also the individuals who were la-
belled as ”Expert” and were already mentioning all of the
algorithmic harms.

• Another aspect to consider was that the participants with
prior experience of either toolkit had agreed to do this
interview with the knowledge that they would be talking
about fairness. This might have skewed some of their an-
swers as they would know that I would be looking for
fairness related answers.

• Some of the participants with experience who agreed to
do the interview had/were contributing to either Fairlearn
or AIF360. Of course, these participants would be less
likely to comment on the flaws of their respective toolkit,
but in practice we actually noticed that these individuals
were very open to constructively analyzing the toolkit.

• Another thing to mention was that the practitioners who
were given a demo of the toolkit, were immediately af-
terwards asked to do the use-case preparation. They were
not given time to look through the toolkit documentation
themselves and were reliant on what the demo consisted
of. The ideal would have been to have a break between
the demo and use-case analysis but the meeting was al-
ready 2 hours and we were unsure of whether practition-
ers would agree to more than that.

• The last thing to consider was that not all of the partici-
pants were open to coding during the interview. This did
lead to some gaps as we did not know exactly how they
would have chosen to implement it in practice.

Responsible Research
In this section, a discussion will be held around responsible
research practices and how this research maintained those
said practices. The topics mentioned are following the stan-
dard introduced in the Netherlands Code of Conduct for re-
sponsible research14 Specifically, I will be mentioning the
ethical implications that arise from conducting interviews,
maintaining data integrity and reproducibility and finally the
topic of plagiarism.

14https://www.universiteitenvannederland.nl/files/documents/Netherlands



Ethical Implications of interviews
Since a major constituent of this project was to conduct the
thirty interviews, it was of utmost importance that we con-
sidered the ethical implications that these interviews might
have had. Firstly, we ensured that each participant was vol-
untarily recruited and were given a form asking for consent
prior to holding the interview itself. This form consisted of;

1. Defining the purpose of the study

2. Explaining the task given in the interview

3. Benefits and risks of participating

4. Procedures for withdrawal

5. Collection and use of personal information

6. Research data and data retention period

As you can see above, we took great care in informing
the participants what they would be asked to do along with
explaining how we would be treating the data collected from
them. We also made sure to include that they were allowed
to opt out of the interview at any time, and they simply had
to inform us if they wanted any information to be deleted
from the recording/transcription.

Another aspect which is relevant here was achieving uni-
versalism when it comes to evaluating the research results.
Since I did not have a set criteria that I would be evaluat-
ing the interviews against, I made sure to clearly explain the
method I followed, along with an explanation of why I chose
to evaluate the data in that manner.

Data Integrity
Data integrity is a broad concept which refers to several
concepts such as data manipulation,fabrication and trim-
ming. When it comes to manipulation of the data or “cherry-
picking” , the most applicable of the three concerns above
was data trimming. The way I chose to address this concern
was being very transparent about the fact that I was picking
selective quotes from over 40 hours of interviews. I was also
very transparent about the method that I followed to reach
these selective quotes as well. If this had not been sensitive
data, I would have also liked to include all the transcriptions
of each interview as well.

Reproducibility
When it comes to the reproducibility of this research, it is
difficult to assess as the majority of the research is depen-
dent on the participants chosen for the interviews. To help
with reproducibility I was transparent with mentioning the
domain and experience level of every individual chosen in
this research. However, it could be that an individual would
have a similar domain and experience level with a different
outlook on fairness.

While I have tried to be as descriptive with my method
as possible, I also provided my contact details in case of
an inquiry or recommendations that a reader might have.
This is also a publicly available paper and both Fairlearn
and AIF360 are open source as well.

Plagiarism
Ensuring that the research conducted is properly used and
cited is extremely important Not only is it important be-
cause the right author should be given credit but also be-
cause it’s necessary to leave a trail fr readers in case they
might be skeptical of where you are getting your informa-
tion from. To make sure that this was the case, I cited all the
words,texts,processes,results,and arguments in my paper.

Conclusion
This study aimed to understand how practitioners would use
Fairlearn and AIF360 in practice. After conducting 29 inter-
views with the participants we analyzed the data per toolkit
to come up with any reoccurring patterns. Afterwards, we
used that analysis to understand what was needed from a
fairness toolkit to help inform future developers on how to
make a toolkit which could support the users in the most
idealistic way.
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Appendix

1 Participants

1.1 Participants with no prior experience of Fairlearn

Figure 1: Participants with no prior Fairlearn Experience
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1.2 Participants with no prior experience of AIF360

Figure 2: Participants with no prior AIF360 Experience
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2 Interview Questions

The entire structure of the interview can be found here.

Figure 3: Interview Guide

3

https://osf.io/92umk/?view_only=bff3926319c04de689edb9ae802f1411


3 Consent Form for Interviews

Figure 4: Consent form for interview
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4 Codes for analysis

The codes which were used to analyze the interviews can be found on this link.

5 Algorithmic Harms

Figure 5: Algorithmic Harms
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https://osf.io/r2ewp/?view_only=9c9dce921c474d6ba35debf6c92524c8

