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SUMMARY

Our research focuses on speech detection from body movements using wearable ac-
celerometer data collected in an in-the-wild mingling event. We aim to explore the
nature of the connection between speech and body movements. More specifically, we
stress on the person-specificity of speech. Many studies have shown that speech always
comes along with unconscious body behaviours [1]. There is a strong correlation and
synchrony between speech and body movements [2]. Previous research [3, 4] has proved
that human behaviour is highly person-specific. In other words, in our experiment set-
up, the accelerometer data distributions collected from different persons are different.
Based on the two considerations discussed above, our work contains two phases. In
the first phase, we investigate utilizing convolutional and recurrent neural networks for
learning informative representations from raw body acceleration readings. The model
we proposed outperforms the state-of-the-art approach presented in [5] by 6 % (Area
Under the Curve) with the same data. In the next stage, we visualize the features ex-
tracted by the proposed model. The results show that distributions of data obtained
from different individuals can differ (also known as person-specificity of the problem).
We adopt two approaches of multi-source domain adaption [6] based on the features
extracted by our model, aiming to form a personalized speech detection model for each
person in our dataset. The first approach is called transductive parameter transfer (TPT)
[5]. It deduces the personalized model of the target domain from the known well-trained
models of several source domains based on the assumption that distributions of individ-
uals with similar marginal distributions should also have similar decision boundaries.
The second strategy is a sample re-weighting based method where the training samples
from different persons are re-weighted with respect to the similarities of their condi-
tional and marginal distributions to the target person. We use those re-weighted sam-
ples to train a personalized model for each target person. The approaches we adopted
only achieved a relative performance increase compared to the general neural network
model trained on all the data. We then discuss the possible reasons why these two meth-
ods did not bring significant improvement and what can be the alternative solution in
the future.
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2 1. INTRODUCTION

1.1. RESEARCH MOTIVATION

Our work focuses on detecting speech from body movements in an in-the-wild mingling
event, investigating in the connection between speech and body movements. Speech
is a type of social behaviour [5] through which we communicate with each other, share
opinions, express attitudes. Many works have been done about detecting speech directly
from audio data [7-9], however, these research purely focused on the detection of speech
audio frame from the audio recording. Our work is different from their works since we
attempt to explore the connection between speech and body movements, focusing on
the nature of body movements when people are speaking and the upper bound for in-
ferring speech from body movements.

The detection of speech from body movements is closely linked with many works in So-
cial Signal Processing (SSP) [1, 10], which focuses on enabling machines with the abil-
ity of recognizing social signals (e.g. people’s mood, attitude, activeness during a social
event) [11]. One of the core research areas of SSP is to find out if it is possible to auto-
matically infer social signals from body movements or nonverbal behavioral cues (e.g.
gestures, postures) [11]. Speech is a vital unit of social behaviour, the foundation of
communication. If the connection between speech and body movement patterns can
be established, then, such connection and corresponding algorithms can also be ap-
plied to the detection of other social signals. Furthermore, since speech is the basis of
interpersonal communication, many SSP related studies are based on the detection of
speech. For example, works [12, 13] used speaking activity (e.g. speaking time, inter-
ruptions, number of times) to detect who is in the dominance during a meeting and
work [14] used speech related features (e.g. mean of pitch , energy, fidgeting) to classify
people’ s personality. For many tasks like role recognition and social attitude detection,
speaking activity related features have been shown to be the most effective ones[1]. Ifa
comprehensive approach for speech detection can be built, then many advanced, fur-
ther studies mentioned above can be better executed.

Research in Human Activities Recognition (HAR) [15-17] has shown that many human
actions (e.g. running, walking, jumping) can be detected from body movement informa-
tion collected by accelerometers. However, unlike traditional human activities, people’s
behaviour performed during speech is unconscious. Many studies [2, 18] in social psy-
chology have shown that there is a strong correlation between speech and body move-
ments. Several works [19, 20] have also proved the possibility of detecting speech based
on a single worn accelerometer. However, these works simply treated speech detection
as a classification task and did not consider the huge variation in ways in which people
behave when talking. Furthermore, these works used hand-crafted features which are
less representative than our neural network model based features.

In our research, we use a single accelerometer worn on people’s chest to collect body
movement information. Compared with audio or video data source, using accelerome-

ter naturally has the following two advantages:

1. Our experiment is conducted in a crowded mingling event. For audio data, such
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a scenario will bring high non-stationary background noise. Raw audio data re-
quires sophisticated reprocessing before being used [7-9]. For video data, due to
the large number of participants during the experiment, the occlusion of people
in the video is inevitable. These facts bring difficulties when we want to observe
people’s behaviour during speech. Meanwhile, for accelerometer data, either of
the problems needs to be concerned. Each individual’s data is natural separated
and not contaminated by the others’ data.

2. Audio and video record people’s conversation directly. Such recordings usually
cause privacy concerns especially in the real life. Compared with audio and video,
the accelerometer does not record the content of conversations and is less affected
by privacy concerns. Due to this concern, accelerometers based speech detection
approaches are more possible to be applied to our daily life.

Another challenge we need to pay attention to is the person-specificity phenomenon.
Research in HAR [3, 4, 21, 22] has shown that human behaviours vary significantly be-
tween persons, thus the data extracted from different subjects may follow different dis-
tributions. [5] also proved this observation in their research about speech detection.
They found that a personalized individual model trained with data collected from single
person performs much better than a general model trained with data collected from the
other subjects. This indicated that data collected from different subjects have different
distributions. A general model for all the subjects may eradicate person-specificity and
could achieve aless satisfying performance. Based on the discussions above, how to gain
a personalized model without labeled data of the target person (subjects in the test set)
is one of our emphasis in our research.

Neural networks are a set of algorithms that can recognize underlying relationships of
raw data automatically. Neural networks have been widely applied in HAR for their abil-
ity to learn representative features directly from the raw time-series data. When it comes
to speech detection from accelerometers, currently all the previous research focused on
hand-crafted features. No research has applied neural networks for speech detection. In
our research, we will use the neural network to extract features from the raw accelerom-
eter data. Meanwhile, as discussed in the former paragraph, to overcome the challenge
of person-specificity, we will try to apply two approaches of multi-source domain adap-
tion (transductive parameter transfer (TPT) [5] and two-stage sample re-weighting [23])
to the features extracted by the neural network, aiming to find the optimized personal-
ized model for each target person. Our work is a combination of neural networks and
multi-source adaption for speech detection from accelerometer readings.

1.2. RESEARCH QUESTIONS

1. Currently, for speech detection based on accelerometers, the state of art approach
(hand-crafted features based TPT) [5] is based on a small data set with 18 subjects,
each with 10 minutes of recording. For our research, we have a larger data set (50
subjects, 30 minutes recording for each person). Our first research question is,
how will the TPT perform on a larger data set?
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. Compared to the hand-crafted features based approach in [5], whether we could

find a neural network model that could generate representative features from the
raw accelerometer and outperform the state of the art [5]?

. Whether the person-specificity assumption still holds for the features extracted

by a neural network (different distributions)? If so, can we combine the neural
network and TPT (applying TPT to the features extracted by the neural network) to
get a better performance per person?

. TPT holds the assumption that the optimized personalized decision boundary (con-

ditional distribution) is determined by the marginal distribution. Is this assump-
tion true and what is the possible way to adapt TPT to get a better performance?
What is the upper performance bound for TPT?

. In most cases, neural networks are data-hungry. How much data is enough for a

well-trained model for speech detection? Will we get a better performance if more
data is provided?

. Compared to the TPT, the second approach we proposed (two-stage sample re-

weighting) does not hold any assumption about the data distributions. It re-weights
the samples from source domain persons based on their conditional and marginal
distribution similarity to the target person (subjects in the test set). Will comb-
ing the neural network and the two-stage sample re-weighting bring better perfor-
mance?

. Does the assumption of person-specificity really hold in speech detection in our

experimental set-up? Do the personalized neural network model (trained with
data from the target person) really outperform the general model that trained on
the data from all the other subjects?
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2.1. HUMAN ACTIVITY RECOGNITION

Human activity recognition (HAR) shares many similarities with our research. There
are two main categories in terms of HAR: HAR with video data and HAR with wearable
sensors. Here we first briefly discuss video based HAR.

2.2. HUMAN ACTIVITY RECOGNITION WITH VIDEO DATA

Four types of hand-crafted features are usually used in video based HAR, namely, space-
time volume, frequency transform, local descriptors and body modeling [24]. The space-
time volume (STV) feature is formed by stacking the consecutive silhouette of objects
along the time axis. Work [25, 26] used this feature to detect simple human actions like
jumping, walking and bending. Discrete Fourier transform (DFT) can also be used for
detecting human activities from the video [27]. It has been widely adapted to present
the geometric structure of the objects in the video. However, both STV and DFT are
global features that represent the entire image. STV and DFT could perform badly when
people are occluded in the image. Many studies [28, 29] also used local descriptors
(scale-invariant feature transform, histogram of oriented gradients). Those descriptors
capture the characteristic of different parts of an image. Compared to STV and DFT,
they are invariant in terms of occlusions, rotations and scale. [28] used the PCA-HOG
descriptor to track and recognize people’s behaviours during sports events. All the fea-
tures mentioned above focused on the representation of an image, not the human body.
Thus, many other works investigated building 2D or 3D body models and transferring
the models into more discriminate feature representations like geometric relational fea-
tures [30] and Boolean features [31].

2.3. HUMAN ACTIVITY RECOGNITION WITH WEARABLE SENSORS

Many HAR works focused on detecting human actions from body movement informa-
tion collected by wearable sensors. Those approaches applied in HAR can also be ap-
plied to our research. We now discuss works about HAR with wearable sensors. Also
in the following parts of our thesis, when we refer to HAR, it always means HAR with
wearable sensors.

HAND-CRAFTED FEATURES

HAR with wearable sensors mainly focuses on detecting daily activities (e.g. walking,
running and jumping) based on sensor data of different modalities (e.g. gyroscope, ac-
celerometer). Early works [3, 17, 32] of HAR focused on various combinations of hand-
crafted features (e.g. time domain, frequency domain), modalities and classifiers (e.g.
SVM,KNN). Work [3] investigated in the detection of eight common human activities
(e.g. standing, walking, running, brushing teeth...). They placed a tri-axial accelerom-
eter around the pelvic region to capture body movement information. The data was
collected from two subjects in multiple rounds over different days. The collected raw
time series data was then transformed by Fast Fourier Transform (FFT) to form spec-
tral features. The final feature they used was a mixed set of time and frequency domain
features (mean, standard deviation, energy, correlation). Their result showed that a plu-
rality voting model consists of several basic classifiers (Decision Tables, Decision Tree,
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k-nearest Neighbor, Naive Bayes) achieved the best performance with an average accu-
racy higher than 90 %. [17] made an effort to find out what types of features are best for
HAR. They placed accelerometers at people’s ankles and thighs for data collection. Then
they compared the accuracy of different combinations of statistical and spectral features
using KNN as the base classifier. The result showed that the feature consists of the mag-
nitude of the first five components of FFT analysis achieved the highest accuracy. They
announced that FFT related features are the most efficient features for HAR. Research
[32] made a further step by applying HAR under a less-constraint environment. In their
experiment, they placed 5 accelerometers on different positions of subjects’ body. The
data was collected from 20 subjects without researcher supervision or observation. Their
result was quite similar with [17], suggesting that FFT-based features are the most suit-
able features for HAR.

REPRESENTATION LEARNING

Neural networks are universally applied in HAR since it could generate representative

features automatically from the raw data [4]. Work [15] has shown that features learned

by some automatic methods (e.g. Principle Component Analysis and Restricted Boltz-

mann Machine) could achieve an equal or higher performance compared to hand-crafted
features in HAR. A great conclusion has been done in [33] in the area of applying neural

networks to HAR. This paper also pointed out that shallow features (e.g. mean, variance,

frequency) extracted based on human expertise can only be used to recognize low-level

activities (e.g. walking, cycling, vacuuming). However, they are insufficient for detecting

high-level or contextual activities like talking.

An early work presented in [34] applied the convolutional neural network (CNN) to HAR.
It treated each dimension of the accelerometer data as a channel. Subsequently, it per-
formed 1D convolution separately on each channel. There are also other automatic fea-
ture learning methods like Principle Component Analysis(PCA), Restricted Boltzmann
Machine (RBM) mentioned in [15]. [34] compared their CNN model with those meth-
ods, and their model achieved the highest accuracy on all the datasets (Opportunity
[35], Skoda [36] ) they used for testing. Afterward, the long-short term memory network
(LSTM) [37] has also been introduced in HAR in [16]. Later works [38-41] came up with
different variations of the CNN-based or RNN-based model, aiming to bring a better
HAR performance. Most of the neural networks based HAR research made use of public
HAR datasets like Opportunity, PAMP2 [42]. These datasets are collected under a sensor
rich environment. For example, dataset Opportunity contains data collected from multi
modal sensors including accelerometer, gyroscope and magnetometer. Those sensors
are placed at different positions of the human body. The final raw data dimension of re-
search [43], which used dataset Opportunity, is 113. However, for our research, only one
accelerometer is available, the dimension for our raw data is just 3. Work [40] needs to
be emphasized. It established a CNN-based model and fed it with the data from a sin-
gle accelerometer. Their model achieves an accuracy around 95 % on detecting actions
like falling, jumping and running. Their work proved that for the neural network model,
data collected from a single accelerometer is enough for recognizing many basic actions
(falling, jumping and running).
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2.4. SPEECH DETECTION WITH ACCELEROMETERS

Speech detection based on accelerometers is rarely explored. Several early works have
been done in [5, 44]. Work([5] focused on establishing a personalized model for speech
detection using transductive parameter transfer(TPT)[45] based on the discovery that
the distributions of hand-crafted features extracted from different subjects are different.
Our research is an extension of their work. Compared to their work, we use data from
a larger range of participants (50 people vs 18 people) and for each person, a longer
recording time is adopted (30 mins vs 10 mins). Also, instead of using predefined hand-
crafted features, a neural network model is applied for feature extraction.

2.5. PERSON SPECIFIC NATURE OF SPEECH

As has been discussed in 1, for HAR and speech detection, person-specificity could be
a challenge when the training data comes from multiple subjects. Since the data distri-
butions of different persons are different, training a model with the data from multiple
subjects may lead to a less satisfying result. Work [3] proved the existence of person-
specificity in HAR. In their experiments, they compared several classifiers’ (Decision Ta-
bles, Decision Tree, k-nearest Neighbor, Naive Bayes) performance under the person-
specific set-UP and person-independent set-UP. With the "person-specific" setup, train
and test sets come from the same person. For the "Person-independent" setup, train
and test sets come from different subjects. The accuracy performance with the person-
specific set-up is around 30 % higher than the performance with the person-independent
set-up (90% vs 60%). This phenomenon indicated that the feature distributions of differ-
ent subjects are different, in other words, human activities are person-specific. Person-
specificity also has been proved in [4] with the neural network model. Their model
combined CNN and LSTM, using CNN for learning temporal relationships between time
steps while RNN for learning long-term activity information. In their experiments, they
trained and tested the model on the data that came from different subjects. After model
training, they fine-tune the model using the data from the subjects in the test set. The
result showed that the fine-tuning model achieved a higher F1-score compared to the
original model when tested on the subjects in the test set. Their discovery complied
with the results in [3], indicating that human activities are intended to be highly person-
specific and this property hinders the learning process of classification models. Since
our research focuses on detecting speech from body movements just like HAR, we be-
lieve this discovery can also be applied to speech detection. Work [5] showed the person-
specificity in terms of speech. In their experiment, for each subject, they trained a Lo-
gistic Regression (LR) classifier with data come from the same subject and a LR with the
data from the other subjects separately. The classifier (LR) trained with individual data
performed much better than the one with the data from other subjects (10 % higher in
terms of Area Under the Curve).
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2.6. TRANSFER LEARNING

2.6.1. DATA SHIFT

As discussed in the former sections, person-specificity is a serious obstacle when we
want to improve the model performance in terms of HAR and speech detection. In the
following discussion, we will define the concept of person-specificity mathematically.
One of the basic assumptions of machine learning is that the distribution of train and
test sets are independently identical distributions. But what if the distributions of the
test and train set are different? In other words, there is a data shift exists between the
train and test set. A great conclusion work has been done in [46]. According to their
definition, there are three basic types of data shift: prior shift, covariate shift and concept
shift. In the following discussions, we use s to denote the source domain (train set) and ¢
(test set) for the target domain. Before the discussion, we first give the definitions of the
marginal and conditional distribution.

1. Marginal Distribution: A domain D is composed of a feature space & and marginal
probability distribution p(x), D ={%¥, p(x)}, where x e ¥

2. Conditional Distribution: Given domain D = {¥, p(x)}, Suppose y is the corre-
sponding label for x, we have a function such that y = f(x), f(x) = p(y|x) can be
interpreted as the conditional probability distribution [47]

3. Joint Distribution: Given the marginal distribution p(x) and p(y|x), we could form
the joint distribution as p(x, y) = p(y|x)p(x). In the following discussion, we use
ps(x,y) = ps(¥1x) p(x) to denote the data distribution of the source domain (from
where the model are trained) while p;(x, y) = p:(y|x) p(x) for the target domain.

PRIOR SHIFT

For prior shift, the prior probabilities of the classes are different, i.e. ps(y) # p:(3),
while the conditional distributions are the same, p(x|y) = p;(x|y). For example, in the
train set (source domain), the prior probability for the positive and negative class are
respectably 1/5, 4/5, while in the train set (target domain), this ratio might be changed
to 4/5, 1/5. However, under this situation, the classifier decision boundary should be
the same in the source and target domain. As shown in the above figure, although the

Source Domain Distribution Target Domain Distribution

Figure 2.1: Demonstration of Prior Shift

prior probability distributions of the source and target domain are different, the decision
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boundary remains the same. However, when the class distribution is extremely imbal-
anced, it is possible that during the training process, the classifier simply only considers
the dominant class [46]. In this case, we will balance the class weights inversely propor-
tional to class frequencies in the input data when training the basic classifier.

COVARIATE SHIFT

Another type of shift is called covariate shift. Under this situation, the target and source
domain share the same distribution model p(y|x)p(x). However, due to problems like
biased sampling, ps(x) and p;(x) can be different. Also p;(y|x) and p;(y|x) are different
[48]. In other words, target domain and source domain lie at different places of a uni-
versal distribution. As shown in 2.2, the target domain and source domain are in two

@ Positive

Negative

-\
Source Domain\}

Figure 2.2: Demonstration of Covariate Shift

different areas of the entire distribution. If a linear classifier like logistic regression is
used, the decision boundary of the target and source domain would be different. If we
train a linear classifier considering both the source and target domain, just like the hor-
izontal line in 2.2, then this classifier would be too general to have a good individually
optimized performance.

CONCEPT SHIFT

In this case ps(x) = p;(x), while p(y|x) # p:(y|x). Their decision boundaries violate with
each other. In most of the cases, concept shift can not be easily solved without knowing
the target domain label.

Source Domain Distribution Target Domain Distribution

Figure 2.3: Demonstration of Concept Shift
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MARGINAL AND CONDITIONAL DISTRIBUTION

In the real world, the data shifts discussed above can happen at the same time [47]. Many
studies directly uses marginal distribution and conditional distribution [47, 49] when
discussing data shift. Many problems in real life are the combination of both marginal
and conditional distribution differences(p;(x) # p:(x) and p;(y|x) # p:(y1x)). This kind
of situation is less strict than covariate shift. For covariate shift, target domain and source
domain share the same universal distribution. For the simplicity of our discussion, we
will use the terminology conditional distribution and marginal distribution in the fol-
lowing chapters.

2.6.2. DEEP TRANSFER LEARNING

As has been discussed in the above chapter, the 'person-specific’ issue seems to be a
factor that constrains the performance of the neural network models in HAR. Models
learned from one subject’s data do not generalize well on the target person. So how
to transfer knowledge between different subjects? Several works [21, 22] tried to apply
transfer learning to neural networks to overcome this issue. Here we refer the person
included in the train set as source domain while person for the test as the target domain.
As shown in figure 2.4, in work [21], a Maximum Mean Discrepancy(MMD) loss function
is added at the end of the neural network. The neural network can be regarded as a kind
of feature extractor. By minimizing the MMD distance between the feature distributions
of the source domain and target domain, this model is forced to map the raw data from
different domains to the same feature space.

Softmax

Features
Source Domain _ @ ) Activity Label
MMD
Target Domain

Neural Network (Feature Extractor)

Figure 2.4: The structure of Transfer Neural Network for Activity Recognition

Another structure is so-called Domain-adversarial Neural Network [22]. As shown in fig-
ure 2.5, features extracted by the neural network will be sent to an adversarial layer. This
layer tries to classify whether the features come from the source domain or the target
domain. The worse this layer performs, the better the features extracted by the network
are, since there is little difference between the source features and target features.
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Features Softmax

source boman | & | ™™ | a| = —s (@) mmp Activity Label
Adversarial Layer - Domain Label
ol
Target Domain =) [ 3 @

Neural Network (Feature Extractor)

Figure 2.5: The structure of Adversarial-based Transfer Neural Network for Activity Recognition

However, the method we discussed above only focused on the transfer from one domain
to another. Things would be more difficult in our experimental set-up since we have 50
subjects (multiple-source domains) in our dataset, and each person only has 875 train-
ing frames which are not sufficient to train a neural network.
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3.1. DATA SET

Our work is based on the dataset MatchNMingle [50], which is specially designed for
SSP research purposes. It is a multimodal dataset for the analysis of free-standing con-
versational groups and speed-dates in the wild. Table 3.1 shows the main contents of

MatchNMingle.

Sensor/Input Modality/Survey Details
HEXACO Score and sub-score for each trait
Questionnaires SOI
SCS
Data Responses All dates in the event

Hormone baseline

Cortisol Testosterone

Collected using hair sample

Video

9 overhead cameras recording both

the speed dates and mingle

Cameras - -
Audio General audio from the event

Frontal Photos Face (neutural/ smile) + full body
Acceleration Triaxial at 20Hz for entire event
Wearable Sensors — : -
Proximity Binary values at 1 Hz for entire event
Positions . .
Manual Annotations Social Actions 30 mins at 20 FPS for the mingle

F- Formations

10 mins at 1 FPS for the mingle

Table 3.1: Summary of all the elements included in MatchNMingle

MatchNMingle was collected in an indoor in-the-wild scenario, during 3 real speed date
events, each followed by a cocktail party. The social events are held in 3 days. 92 partici-
pants have joined the experiment, each of them attended one of the 3 speed date events
in a public pub followed by a mingle cocktail party (60 minutes). Wearable sensors and
cameras are used to collected multimodal data (accelerator proximity and video) during
the event.

Figure 3.1: Snapshot of MatchNmingle session

Among the 92 participants, there were 46 women (age: 19-27 ) and 46 men (age: 18-
30). In our research, we make use of the accelerometer data collected during the mingle
cocktail session. MatchNMingle used a single wearable tri-axial sensor worn around the
chest to collect the body movement information of each participant. The sample rate
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of the sensor is 20 Hz. Over 30 minutes of recording is manually labeled per day. There
are 8 social actions annotated during the 30 minutes labeled segmentation: 1) Walking,
2) Stepping, 3) Drinking), 4) Speaking, 5) Hand Gestures, 6) Head Gestures, 7) Laugh
and 8)Hair Touching. For our research purpose, we will use the annotations for speech.
Compared with other commonly used HAR datasets (e.g. OPPORTUNITY, PAMAP2), our
dataset has several properties:

* Single Modality: MatchNmingle only has one accelerometer for each person. The
dimension of the raw data is small (data from three axes). However, for other
datasets like OPPORTUNITY [35], 23 body-worn sensors are used for each sub-
ject. On the one hand, using only one accelerometer, the information we collected
could be limited. On the other hand, such a set-up may minimize the effect of
measurement equipment, so people can behave in a more natural way.

» Large subjects set: our dataset contains data from 92 participants. Although we
only make use of 50 out of all of them, compared with other sets (OPPORTUNITY:
4, PAMAP2:9), we still have a relatively large data set source, this gives us a chance
to observe how people’s speech behaviour varies from different subjects.
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4.1. DATA PREPROCESSING

MatchNmingle contains about 30 minutes labeled multi-modal (e.g. video, accelerome-
ter) recordings of 92 people in a crowded mingling scenario. Here we use the accelerom-
eter data to detect speech status (video recordings are used for manual annotation). It
collects the movement data from participants’ chest from 3 axes with a sample rate of 20
Hz. Thus, there will be 36000 samples for each person. For each channel, we apply the
Z-score standardization.

z= (4.1)

g

where p is the mean of all samples and o is the standard deviation of all samples.
Then, the raw time-series data is segmented with a sliding window of 3 seconds and an
overlap of 1.5s. Each interval (frame) was labeled by majority voting. Most of the HAR
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T
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Sliding Window

Figure 4.1: Sliding Window Demo

research based on time-series data adopts a similar segmentation (the selection of the
length of the sliding window can be different) and labeling method described above.
Several works also used the label of the frame’s last sample as its label [16]

However, with the majority voting label method, an interval with 49 % speaking sam-
ples will be labeled as "non-speech" while the one with 50 % speaking samples will be
labeled as "speech". Those intervals in the gray area unnecessarily increase the difficulty
of classification. Thus in our research, for each subject’s data, we will only retain inter-
vals where samples are purely labeled as "speech" or "non-speech". Although we also
use AUC as the evaluation standard, we still expect the positive-negative frame distri-
bution to be less imbalanced, so we select subjects whose speech period is longer than
15% (4.5 minutes) into our data set. Finally, we get a data set containing 50 subjects with
averagely 875 data frames per person. The shape of the data frame is a 3 x 60 matrix.

We perform a leave-10-subjects-out cross-validation for all the experiments we did in
our project. For each fold, we select 10 persons’ data out of the 50 subjects as the test set,
while the others (40) remain as the train set. In the meantime, we also want to ensure
that the "speech" and "non-speech" frame ratio in the test sets and train sets are ap-
proximately the same. Since the ratio of "speech" and "non-speech" varies significantly
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between different subjects, it brings difficulties in the data division. We want every per-
son included in our experiments to appear at least once in the test set while the distri-
bution balance needs is guaranteed. We number the person we have selected from 0 to
49. Table 4.1 shows the components of each fold’s test set while the other subjects are

Test set

FoldO 012345673145
Foldl | 1617181920212223813
Fold2 | 2425262728293031 1448
Fold3 | 3233343536373839913
Fold4 | 4041 42 43 44 45 46 47 48 49

Table 4.1: Test Set for Each Fold

correspondingly assigned in the train set. The overall speech frame ratio of both train
and test set for all folds is approximately 25%. In total, there are 47 subjects appearing in
the test sets. Subjects 13, 31, 45 appear twice in different folds. For these people, we will
take the average AUC performance in the following result analysis.

4.2. HAND-CRAFTED FEATURE EXTRACTION

To answer the first research question, whether hand-crafted features based TPT is still
valid when a larger dataset is given, we first reimplement the approach in [5], the hand-
crafted features we used here is exactly the same as in [5]. AS has discussed in the former
section, each channel of the acceleration is first standardized by Z-score standardization.
The features we adapted come from time and frequency domains. For time-domain fea-
tures, we calculate the mean and variance of the raw acceleration, absolute value of the
acceleration and magnitude of the acceleration. For frequency domain, we first apply
FFT to the raw acceleration, the absolute value of the acceleration and the magnitude
of the acceleration separately, then calculate the corresponding power spectral density
(PSD) by logarithmically binning the FFT components in a range of 0-8 Hz. The final
length of the feature per window we get is 70.

4.3. NEURAL NETWORK FOR SPEECH DETECTION: CNN+RNN

4.3.1. CONVOLUTION LAYER

The convolution layer has been widely used in the area of HAR to learn features in time
series. Instead of using traditional 2D CNN for tasks like image classification, 1D CNN is
used in our structure. The demo of 1D CNN is shown below in figure 4.2

We choose RELU as the activation function

f(x) =max(0,x) 4.2)

Also, we use xavier normal initialization [51] for the kernel initialization while assigning
"0" for the bias initialization. For xavier normal initialization, suppose for each neural
in a layer, the number of input units is N;; and the number of output units is Ny, then
the initialization weight is drawn from a a truncated normal distribution centered on 0
with a standard deviation of o = 27/ (N;, + Nouy).
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Figure 4.2: 1D CNN for Feature Extraction

4.3.2. GATED RECURRENT UNIT LAYER

Instead of using LSTM, we selected Gated Recurrent Unit (GRU) [52] in our structure.
Since GRU has less parameters than LSTMV, it is less likely to be over-fitted and takes
fewer epochs to converge. Suppose for each time step ¢ the input is x;, while the output
of t —11is h;_1. The structure of GRU is shown below:

Figure 4.3: Structure of Gated Recurrent Unit

re=0W,x;+Uyhi_1 + by) (4.3)
z2i=0Wyx;+Uzhi—1+ by) (4.4)
hy = tanh(Wj,x; + Uy (r; * hy_1) + by,) (4.5)
he=zo% hey +(1—2) % hy (4.6)

Here , * denotes element-wise multiplication. Xavier normal initialization is used for
kernel initialization, and "0" is assigned for the bias initialization. Suppose the number
of units of the GRU layer is n , and the shape of the input tensor is a x b, where b is the
number of time steps. Then, x; is a vector of shape a x 1. W,, W, and W}, are matrices of
shape n x a. Uy, U, and Uy, are matrices of shape n x n. b;, b, and by, are bias vectors of
shape n x 1.
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4.3.3. MODEL STRUCTURE

In our project, we set up a CNN+GRU model for speech detection using accelerometer
data. Research has shown that hybrid models usually achieve good performance in HAR
[33]. For our work, we use CNN to learn the local relationships between neighboring
time steps. And GRU is applied for learning longer dependency within each frame. The

detail for our model is shown below:

T - 2 &
3: :E. !f 2 2 ; Speech
L 2 g ‘ Reshape- ] or
_; é } §' é" % Non Speech
P = = 2
{ T E = S s
I = £ =
X Y z
60x3 55x3x12 50x3x12 50 x 36 24
Figure 4.4: Neural Network for Speech Detection
Number of Filters of CNN 12
Output Dimension of GRU (Unit) each time step 24
Optimizer RMSprop|[53]
Batch Size 512
Training Epoch 200
Recurrent Dropout rate for GRU 0.1

Table 4.2: Details about the Neural Network Model

4.4. VISUALIZATION FOR THE FEATURES EXTRACTED BY NEU-

RAL NETWORK
Now we visualize the features extracted from the last GRU layer and check how the data
distributions of different subjects look like.

Figure 4.5: PCA Analysis for person 0,1,2,3

The above figures show the data distributions of 4 different persons in fold 0. As we
can see, their feature distributions are different from each other. For the neural network
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model, the last layer of the neural network is simply a logistic regression. An universal
logistic regression might not be adapted well for all the people. Following the same idea
in [5], we use multi-source domain adaption to deduce the optimized individual logistic
regression for each person’s data.

4.5. MULTI-SOURCE DOMAIN ADAPTION

Suppose that we collect data from n subjects in our train set. For each person, we ex-
tract features of length 24 from the raw accelerometer based on the neural network
model in 2. Each subject’s data represents a source domain. Then we have D*® = {D} |
and X® = {xf};’zl. Each subject’s marginal distributions is different from the others,
p(xf) # p(xf). Their conditional distributions are also different, p(yfle) # p(y]s.lx;). For
each subject, we assume there will be a individually optimized logistic regression classi-
fier f* = {f/}!",. Given a target distribution x*, p(x*), we aim to find its optimized deci-
sion boundary. We try to solve this challenge with two possible strategies. For strategy
1, since we know the labels of the source domain, for each subjects i, we could get the
optimized individual f. We directly deduce f* from f* = {f/}" |, based on the similarity
between p(x’) and each p(x}). For strategy 2, we reweight the samples of source domains
based on their similarity to the target domain in terms of conditional and marginal dis-
tribution. Then those re-weighted samples are used to train a personalized model for

the target person.

For all the following discussions, we will use Logistic Regression as the basic classifier
(LR). Suppose for known domain (x;, y;), where (x;, y;) = {(xij,yij)};."zl , we aim to find
the function f; = wx + ¢ such that:

1 T o T
min > w w+Cj;log(exp(—yij(xijw+c))+1) 4.7)

The hyper parameter C is found by k-fold cross validation and the logistic regression
classifier(LR) is trained on the entire dataset with the optimal C.

4.5.1. STRATEGY 1: TRANSDUCTIVE PARAMETER TRANSFER

Here we assume that for domain x;, the conditional distribution p(y;|x;) is bounded
with p(x;). In other words, the optimized f; is decided by p(x;). Following the idea in
[5], as we have 40 subjects in our train set, we want to learn a mapping function from the
distribution p(x;) to f;, f : p(x;) — f;. Then given any target distribution p(x?), we could
derive the corresponding f* by f.
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Algorithm 1 Transductive Parameter Transfer

Input: Source sets Dj,...,D;, with labels and target set xt
Compute {f; = (w;, ¢;)} using 4.7
for each parameter z;; of f; do
Creating training set 7 = {x], z;j}!"_,
Compute the kernel matrix K where K;; = k(xf , x;) using 4.19
Given K and 7, compute fj” by solving 4.16 and 4.17.
end for
Output: Classifier for the target set x’, f* = [z],..., z},]

Let us first assume that, for each distribution {xf},-:l in the train set X° = {xf}l'.’ 1 we
have a r x 1 vector v; to uniquely represent p(x;). v; can be obtained by a function v} =
T(x}). As we have discussed in 2, the last layer of our neural network can be regarded
as a logistic regression classifier, and the output of the GRU is the encoded features. The
length of the feature is 24, thus our logistic regression f has 25 parameters (including
intercept). Suppose that zfj is the jth parameter of fl.s, and z; = [zfj,zgj, ..,zflj]T. Also,
T

]

we define V = [va,..., v
Ridge Regression (KRR) [54]

and V is the matrix composed by v. Here we deploy Kernel

min((z; - Vw) ' (z; - Vw;)) + Mlw;|*) (4.8)

where w; is the corresponding mapping(vector of shape r x 1) from the given distribu-
tion p(x;) to the j th parameter of the final logistic regression classifier f;. The solution
for 4.8 is given by

wi=WVIV+ AR +VTzi = O vivsT + ARV g (4.9)
Where Iy, is diagonal matrix of shape r x r. Using the matrix inversion lemma, we rewrite
4.9 as

wi=ViWwvi+ Ay 'z (4.10)
and . . .
S S S S S S
vltv1 ”1TV2 U1T”n
vitvs wtvs o vt v
2 U1 2 Vs 2 Un
vvT = ] ) ) . (4.11)
sT . s sT s sT s
/B T Ve A A )
Ty = klx: x:
v; vj = k(xi, xj) (4.12)

For any pair v} T l); , we replace it by a kernel function k(x;, x}‘.). We will discuss this kernel

function in the next section.Then
ke, x))  k(xf,x3) - k(x],v3)
k(x,x)  k(x5,x3) - k(x3,v3)

vvT = =K (4.13)

k(xp, x0)  k(xp,x3) o k(xy, xp)
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4.10 now can be written as

wj=VIK+AIN) "z (4.14)
Here we define
a=(K+Ay) 'z (4.15)
then
N
wi=Via=Y a;v} (4.16)
i

Now given any target marginal distribution p(x,), suppose its representation is v,, then
the corresponding j th parameter of its optimized logistic regression classifier is:

N N
fip)) = w]ve=Y aivi ve= Y aik(x), x) 4.17)
l 1

Since for [’ there are 25 parameters, we need to perform the above process for each pa-
rameter in f’. It is simply a multivariate regression. Finally, we could get /.

4.5.2. KERNEL FUNCTION

The key to solve 4.11 and 4.17 is to find a kernel function k(x;, x;) to replace v;v;. Here
we apply a Earth Mover’s Distance (EMD) based kernel used in [45, 55, 56]. Given two
distributions x; and x;, suppose that x; contains several signatures {(c{, w{), ver (cé, wé)},

while x; contains {(c{, w{ ) (c]Q, wJQ)}, where cﬁ, and cf, are the cluster centers of x; and

xj respectively, and w;, wf, are the corresponding cluster weights[45]. In our implemen-
tation, we use K-means++ [57] to find the cluster centers for each distribution. wy is the
cardinality of the cluster ¢;. Now the EMD distance between x; and x; can be defined
as:

Q
D(x;,xj) = Dpyp (X, Xj) = min Y dpgfpg
Pa=0 p.a=1 (4.18)
Q . ; '
st X fpa=uly 3 fpq=wh
p= q=

Here, fp4 is a flow variable[45], and d,, is the euclidean distance between cluster center

c;, and c{] defined as dpq = || cf, - c{, I2. Then we could use the kernel function:
kemp (x;,x5) = e~ APemp(xir%)) (4.19)

where A is a user defined parameter and we follow [5] to set it to the average distance
between all possible pairs of distributions.
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4.5.3. STRATEGY 2: TWO STAGE SAMPLE RE-WEIGHTING

TPT holds the assumption that p(y|x) is determined by p(x), this assumption might be
too strong. In the following discussion, we adopt a two-stage sample re-weighting ap-
proach for sample re-weighting [49]. This method first reweights the samples of each
source domain based on their similarity to the target domain in terms of conditional
distribution and marginal distribution. Second, it uses those re-weighted samples to
train a classifier for the target domain.

Algorithm 2 Two-stage Sample Re-weighting

Input: Source sets Dj,...,D;, with labels and target set xt
for each D7 in D° do
Compute a; by solving 4.22
Lean a hypothesis f on the a;] weighted source data using 4.7
end for
Form the [ x n prediction matrix F by apply {f;}] | to x!
Compute matrices W, L, D using x;
Compute g3 by solving 4.25
Learn the classifier /7 by solving 4.26
Output: f!

SAMPLE RE-WEIGHTING BASED ON MARGINAL DISTRIBUTION

We use Maximum Mean Discrepancy (MMD) distance to evaluate the marginal distribu-
tion distance between the source and target domain [58, 59]. Given a target domain xt
and source domain xf , the distance between x! and xf is defined by:

1 & N 1 S 2

== 2 b)) = — 2 bl (4.20)
s j=1 tj=1

Where n; and n; are the number of samples in the target and source domain. ¢(x) is

a feature map onto a reproducing kernel Hilbert Space H[59]. For each x;;, we give ita

weight af}. to minimize 4.20. We want to solve the following optimization problem:

: 1 & N s 1 & 2
min - 2 ajpl) = — ) iy (4.21)
i j=1 t j=1
Where a is a s x 1 vector composed of the weight of each sample in the source domain.
According to [60], 4.21 can be written as:

1
mln—af-TKaf —KTaf
ns (4.22)
s.t. af]- €[0,Bland| ) afj — 1| < nge
j=1
s : _ S S : _ s Nt S t
where K is a ngx ns matrix, K4 = k(xl.p, xiq). And x is a ngx 1 vector, k , = n Zq:l k(xl.p, Xg),

~llxp-xqll?
The kernel function is defined as: k(xp,x4) =€ 202 . Inour experiment, we set B =3
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and e = \/LrTS’ which bring the best AUC.

SAMPLE RE-WEIGHTING BASED ON CONDITIONAL DISTRIBUTION

Without knowing the labels of the target domain, computing the conditional distribu-
tion difference of target and source domain is impossible. However, Given a target do-
main, we hold the assumption that nearby points in the marginal distribution should
have similar class labels (conditional probability).

Given a target domain, suppose there are n source domains. We define F; = [f1;, f2j, .., fuj]
as the 1 x n vector of predicted labels (probability) of given by n source model f; for the
j-th sample of target domain. And g8 = [B1, B2,..., Bnl” is a n x 1 weight vector, where f3;
is the weight for f;. we want to solve the following problem:

min Y (Fj-Fp)W; (4.23)
b 2P = F) Wi

where F;§ and Fif are the prediction of j-th and k-th samples of target domain, while
Wiy is the weight between sample j and k given by

—lxj—xgl?
Wir=e 27 (4.24)
we can rewrite 4.24 as:
min pTFETL,FB (4.25)

B=0,3 fi=1
where F is an [ x n matrix (! is the number of samples in the target domain). Each row
of Fis Fj. Ly is given by L, = I - D 95WD™%% and D is the diagonal matrix given by
—v!
Djj=Xia Wik-

Now for a domain {x;, y;} in train set, each sample {x;, y; j} has its weight for conditional
distribution ; and weight for marginal distribution a;;. The loss function 4.7 of our
personalized model change to:

1 T uL T
Iluljlgliw w+C;logﬁiaij(exp(—yij(xijw+c))+1) (4.26)
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5.1. LOGISTIC REGRESSION VS TPT

In this section, we compare the performance of the simple logistic regression and TPT
(stat of the art). We apply a leave-10-subjects-out cross-validation for performance eval-
uation as mentioned in 2. The hand-crafted features we adopted are the same as [5].

LR
TPT

AUC Score

01 2 3 4 5 6 7 8 9 131416 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 48 49
Participant ID

Figure 5.1: LR vs TPT

‘ AUC Performance
LR 0.682 (std = 0.091)
TPT | 0.680 (std = 0.087)

Table 5.1: LR vs TPT

As shown in the above tables, the performance of TPT is almost the same as the perfor-
mance of the simple logistic regression. Unlike the result in [5], TPT lost its power when
a longer recording time is adopted (30 mins vs 10 mins) and more participants are in-
cluded (50 vs 18). The following figures show the PCA analysis of the first 4 people in fold

Figure 5.2: PCA Analysis for person 0,1,2,3 (hand-crafted feature)

As shown in figure 5.2, the distributions of different subjects are quite similar. The basic
assumption of TPT is that, the distributions of different source domains are different.
However, with a longer recording time and more participants, the marginal distribution
difference seems to be disappeared. When the recording time is limited, for example,
10 minutes as mentioned in [5], the data we collected for each person might just be dis-
tributed at a subarea of the entire distribution. This type of sampling bias causes the
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data distribution difference between different subjects, thus when data is collected in
a small range, TPT is valid. When a longer recording time is time is adopted and more
subjects are included, the data we collect from each person is enough to represent the
entire distribution. The distribution difference between people thus disappears and TPT
no longer works. However, this situation only happens with hand-crafted features. From
5.4 we could see the feature distribution difference. For the features extracted by our
neural network model, the person-specificity still exists.

5.2. LOGISTIC REGRESSION VS NEURAL NETWORK

Since the TPT and LR achieved the same AUC performance in the above discussion, we
still use LR as the baseline to compare with our neural network model.

R
0.9 Neural Network

AUC Score

05

0 1 2 3 4 5 6 7 8 9 1314 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 48 49
Participant ID

Figure 5.3: LR vs Neural Network

‘ AUC Performance
LR 0.682 (std = 0.091)
Neural Network | 0.743 (std = 0.075)

Table 5.2: LR vs Neural Network

Compared with hand-crafted features based approaches, our neural network model brings
an AUC improvement for 6%. As shown in 5.4, the AUC varies between different subjects.
For person 3, the AUC can achieve 90%, while for person 29, the AUC is even less than 60
%.

Figure 5.4: PCA Analysis for person 3, 29




30 5. RESULT ANALYSIS AND DISCUSSION

We draw the PCA analysis for persons 3 and 29. For person 3, the distributions of speech
and non-speech are separable, while for person 29, the distributions of speech and non-
speech are mixed up. This indicates that the connection between speech and body
movement changes between different subjects. For some people, this relation is strong
and speech can be easily detected through the accelerometer data, while for the other
person, such connection is rather implicit.

o1 02 03 04 05 o6
Speech Sample Ratio

Figure 5.5: AUC Score with Speech Ratio

We also draw the speech sample Ratio-AUC curve 5.5. People with a higher speech sam-
ple ratio tend to have a higher AUC. However, this connection is weak, the person with
quite a low speech sample ratio can still achieve an acceptable AUC.

5.3. NEURAL NETWORK BASED TPT

Now we combine TPT with the features extracted by the neural work. We first extracted
features from the raw data using the neural network, then we applied TPT on the new
neural network based features. Figure 5.6 shows the performance for neural network
based TPT per person.

Neural Network
0.9 Neural Network based TPT

AUC Score

0 1 2 3 4 5 6 7 8 O 13 14 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 4o 47 48 48 49
Participant ID

Figure 5.6: Neural Network vs Neural Network based TPT

By applying TPT with the neural network, we slightly improve the average AUC per-
formance by 1%. We also did a related t-test between the performance of these two
methods. Usually, a p-value smaller than 0.05 indicates a distribution difference (per-
formance improvement). In our case, we got a p-value smaller than 0.01, which means
TPT does improve the overall performance.
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| AUC Performance
Neural Network 0.743 (std = 0.075)
Neural Network based TPT | 0.752 (std = 0.076)

Table 5.3: Neural Network vs Neural Network based TPT

5.4. INFLUENCE OF DATA SI1ZE

We are also interested in how the size of our dataset will influence the performance of
our neural network. We want to know whether the size of the data set we currently have is
enough for a well-trained model. As has discussed in 2, averagely, each person will have
875 raw frames, each raw frame lasts for 3 seconds. In this experiment, we still follow the
leave-10-subjects out cross-validation set up. We first only made of 2% of each person’s
data in the train set in the first turn, then for every following round, added another 2% of
each person’s data into the former round train set, trained the model again and test on
the person in the test set. 5.7 shows the learning curve of our neural network and neural

—e— Neural Network

074 Neural Network TPT /.f—*—"

0.70

AUC Score

2 4 8 16 20 40 60 80 100
sample Size(%)

Figure 5.7: Learning Curve of Neural Network and Neural Network based TPT

network based TPT approach. When we only make use of 8 %(70 frames, 105 seconds)
of data per person, both models can already achieve an AUC performance for nearly 71
%. Also, when we don’t have enough for each person (less than 8 %), the TPT method
declines the performance of the original neural network. With the sample size grows,
the performance of the neural network TPT gradually outperforms the neural network
model.

When each individual’s data is limited, for example, in the first round, only 2 % of each
person’s data is used. In this case, when applying TPT, we only have 17 frames to train an
individual LR for each participant in the train set and LR can be easily over-fitted. A TPT
algorithm based on those over-fitted models would definitely decline the performance.
When the size of the data from each subject grows (e.g. 16 %, 140 frames each). The data
we have is enough for training individual model and the map between the data distri-
bution and the decision boundary each can be precisely established. This is the reason
why when more data per person is used, TPT outperforms single neural networks.
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Furthermore, the rising trend of the AUC curve is slowing down when more data is added.
The curve has almost achieved the saturation point when 100 % of data is used. In other
words, if we used the data from all the participants, the data we currently have is enough
to train a general model.

5.5. POSSIBLE UPPER BOUND FOR NEUTRAL NETWORK BASED
TPT

TPT holds the assumption that the decision boundary of each person’s data is deter-
mined by its marginal distribution. However, even two data distribution are the same,
their decision boundaries can still be different. In other words, we may need to con-
sider both conditional and marginal distributions. However, without knowing the labels
of the target person, we can never get access to the conditional distribution of data. To
check the upper bound of TPT, in this experiment, we make use of the label of the test
set. Instead of computing the distance between two persons:

D(x;, xj) = DEmp (X1, X) 6.1

Here we use:

D(x;,xj) = DEMD(Xip, Xjp) + DEMD (Xin, Xjn) (5.2)

where x;, xjp are the positive (speech) sample distributions and x;jp, Xj;, are the neg-
ative (non-speech) sample distributions. By computing the distance between speech
and non-speech distributions separately, we approximately take both conditional and
marginal distribution into consideration.

| AUC Performance

Neural Network 0.743 (std = 0.075)

Neural Network based TPT 0.752 (std = 0.076)

Neural Network based TPT(known test set label) | 0.757 (std =0.075)

Table 5.4: Performance in terms of AUC

As shown in the above table, even with the known label and the new distance metric, our
TPT approach can only bring an AUC improvement of 1.5%.

5.6. TWO-STAGE SAMPLE RE-WEIGHTING

Next, we changed our strategy by re-weighting the samples in the train set based on their
conditional and marginal similarity to the target person in the test set. the result is shown
in figure 5.8:

Compared with TPT, our two-stage sample re-weighting performs slightly worse at than
the original neural network model. We also did a related t-test here and the correspond-
ing p-value was 0.15 which was much higher than 0.05. This indicated that the sample
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Neural Network
Neural Network based sample-reweighting
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Figure 5.8: Neural Network vs Neural Network based Sample Re-weighting

| AUC Performance
Neural Network 0.743 (std = 0.075)
Neural Network based Sample Re-weighting | 0.736 (std = 0.081)

Table 5.5: Neural Network vs Neural Network based Sample Re-weighting

re-weighting approach did not bring a performance improvement. The two-stage sam-
ple re-weighting approach holds the assumption that for any distribution, two nearby
samples should have the similar prediction value. However, for most of the subjects
included in our dataset, their speech and non-speech sample distributions are highly

overlapped.

Figure 5.9: PCA Analysis for person 5, 6, 8, 45 in fold0

The figure 5.9 shows the sample distributions of 4 subjects in fold 0. Their speech and
non-speech sample distributions are highly overlapped. Two close by samples usually
have different labels. Such situation violate the basic assumptions(close points have the
same label) of our re-weighting approach. This is main reason why this method does not

work.

5.7. THE EXISTENCE OF PERSON-SPECIFICITY

All our effort trying to get a personalized model did not achieve a satisfying result. Al-
though we have observed from the PCA analysis that data distributions of different sub-
jects are different. However, this type of difference is still not significant enough for EMD
or MMD to precisely recognize it. Furthermore, at the beginning of our research, we hold
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the assumption that each subject’s data distribution is different. However, when we are
training the neural network model, we fed it with the data collected from multiple sub-
jects. During the training process, the model was forced to learn some individual invari-
ant features and lose person specificity.

In this section, we prove the existence of person specificity. We made use of a simple
GRU model (8 units). We selected the subjects in fold 0 as the test set and the remain
as the train set. First, we trained our model on the data in the train set. Second, for
each subject in the test set, we divided the data into fine-tuning train set and validation
set(50% : 50 %), checking whether fine-tuning the model with personal data can improve
our model performance for each person. However, according to [61], the train set can be
contaminated if neighbor sliding window frames are contained in train and test set sep-
arately. To avoid this problem, we implemented the meta-segmentation[61] algorithm
to divide each person’s data into the train and validation set this time. The detail for
meta-segmentation is shown below:

Algorithm 3 Meta-segmentation[61]

Input: frameLabels, numFolds, seglength
classes = unique(frameLabels)
numSegments = framLabels/seglength
segDist = zeros(numSegments, length(classes))
for i=1to numSegments do
# get distribution of labels within each segment
segDist(i,:) = getLabelDist(frameLabels € segment ;)
# add noise for randomness
segDist(i,:) = segDist(i,:) + randn *0.1
end for
# get sorted list of indices (lexicographic sort of distributions)
indices = lexisort(segDist)
# assign fold to each segment
foldIds(indices) = 1 + mod(1...numSegments,numFolds)
fori=1to numSegments do
# assign each frame within segment to fold
frameFoldlds € segment ; = foldIds(i)
end for
Output: frameFoldlds

In this way, we avoided the data contamination problem. We repeated the experiment
for 10 times, making sure the performance is trustworthy. The result are shown below:
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| AUC Performance
Before fine tuning | 0.723 (std = 0.089)
After fine tuning | 0.773 (std = 0.076)

Table 5.6: Performance in terms of AUC
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Figure 5.10: The affect of fine tuning

As shown in table 5.6, after fine-tuning, the average AUC increases by 5%. Since for each
person, we only have around 400 frames for fine-tuning, we believe the performance of
the fine-tuned model can even be better if more data is given.
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6.1. CONCLUSION

Our research focused on detecting speech from body movements. We used a single
tri-axial accelerometer worn around the chest to collect the body movement informa-
tion. Through the entire research process, we held the assumption that speech is highly
personal-specific, which means the data distributions of different subjects are differ-
ent. Compared with previous research focusing on speech detection from accelerome-
ters [5, 44], instead of using hand-crafted features, our works used neural networks to
extract features from the raw accelerometer automatically. The CNN+GRU model ap-
plied in this research brings a 6 % AUC improvement compared to the state of art [5].
After that, we visualized the features extracted by the neural network, then found out
that, for each person, their data distributions were different. This discovery complied
with our initial hypothesis of person-specificity. As follow-up research, we adopted two
approaches of multi-source domain adaption based on the features extracted from the
neural network, aiming to get a personalized model for each individual. We first applied
TPT and brought an AUC improvement by 1 % (74% vs 75 %). Another strategy based on
sample re-weighting is also tested, however, this method did not bring a satisfying result.

Based on the experiments we conducted, here, we answer the research questions we
proposed at the beginning:

n 1. How will the TPT perform on a larger data set(50 subjects, 30 minutes recording
for each person)?

For hand-crafted features, when a larger data set is adopted, the feature distri-
bution difference between subjects no longer exists, TPT is not valid in this case.
When the recording time is limited, the data we collected for each person might
just be distributed at a subarea of the entire distribution. This type of sampling
bias causes the data distribution difference between different subjects, thus when
data is collected in a small range, TPT is valid.

2. Whether the person-specificity assumption still holds for the features extracted
by a neural network (different distributions)? If so, can we combine the neural
network and TPT (applying TPT to the features extracted by the neural network) to
get a better performance per person?

Yes, by applying neural network, we improve the AUC performance by 6 %. Also,
through the PCA analysis, we find that the feature distributions of different persons
are different. By applying TPT, we further improve the performance by 1%.

3. TPT holds the assumption that the optimized personalized decision boundary (con-
ditional distribution) is determined by the marginal distributions, is this assump-
tion true and what is the possible way to adapt TPT to get a better performance?
What is the upper performance bound for TPT?

TPT only measures the distance between two distributions based on their marginal
distributions. However in experiment 5.5, when we compute the distance between
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the speech and non-speech samples separately, we could get a better result (0.752
for TPT, 0.757 for TPT with known test set label). This phenomenon indicated that
when applying TPT, if some samples’ labels in the test are known, those samples
can be used to calculate the distance between the source and target domain as
mentioned in 5.2. In this way, TPT can get better performance.

4. In most cases, neural networks are data-hungry. How much data is enough for a
well-trained model for speech detection? Will we get better performance if more
data is provided?

According to 5.7, when more data is added, the learning curve for our CNN + GRU
model gradually reaches to the saturation point. This indicates that, if we want
to get a well trained general model that trained with data from multiple subjects,
the data amount we have for now is enough. Thus, if we want to improve the per-
formance, instead of adopting a longer recording time, a better choice would be
using more accelerometers. Accelerometers can also be placed at body positions
like forearms and waists to get more body movement information. However, if we
want to get a pure personalized model, we still need more data per person.

5. Compared to the TPT, the second approach we proposed (two-stage sample re-
weighting) does not hold any assumption about data distributions. It re-weights
the samples from source domain persons based on their conditional and marginal
distribution similarity to the target person (subjects in the test set). Will comb-
ing the neural network with two-stage sample re-weighting bring a better perfor-
mance?

The re-weighting method we adopted does not achieve a good result. The basic
assumption of this approach is that: two close-by samples need to have the same
labels. However, for our research, for most of the persons, the speech and non-
speech samples are heavily overlapped. Two close-by points usually have different
labels. The basic assumption of the re-weighting approach does not hold there.

6. Does the assumption of person-specificity really hold in speech detection in our
experimental set-up? Do the personalized neural network model (trained with
data from the target person) really outperform the general model that trained on
the data from all the other subjects?

Yes, according to 5.10, the model fine-tuned with individual data performs bet-
ter than a general model (0.77 after fine-tuning : 0.72 before fine-tuning). Fur-
thermore, for each person, we only have around 400 frames for fine-tuning, if we
have more personal data, the difference between the personalized model and the
general model can be larger. However, when we combine TPT with neural net-
works, we only get 1 % improvement, this is too small. A possible explanation is
that, when using accelerometer data from multiple subjects to train our model,
the model is forced to learn some person-invariant feature and thus the person-
specificity is lost. A possible solution to this issue will be discussed in the next
section.
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6.2. FUTURE WORK

As have discussed in the former section, training a neural network model with data col-
lected from multiple subjects might force the model to learn some individual invariant
features and lose person-specificity. A possible structure is shown below:

Feature Extractor
Speech

|

Non Speech

O O
g g
<

S s
c =
= =
o o
=] =]
= =
o lw)

(o) @ (o [0 [0 (0

Logistic Regression for each Subject

Figure 6.1: A Possible Structure for Feature Extraction

In this structure, instead of using a universal logistic regression layer, we give each per-
son in the train set an individual logistic regression. In other words, we treat the classifi-
cations of different persons’ data as different tasks (multi-task learning) [62]. In this way,
we compress the original raw data to 1 d vectors while the final distributions of different
subjects don't necessarily to be the same. Then we could combine this structure with
TPT or the sample re-weighting method to get a personalized model.

Another possible direction to improve the model performance might be source domain
selection. As shown in 5.2, for some persons like person 3, there is a strong connec-
tion between the speech and body movement, the speech and non-speech samples can
be easily separated. However for person 29, this connections is fairly implicit (with an
AUC of 0.54). The data from such a person might have a negative effect when training
the model (negative transferring)[63]. If we could delete such a person’s data from the
train set, our model might get better performance. Furthermore, for now, our research
purely focuses on how to process the data we have. Since the participants come from
different backgrounds. Some external information might be helpful when we select the
source domains. For example, given a person’s data, we could select the source domains
that have the same age, gender and nationality. People who have the similar background
might share similar behavioural habits, thus have similar data distributions.

Based on the learning curve figure 5.7, we could draw the conclusion that, under current
the experiment set-up, the data amount we have is enough to train a well-trained neu-
ral network model using data come from multiple subjects. However, the performance
of our model is still quite low(74%). For now, since the learning curve of our model has
already reached a saturation point. If we want to get a general model with better perfor-
mance based on the data from multiple subjects, it’s not wise to adopt a longer recording
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time.

Through our research, we have proven that there is a connection between speech and
body movements. Then, a further question would be: how strong this connection could
be? What is the upper bound performance for detecting speech from body movements?
With our neutral network + TPT model, we get an AUC of 75 %. If we could use more
sensors placed at different positions of each person, then we can capture the body move-
ments more precisely. A model trained with multi-modality information may easily break
the current upper bound.

We have proven the existence of person-specificity through our experiment of fine-tuning
model. However, the fine-tuned model only gets an AUC improvement for 5 % averagely.

For our data set, for each person, we only have 875 data frames. The data we have per

person is not enough for training a neural network. For now, we can not figure out what

is the upper bound of a personalized model trained purely with each individual’s data.

In future research, we need a much longer recording time for each individual (e.g 3 or 4

hours). Only in this way, we can get a well-trained neural network model and compare

the difference between the personalized model and the general model.
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