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A B S T R A C T

We have developed and investigated a hydrodynamic model of Deep-Sea Mining (DSM) collector turbidity flows
that captures sediment particle aggregation and breakup. Flocculation is expected to have a significant impact
on determining the spread patterns of the turbidity flows and the resulting turbidity currents. The recently
validated drift-flux model by Elerian et al. (2022) has been coupled to the Population Balance Equation (PBE)
for modelling real-life discharge scenarios. This advanced approach accounts for the dynamics of flocculation
and offers a comprehensive simulation of discharge systems. We hypothesize that this will produce a more
accurate representation of DSM turbidity flows in the near-field region, where the turbulence mixing is expected
to be the highest. Particular emphasis is placed on the settling velocity closure, as the flocs that form are porous
and have a complex geometry. The flocculation parameters are calibrated using the experiments of Gillard et
al. (2019). Finally, we investigate the effect of flocculation in the near-field region by numerically solving
the new model in a computational domain of the near-field region. The results indicate that aggregation is
the primary mechanism, however, it does not have a visible impact on the turbidity flow in the immediate
vicinity, but it is likely to have a substantial effect on the far-field region.
1. Introduction

In recent years, Deep-Sea Mining (DSM) has garnered significant
attention globally due to the growing difficulties in metal supply chains.
As a result, companies are seeking innovative ways to secure raw
minerals. Deep-sea deposits contain highly sought-after minerals a,
including Cobalt (Co), Nickel (Ni), Tellurium (Te), Titanium (Ti), Plat-
inum (Pt) and rare Earth metals, that are in high demand among green
technology manufacturers, resulting in a significant increase in interest
in DSM in recent decades. There are various types of deposits in the
deep sea, but some of the most important mineral resources are the
potato-sized rocks known as polymetallic nodules. A typical mining
system for such nodules consists of three components: a Polymetallic
Nodule Mining Tool (PNMT), a Production Support Vessel (PSV), and
a Vertical Transport System (VTS). The PNMT collects the nodules and
separates them from the accompanying water–sediment mixture. The
nodules are then transported to the PSV via the VTS, while the excess
water–sediment mixture is discharged through the PNMT, resulting in
a sediment plume (Alhaddad et al., 2022). These plumes and the corre-
sponding increase in turbidity levels are one of the main environmental
concerns associated with Deep-Sea Mining (DSM) (Sharma, 2015).

∗ Corresponding author.
E-mail address: m.f.a.i.elerian@tudelft.nl (M. Elerian).

Due to the difficulties in conducting in-situ testing, our understand-
ing of the generated turbidity flows is limited. Direct measurements
of these flows are rare because of turbulence in the wake region,
the complexity of measuring the impingement zone, and the limited
research on the interaction between discharged plumes and plumes
from tracks. The focus of this study is to examine the flocculation in
the discharged mixture, which is still a subject of ongoing research
with numerous uncertainties and areas for further exploration. Lab
experiments are crucial in this regard, as they allow for calibration and
validation of numerical models to predict the behaviour of turbidity
flows in near and far regions (Elerian et al., 2021). Modelling of
local characteristics of generated turbidity currents, such as velocity
and concentration, is crucial for environmental impact predictions in
DSM studies. Such predictions should be based on credible data. In
this context, we aim to partially fill the current knowledge gap about
the behaviour of particles in the near-field region by creating a new
modelling approach that predicts turbidity flow dispersion in that area.

Early studies investigating DSM turbidity flows have been reported
in the literature (Zielke et al., 1995; Jankowski et al., 1994; Purkiani
et al., 2021), but, to date, there have been few near-field numerical
vailable online 29 March 2023
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investigations dealing with DSM-generated turbidity flows. Decrop and
Wachter (2019) presents a comprehensive two-phase CFD simulation
of a PNMT discharge scenario, taking into account a variety of realistic
conditions. Recently, Ouillon et al. (2021) conducted DNS simulations
for a moving PNMT discharge process using the Boussinesq approach.
This approach solves for a transport equation for buoyancy, along with
Navier–Stokes and continuity equations. The results showed that when
the PNMT’s forward velocity is higher than the current’s velocity, the
forward velocity of the resulting turbidity current agrees with what
is observed in lock-exchange tanks. While these studies give a basic
understanding of the turbidity current structure in the near-field region,
they do not consider the multiple particle size fractions and their
interactions, such as aggregation and break-up processes. This could
result in an incorrect estimation of particle settling velocity, which
plays a significant role in determining the plume’s behaviour.

When particles collide in the presence of organic material and
are in a cohesive state, they can form a structure known as a ‘‘floc’’
through a process called ‘‘flocculation’’. Recently, researchers have
recognized that flocculation plays a crucial role in DSM turbidity flows
(Gillard et al., 2019; Spearman et al., 2020; Muñoz-Royo et al., 2022;
Helmons et al., 2022; Gillard and Thomsen, 2019; Ali et al., 2022).
Interestingly, Gillard et al. (2019) showed in a controlled laboratory
experiment that under specific mixing conditions, the median particle
size (𝑑50) of a CCZ (Clarion Clipperton Fracture Zone) sediment mixture
an increase from 12 μm to 600 μm within just 7 min, indicating a rapid
ggregation process between sediment particles. This leads to the firm
onviction that flocculation could potentially serve as a crucial solution
n reducing the impact of turbidity flows.

Shear-induced flocculation of multi-fraction sediment is primar-
ly influenced by aggregation and break-up mechanisms, as revealed
hrough experiments and numerical modelling of particle size distribu-
ion (PSD). Considerable effort has gone into developing a mathemat-
cal description of flocculation mechanisms, resulting in the creation
f the ‘‘Population Balance Equation (PBE)’’ (Hounslow et al., 1988).
BE has gained widespread adoption among researchers in multiple
ields for analysing flocculation processes under fixed flow shear rates
Quezada et al., 2020; Ruan et al., 2021; Jeldres et al., 2015; Maggi,
009; Mietta et al., 2011). The results obtained from PBE have been
hown to have a strong correlation with experimental findings (Cahill
t al., 1987; Russel et al., 1991; Fernández-Barbero et al., 1996). As
ost engineering problems are dynamic, with changing flow conditions

ver time, researchers often couple Computational Fluid Dynamics
CFD) models with PBE to efficiently analyse mixture dynamics and
article-size changes simultaneously (Bhole et al., 2008; Silva et al.,
008; Golzarijalal et al., 2018; Shi et al., 2019). These studies em-
loy an Euler–Euler modelling approach, treating the water–sediment
ixture as separate fluid and solid fractions based on size, as inter-
enetrating continua. PBE is coupled with the Euler–Euler model and
oth are solved simultaneously, resulting in a computationally intensive
rocess. Each particle fraction requires its own momentum equation
nd PBE, adding to the complexity of solving the source terms that
ouple the momentum equations for both the liquid phase and the
article fraction.

In contrast to other models that treat particle fractions as separate
hases, the drift-flux model takes a mixture approach, where the entire
ixture is represented by a single momentum equation. However, this

pproach requires the inclusion of a phase transport equation for each
article fraction (Goeree, 2018). Furthermore, the drift-flux model has
een applied in different engineering applications (Van Rhee, 2002; Al-
addad et al., 2020; Decrop and Wachter, 2019; Goeree, 2018; Elerian
t al., 2022; de Wit et al., 2014), supporting our choice for the model.
o the best of our knowledge, the drift-flux model has been coupled
ith PBE in previous studies by Shen et al. (2018) and Chen et al.

2006), but both used only two or three phase PBE, which may affect
he accuracy of predictions on a high-resolution grid. As shown in the
2

ork of Elerian et al. (2022), increasing the number of fractions leads
to improved accuracy in predicting the forward velocity of turbidity
currents. However, the suitability of their approach depends on the type
of problem being studied and the desired outcomes. Our investigation
focuses on the near-field region, with a higher resolution in the spatial,
temporal, and phase domains than has been studied in previous works.
This higher resolution has implications for the details of turbulence
modelling and, in turn, flocculation modelling.

Building on the findings of Gillard et al. (2019), we have developed
a new numerical model to improve the accuracy of turbidity-flow
prediction behind a PNMT. This model includes the calibration of the
most critical flocculation parameters. Our model’s predictive capabil-
ity stems from the combination of the drift-flux modelling approach,
validated by Elerian et al. (2022), implemented in OpenFOAM, and
the population balance modelling approach developed by Hounslow
et al. (1988). The coupling of these two approaches would enhance
the model’s accuracy in predicting turbidity-flow. This will yield an
improved understanding of turbidity flows in the near-field, from which
we can gain insights into how discharge parameters impact the mixture
dispersion in the near and far field regions. This could open up new
opportunities for engineering solutions to address this issue. The paper
begins by calibrating the most important flocculation parameters of the
PBE using the experimental work of Gillard et al. (2019) in Section 2.
The effects of flocculation are then demonstrated in a real-world case
study in Section 3. Conclusions are drawn in Section 4.

2. Numerical model

The mathematical description of the flow of water–sediment mix-
tures, such as DSM turbidity flows, is given by the variable-density,
in-compressible Navier–Stokes equations. In the context of multi-phase
flow, it is important to note that the particle size distribution is divided
into bins, each of which is treated as a separate phase. The math-
ematical model, which has been implemented using openFOAM (see
Fig. B.2), an open-source CFD code, is discussed in the appendices. The
governing equations are solved sequentially using the Finite-Volume
Method (FVM). Accordingly, the equations are integrated at each com-
putational cell, yielding discretized equations for each quantity.

2.1. Experiments

Gillard et al. (2019) study DSM-generated turbidity flows, where the
flocculation process is quantified experimentally. To our knowledge,
the flocculation parameters that we believe to play the largest role in
controlling aggregation and breakup processes, i.e. 𝑑𝑓 and 𝐸𝑏, have not
been calibrated for CCZ-type sediment. The exact values and sensitivity
of these parameters therefore remain unknown, which is why we
use the experimental results of Gillard et al. (2019) to calibrate the
paramters in Eq. (B.17) to predict the mixture as accurately as possible.
It is worth noting that despite Gillard et al. (2019)’s extensive research
on real CCZ sediment, an important limitation of their study is the
absence of in-situ CCZ water. The use of natural water is crucial in un-
derstanding the aggregation process in CCZ environments. As a result,
the experimental work in Gillard et al. (2019) did not fully consider the
impact of key factors such as extracellular polymeric substances (EPS)
and bacteria present in real CCZ water on the aggregation of particles.
However, to the best of our knowledge, this is still the only work in the
literature that has detailed laboratory results for CCZ sediment.

Gillard et al. (2019) used a horizontal Couette reactor (Fig. 1) to
create a homogeneous shear rate. The reactor consists of a fixed inner
cylinder and a rotating outer cylinder with a 2 cm wide annular space
between the walls and a total working volume of 1.7 litres. The shear
flow is generated by rotating the outer cylinder. The floc aggregation
process is observed over time using a camera, as the outer chamber is
made of transparent acrylic glass. The mixture is tracked during each

experimental run.
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Fig. 1. (a) Couette reactor setup. (b) The 2D mesh used in numerical runs.
Fig. 2. Calibration of the modelled settling velocity 𝑢𝑘𝑟 using the experimental results of Gillard et al. (2019). (A): calibration process for 500 mg∕l and 10.4 s−1. (B): calibration
process for 175 mg∕l and 5.7 s−1. (C): calibration process for 105 mg∕l and 2.4 s−1.
2.2. Numerical domain

A 2D mesh is created using OpenFOAM’s block-Mesh utility to
represent a horizontal slice of the Couette reactor’s working volume
(see Fig. 1). The mesh is 25.7 cm long and 2 cm high. All sides are
assigned a Wall Boundary Condition (B.C), with a no-slip B.C assigned
to velocity, a zero gradient assigned to pressure, wall functions assigned
to k and epsilon, and a zero gradient assigned to 𝛼𝑘.

In the model, turbulence inside the Couette reactor is kept constant
due to the constant angular velocity created by the rotation of the outer
wall, resulting in a constant shear rate 𝐺 throughout an experimental
run. Despite the constant turbulence in the experiments, the turbulence
model (Eqs. (A.7) and (A.8)) is not activated during the simulation, as
constant values are assigned to 𝑘 and 𝜖, which are used to calculate
𝛤 in Eq. (B.18) and 𝜈𝑡𝑚 in Eq. (A.2). The current study focuses solely
on calibrating the most effective flocculation parameters in the RHS
of Eq. (B.17).

The shear rate in an experimental run is used to calculate the value
of 𝜖 for each case by using the equation 𝐺 = (𝜖∕𝜈𝑚)0.5. The turbulence
length scale relation is then used to determine 𝑘 as follows:

𝜖 =
𝐶0.75
𝜇 𝑘1.5

𝐿
, (1)

where 𝐿 is taken as 0.02 m, the distance between the outer and inner
walls of the reactor. The volumetric concentration 𝛼𝑘 of each phase is
then averaged over the entire domain, leading to the determination of
𝑑 .
3

50
2.3. Settling velocity calibration

It is important to note that of the seven flocculation parameters 𝐸𝑏,
𝑑2, 𝐶𝑏, 𝑑𝑓 , 𝑏1, 𝑏2, only three 𝑑𝑓 , 𝑏1, and 𝐸𝑏, (see the appendices for the
definition of these parameters), are considered for calibration, as they
have been found to have a high impact on the results, while the other
four have been found to have only a slight impact.

As mentioned in the work of Ferguson and Church (2004), the
values of 𝑏1 range from 18 to 24 and 𝑏2 range from 1 to 1.2 for sand.
However, when dealing with flocculation, the fractal dimension 𝑑𝑓
plays a crucial role as it describes the space-filling ability of real flocs.
According to Strom and Keyvani (2011), the settling velocity changes
with the variation of the fractal dimension. Therefore, we determine
the particle shape parameter 𝑏1 corresponding to the tested fractal
dimension by calibrating the measured settling velocity of Gillard et al.
(2019) to the results of Eq. (C.3), using the specific fractal dimension
being tested. This allows us to determine the optimal value of 𝑏1,
taking into account that we found that the value of 𝑏2 did not have
a significant impact on the results and is thus kept constant at 1.5.

Gillard et al. (2019) conducted settling velocity measurements
which are used to calibrate parameters 𝑏1 and 𝑏2 in Eq. (C.3). The
particle sizes varied from an initial 𝑑50 = 20 μm to the maximum
floc size in each case. The results from Eq. (C.3) are compared to the
experimental results and the case-dependent empirical formulas from
Gillard et al. (2019) are used.

Fig. 2 shows the calibration of parameter 𝑏1 using different values
of 𝑑 . In Section 2.4, the fractal dimension for each of the 3 test cases is
𝑓
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Fig. 3. Calibration process in case of 500 mg∕l mass concentration and 10.4 s−1 shear rate. All 3 figures show the development of 𝑑50 over time. (A) represents the sensitivity
of the fractal dimension 𝑑𝑓 on the numerical results, where the breakage coefficient 𝐸𝑏 = 1 × 10−6 is constant. (B) represents the sensitivity of the breakage coefficient, where the
𝑓 = 2.25 is constant. (C) represents the sensitivity of both parameters 𝑑𝑓 and 𝐸𝑏 on the development of 𝑑50.
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etermined. The settling velocity measurements in the figure are case-
pecific. The results from Eq. (C.3) agree well with the experimental
esults.

However, there is some discrepancy between the measured and
alculated settling velocities, particularly in the low-shear rate condi-
ions and for small particle sizes. This divergence may be attributed to
everal factors including:

• The uncertainty about the primary particle size 𝑑2.
• Assuming a constant fractal dimension for the entire size range of

particles.
• As a result, changes in fractal dimension can also affect the

particle shape coefficient 𝑏1, which can ultimately impact the
calculations.

.4. Calibration results

The calibration set consists of three distinct cases, each character-
zed by a unique combination of mass concentration and shear rate. The
oncentrations tested are 500, 175, and 105 mg/l, paired with shear
ates of 10.4, 5.7, and 2.4 s−1 respectively. These varied conditions
llow for a comprehensive evaluation of flocculation behaviour. Our
bservations indicate that the fractal dimension and breakage coeffi-
ient play a crucial role in determining the flocculation source terms,
ighlighting their significance in this process. In each case, the values
hat fit closest to the experimental results are used as reference values,
ith the side note that they are determined through trial and error.
he best fit for each case is represented graphically as a solid black

ine in Figs. 3, 4, and 5. To determine the sensitivity of the parameters,
dditional numerical runs are performed by varying the values of either
𝑓 or 𝐸𝑏, or both. These additional experiments are depicted in (A)
or 𝑑𝑓 only, (B) for 𝐸𝑏 only, and (C) for both 𝑑𝑓 and 𝐸𝑏 combined, in
igs. 3, 4, and 5.

The results of the numerical simulations and experiments are com-
ared and a good agreement is found for a range of fractal dimension
nd breakage coefficient values. The best fit for each case is shown as a
olid black line in Figs. 3–5. The values of 𝑑𝑓 and 𝐸𝑏 are relatively sim-
lar from case to case, which is anticipated as they represent the same
4

ediment. These results provide us with the necessary confidence to t
se these values in real-world applications (as discussed in Section 3).
iven the complexity and uncertainty associated with these parameters,

t is deemed acceptable to use any value within the specified range to
certain extent.

In all cases, the solid black lines deviate from the experimental
bservations at the start of the simulation, but they begin to match
ore closely soon after. The deviation in the numerical prediction of
50 is higher when 𝐸𝑏 is changed compared to when 𝑑𝑓 is changed.
he undervaluation of 𝑑50 increases as 𝐸𝑏 decreases and vice versa. The
eviation caused by changing 𝑑𝑓 is more prominent at the start of the
umerical simulation. It is clear that as the initial concentration and
hear rate decrease, the sensitivity of 𝐸𝑏 increases (as seen in B and
in Fig. 5), leading to greater inaccuracies in the prediction of 𝑑50. It

ould be that the overall deviation occurs due to:

1. The uncertainty in the initial particle size distribution (PSD) can
have an impact on the calculation of the initial phase concen-
tration (𝛼𝑘), particularly during the early stages of a numerical
run.

2. Only a small number of fractions are used.
3. The uncertainty of the constant values assigned to different

parameters such as 𝑑𝑓 , 𝐸𝑏 and 𝑏1.
4. The assumption of the primary particle size being 𝑑2 = 2 μm.
5. The shear rates explored in the study are relatively low, which

could allow sediment particles to settle during the experiment,
potentially impacting the accuracy of the measurements.

6. The possibility that the source terms of the PBE are only approx-
imate.

It is critical to conduct a sensitivity analysis of parameters such
s 𝑑𝑓 and 𝐸𝑏 before starting a numerical investigation, as improper
stimation of these values may lead to significant over- or under-
stimation of 𝑑50, as demonstrated in (C) of Figs. 3–5. Fortunately, the
anges of the parameters for the three cases investigated in this study,
amely 2.25 ≤ 𝑑𝑓 ≤ 2.3 and 2.5 × 10−6 ≤ 𝐸𝑏 ≤ 9 × 10−5, are considered
alid for use in CCZ sediment case studies. However, it is important to
onduct a sensitivity analysis for each individual sediment type prior

o applying the numerical model.



Ocean Engineering 277 (2023) 114250M. Elerian et al.

d
c

Fig. 4. Calibration process for 175 mg∕l mass concentration and 5.7 s−1 shear rate. All 3 figures show the development of 𝑑50 over time. (A) represents the sensitivity of the fractal
imension 𝑑𝑓 on the numerical results, where the breakage coefficient 𝐸𝑏 = 2.5 × 10−6 is constant. (B) represents the sensitivity of the breakage coefficient, where the 𝑑𝑓 = 2.3 is
onstant. (C) represents the sensitivity of both parameters 𝑑𝑓 and 𝐸𝑏 on the development of 𝑑50.
Fig. 5. Calibration process in case of 105 mg∕l mass concentration and 2.4 s−1 shear rate. All 3 figures show the development of 𝑑50 over time. (A) represents the sensitivity of
the fractal dimension 𝑑𝑓 on the numerical results, where the breakage coefficient 𝐸𝑏 = 9 × 10−6 is constant. (B) represents the sensitivity of the breakage coefficient, where the
𝑑𝑓 = 2.25 is constant. (C) represents the sensitivity of both parameters 𝑑𝑓 and 𝐸𝑏 on the development of 𝑑50.
3. Case studies

The multi-phase-drift-flux model has been previously validated
through experimental studies conducted by Elerian et al. (2022). The
results of our analysis have demonstrated that the flocculation source
terms of the model are effective in predicting the median grain size
𝑑50 of a water–sediment mixture. With this validation and calibration,
we can now move forward to explore the impact of flocculation on
turbidity current dispersion in the near-field region, which will be the
focus of the next section.
5

3.1. Numerical domain

As a PNMT travels along the seabed, it creates a highly turbulent
region in its wake. The sediment particles generated by the PNMT
are then subjected to high levels of mixing and increased chances of
particle collisions, which can lead to either the aggregation of particles
or the breakup of newly formed flocs. With the aim of investigating
the effects of flocculation in the near-field region, we will be using
the model described in appendices to conduct two main simulations
as follows:

1. With flocculation,
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Fig. 6. Geometry used in all numerical simulations with the name of the relevant B.C. The top figures depict half of the domain, utilizing symmetry B.C as indicated by the
red tag, while the bottom figures show the geometry for the PNMT. The unrepresented half of the domain is mirrored along the ZX plane for post-processing analysis. The flow
direction is in the positive X direction with a positive discharge.
2. Without flocculation, i.e. the 6 flocculation terms in Eq. (B.17)
= 0.

Additionally, we have established in Section 2.4 that the flocculation
behaviour is highly dependent on 𝑑𝑓 and 𝐸𝑏. To further understand the
impact of these parameters on the near-field region, we conduct four
additional simulations, each varying the values of 𝑑𝑓 and 𝐸𝑏 by ±0.5
and ±5×10−7, respectively, from the values used in Run 1. The complete
details of all numerical simulations performed can be found in Table 1.
Runs 1 and 2 are the main simulations, with one examining the effects
of flocculation and the other without, while Runs 3–6 are designed
to assess the sensitivity of the flocculation parameters as outlined in
Section 3.5.

It is further to be noted that for the no-flocculation case (Run 2),
a non-cohesive sediment (e.g. sand) should be used, so the simulation
should start with the PSD of the 8 MUC location (same initial spectrum
of the flocculation case, see Fig. C.1), considering it as sand. The
settling velocity for the no-flocculation case is calculated using the
Ferguson formula (Eq. (C.1)) for the sand fractions throughout the
simulation. However, using this approach for comparison with the
flocculation case is invalid as the latter uses Eq. (C.3). Therefore,
while comparing the results, not only the phase transition will be the
changing parameter but also the settling velocity, which can affect the
conclusions regarding the observed difference in the numerical results.
Consequently, this can affect the conclusions regarding whether the
observed difference in the numerical results is due to using different
settling velocity formulas or because of the phase transitions. Therefore,
we unify the settling velocity calculations using only Eq. (C.3) for
both cases with a 𝑑𝑓 = 2.25, allowing the phase transition to be the
only changed parameter. In other words, when we use the term ‘‘no-
flocculation’’ case, we are referring to a scenario where there is no
phase transition occurring (i.e. the particle size distribution is only
affected by transport mechanisms and not the phase transition). In this
case, we assume that the settling velocity of the particles is calculated in
the same way as in the flocculation case. By making this assumption, we
can isolate the effect of the phase transition on the settling behaviour
of the particles and better understand flocculation impact.
6

Table 1
The values of 𝑑𝑓 and 𝐸𝑏 used in the numerical runs.

Runs 1 2 3 4 5 6

𝑑𝑓 2.25 2.25 2.2 2.3 2.25 2.25
𝐸𝑏 5e−6 0 5e−6 5e−6 1e−7 1e-6

The computational domain, with dimensions of 20 m in height,
35 m in width, and 120 m in length, is depicted in Fig. 6. The length
of the domain, 120 m, is selected to accommodate the flocculation
process, as it requires substantial time and length scales to occur
effectively. Preliminary simulations, not depicted, indicated that a suf-
ficient distance should be maintained between the INLET, SIDE, TOP,
and PNMT boundaries to prevent pressure disturbance between the
boundaries. As depicted in Fig. 6, the positioning of the PNMT back is
set at 18 m from the INLET boundary, the side of the PNMT is placed
at 34 m from the SIDE boundary, and the PNMT top is positioned at
16.5 m from the TOP boundary to ensure the aforementioned distance
requirements are met, as established by the preliminary simulations.
As shown in Fig. 6, the PNMT geometry is kept simple, as the main
objective of the simulation is not to optimize PNMT geometry, but
rather to study the flocculation process. Additionally, it is important to
note that our study does not take into account the effects of any aggre-
gation or breakage that may occur within the PNMT, keeping in mind
that the collection process is highly turbulent due to the high velocity
jets involved, which may impact the behaviour of particles (Alhaddad
and Helmons, 2023). The background oceanic current is assumed to be
0.1 m/s, as reported in (GSR, 2018). As this is a moving source problem,
the PNMT is considered the reference frame, with a forward speed
of 0.5 m/s, which is equal and opposite in direction to the mixture
discharge velocity, as reported in (GSR, 2018; Gillard and Thomsen,
2019). It is worth mentioning that the PNMT moves in the negative X
direction. Our hypothesis is that discharging the mixture at a velocity
equal to the forward speed of the PNMT would result in an immediate
transition to the negative buoyancy phase, minimizing dispersion due
to the expected lower velocity of the generated turbidity current. It
is important to note that the focus of this study is not to examine
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Fig. 7. Comparison of sediment flux in coarse, medium and fine mesh. In each case, three x-normal slices are considered at 50 m, 80 m and 110 m.
Table 2
Boundary condition set up at different positions for all variables.

Boundaries U
[m/s]

P𝜌𝑔ℎ
[𝑝𝑎]

𝛼𝑡
[%]

k
×10−4

[𝑚2∕𝑠2]

𝜖
[×10−6]
[𝑚2∕𝑠3]

INLET 0.5 zero gradient 0 1.5 1.5
OUTLET – 0 zero gradient zero gradient zero gradient
TOP zero gradient zero gradient zero gradient zero gradient zero gradient
BOTTOM 0.5 zero gradient zero gradient 0 0
SIDE zero gradient zero gradient zero gradient zero gradient zero gradient
SYMMETRY symmetry symmetry symmetry symmetry symmetry
All PNMT 0 zero gradient zero gradient Wall

Function
Wall
Function

PNMT
DISCHARGE

0.6 zero gradient 1% 1.5 1.5
the impact of varying discharge velocities or PNMT speeds, but to
investigate the effects of flocculation in the near-field region. Given
that the PNMT serves as the reference frame, the bottom wall of the
PNMT has a speed equal to the forward speed of the PNMT, creating a
boundary condition conflict between the bottom of the PNMT (no-slip
boundary, U = 0 m/s) and the BOTTOM boundary (slip boundary, U =
0.5 m/s). However, it is assumed that the sediment disturbance caused
by the PNMT tracks would be negligible compared to the discharge
source from the PNMT. To account for this, a 0.8 m empty space is
maintained between the boundaries, as seen in the right-bottom figure
in Fig. 6.

Leveraging the symmetry of the problem, only half of the domain
is solved and the result is mirrored across the XZ plane during post-
processing, effectively reducing the computing power required by half.
Table 2 and Fig. 6 show the boundary conditions for various variables.
The simulation is run for 250 s to ensure a steady-state case for the
turbid flow, even though a simulation time of 200 s is sufficient for
the PNMT to traverse the 100 m domain length. A single run takes
about 5 days on 64 cores of the Delft-Blue supercomputer (Delft High
Performance Computing Centre (DHPC), 2022).

3.2. Mesh structure and sensitivity

The computational mesh consists of approximately 3.5 million cells.
To capture the density difference in front of the PNMT, grid clustering
with increased resolution is applied in the positive x, y, and z directions.
The cells in the first 4 m have a height of 3 cm, length of 20 cm, and
width of 10 cm, while those in other regions are 50 cm in all directions.
The cell size around the PMNT gradually increases with a growth rate
of 1.003 in the normal direction of each PNMT boundary.
7

In addition to the coarse mesh described above, two other meshes,
the medium and fine, are considered to evaluate the solution’s depen-
dence on the number of cells. The medium mesh has approximately 6.5
million cells and represents a 1.25-fold increase, while the fine mesh
has approximately 11.5 million cells and represents a 1.5-fold increase
in cells compared to the coarse mesh. The sediment flux, represented
by 𝛼𝑡 ×𝑈𝑚,𝑥 ×𝐴, is chosen as the key metric in this study. Our analysis
of the sediment flux over time in three cross-sections of 50 m, 80 m
and 110 m, as shown in Fig. 7, revealed minimal variations among the
meshes. For this reason the coarsest mesh is used for this study.

3.3. Flocculation nature

To understand the behaviour of turbid flows in the near-field region,
we compare cases with and without flocculation. This comparison
will highlight the significance of flocculation and provide insight into
whether it can play a role in reducing the turbidity flows caused by
DSM. To do so, we monitor the sediment flux 𝛼𝑡 and the fractional
fluxes 𝛼2, 𝛼22 and 𝛼28 through three cross-sections (yz plane) at 50 m,
80 m, and 110 m, as shown in Fig. 8. The data is collected from run
1 and 2. The three fractions, 𝛼2, 𝛼22 and 𝛼28, represent particle sizes
of 𝑑2 = 2 μm, 𝑑22 = 256 μm and 𝑑28 = 812.7 μm. These fractions are
carefully chosen as they represent the smallest and largest particles (𝑑2,
𝑑22) in the initial particle size distribution (PSD), as well as the largest
possible aggregate (𝑑28), as illustrated in Fig. C.1.

While there is little variation in the total sediment flux between the
two runs, as shown in Fig. 8 (A), a notable difference can be observed
in the fraction fluxes in (B), (C), and (D). In the case of flocculation,
the fraction flux (Fig. 8 (B)) is significantly lower compared to the no-

floc case, primarily due to aggregation processes that cause particles
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Fig. 8. Fraction fluxes across the three x-normal slices, slice1 at 50 m, slice2 at 80 m and slice3 at 110 m. (A) 𝛼𝑡 flux, (B) 𝛼2 flux, (C) 𝛼22 flux, (D) 𝛼28 flux .
to transition from 𝑘 = 2 to higher-level phases. In contrast, without
flocculation, the flux remains constant and unchanging across the
cross-sections as there are no aggregation mechanisms in play.

The aggregation process is further confirmed in Fig. 8 (C), where the
steady-state flux decreases in the flocculation scenario from one cross-
section to the next, a trend that is not present in the no-flocculation
scenario. In the flocculation scenario, as seen in Fig. 8 (C), the steady-
state flux is 23%, 19% and 8% lower in Sections 1, 2, and 3, respec-
tively, compared to the no-flocculation scenario, indicating that the
particles have transitioned to higher phases in the regions between
these sections. The steady-state flux of 𝛼28 shows an increase from
one cross-section to the next, suggesting that lower fractions such
as 𝛼22 have undergone aggregation and progressed to the phase 𝛼28.
The region behind the PNMT experiences a high shear rate due to
its presence, leading to a higher rate of flocculation in cross-section
1 compared to the others. As the PNMT moves away, the particle
aggregation rate gradually decreases.

In the case of 𝛼28, as shown in Fig. 8 (D), there is no no-flocculation
scenario present throughout the simulation. Nevertheless, the develop-
ment of the 𝛼28 flux can be presented to demonstrate that finer phases
undergo aggregation, resulting in an increase in the steady-state flux.

3.4. Flocculation effect visualization

As the speed of the PNMT is equal to the discharge velocity, the
discharged mixture immediately enters the negative buoyancy phase
and then impacts the seabed, creating a turbidity current. Since the
observed differences between the flocculation and no-flocculation sce-
narios are related to the sideways turbidity currents, we plot 4 z-normal
sections – (xy) plane – for the volumetric concentration of the two
runs at BOTTOM boundary and 1 m from the bottom boundary and
250 s (see Fig. 9). Moreover, the relative concentration difference is
calculated, resulting in the top 2 figures in Fig. 10. Such that the
relative concentration difference is calculated as follows:

𝛼𝑡,𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 =
𝛼𝑡,𝑛𝑜−𝑓𝑙𝑜𝑐 − 𝛼𝑡,𝑓 𝑙𝑜𝑐

𝛼𝑡,𝑛𝑜−𝑓𝑙𝑜𝑐
. (2)

This would result in a clearer visualization of the differences be-
tween the two cases, providing a more comprehensive understanding
8

of the extent to which flocculation affects the behaviour of turbidity
currents. Furthermore, we plot 2 X-normal figures (bottom figures in
Fig. 10) to clearly visualize the sediment distributions in the sideways
turbidity current in both cases.

To explain the results, we must first introduce the structure of a
turbidity current resulting from an instantaneous discharge. We con-
sider a current that propagates to the right and left (along the y-axis)
from the PNMT. At the beginning, a head forms and as it propagates,
a body begins to appear. Over time, a tail starts to form. These are the
three main structural regions of the side-way current, noting that not
all sideways current shown herein have this structure.

In the flocculation and no-flocculation scenarios, the dispersion
trend remains unchanged and the overall turbidity current forms a
wedge shape in both cases. However, from the perspective of sediment
distribution, there are significant differences between both cases, in-
dicating that flocculation does have an effect in the near-field region.
The regions most affected by flocculation are the head and body of
a sideways turbidity current, particularly in cases where the current
propagates for longer periods of time and the tail becomes visible. It
is important to keep in mind that a sideways turbidity current that has
only propagated for a shorter period of time is less likely to exhibit the
tail region, which typically forms relatively close to the PNMT.

In the head region, the flocculation case has a higher volumetric
concentration than the no-flocculation scenario. In the tail region,
especially at section B-B in Fig. 10, the flocculation case has the
highest sediment distribution in the lower region. There is also a slight
flocculation effect in the body region, where in the no-flocculation
scenario, the sediment remains in suspension, while the large flocs in
the flocculation case have already settled.

These observed differences occur due to the migration of the fine
fractions to the coarser fractions, forming new large fractions and
enlarging existing ones. The large-formed flocs have relatively high
settling velocities. For example, the 𝑢𝑘𝑟 = 0.00305 for a floc size
of 𝑑28 = 812.7 μm and density of 𝜌28 = 1018.23 kg∕m3. This has
two direct implications on the total sediment distribution: first, the
elimination of fine particles with low settling velocities, and second,
an increase in the total average settling velocity of the sediment as a
whole. In contrast, this does not happen in the no-flocculation scenario,

as it is clearly evident in Fig. 10 that at the top body region, the
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Fig. 9. Z-normal sections for the flocculation and no flocculation cases are taken at the BOTTOM boundary (left) and 1 m from the bottom (right). The top row shows the
no-flocculation case, while the lower row shows the flocculation case.
Fig. 10. Z and X normal sections show the relative differences between the flocculation and no-flocculation cases. The Z-normal sections are taken at the BOTTOM boundary
(left) and 1 m from the bottom (right) which is section C–C, while the X-normal sections are taken at 50 m and 110 m from the INLET boundary.
no-flocculation case has a higher concentration than the flocculation
scenario. This is because fine fractions with lower settling velocities
are still in suspension. Despite the relatively large settling velocities of
the large flocs, they remain in suspension in the head region due to the
high mixing in this region.

To conclude,

1. In the near-field region, aggregation between particles is the
dominant mechanism, leading to the formation of large particles
9

and the enlargement of existing ones. This results in the elimi-
nation of fine particles in the near-field region and generally an
increase in the settling velocity of sediment particles.

2. As large particles settle out from the turbidity current, this
reduces the concentration of the turbidity current, which sub-
sequently creates an evident tail region of the side-ways cur-
rent and reduce the amount of the transported sediment to the
far-field.
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Fig. 11. Layer-averaged parameters of the sideways turbidity current. The flocculation scenarios are compared on the left, where the fractal dimension 𝑑𝑓 and the breakage
coefficient 𝐸𝑏 are changing. The graphs on the right compare the flocculation scenario and no-flocculation scenario.
3.5. Layer averaged parameters

To further understand the impact of flocculation on turbidity cur-
rents, we conducted additional analysis focusing on the lateral flow
in the region where differences are noted in the previous section
(Section 3.4). Thus, we selected a point at 118 m on the X-axis,
100 m away from the front of the PNMT, located in the region where
significant differences are observed. Four vertical concentration and
velocity profiles, each 5 m in height, are taken along the run-out
distance (Y-axis) at 15 m, 20 m, 25 m, and 30 m. The 35 m point
is the SYMMETRY boundary and 0 is the SIDE boundary (Fig. 6). The
layer-averaged parameters are calculated using the following equations:

𝑈ℎ = ∫

𝑧∞

0
𝑢𝑦 𝑑𝑧, (3)

𝑈2ℎ = ∫

𝑧∞

0
𝑢2𝑦 𝑑𝑧, (4)

𝑈ℎ𝐶 = ∫

𝑧∞

0
𝛼𝑡𝑢𝑦 𝑑𝑧, (5)

where 𝑧 [m] is the upward normal coordinate, h [m] is the height of
the current, 𝑈 [m∕s] is the layer-averaged velocity, 𝐶[−] is the layer-
averaged concentration and 𝑢 [m∕s] is the local velocity and 𝑧 is the
vertical coordinate. Fig. 11 shows the layer averaged parameters for
both the flocculation and no-flocculation scenarios. We also examined
the other 4 scenarios, runs 3–6 (Table 1), in order to assess the
sensitivity of the flocculation parameters.

In general, adjusting flocculation parameters 𝑑𝑓 and 𝐸𝑏 has a slight
effect on the determination of the flocculation process, see the leftmost
figures in Fig. 11. This, however, does not affect the main comparison
between the no-flocculation scenario (Run 2) and the flocculation
scenario (Run 1), since hardly any differences are observed with respect
to layer-averaged velocity and concentration in Runs 3–6, unlike the
difference observed between the two cases (Runs 1,2), which can be
spotted immediately(right figures in Fig. 11), implying that only the
flocculation process is responsible for the observed differences between
Runs 1,2. In other words, changing flocculation parameters at this
level of scale, i.e. the near-field region, does not have a major impact
on flocculation. We can now proceed with our main investigation:
determining the effect of flocculation by comparing Runs 1,2.

In the no-flocculation scenario, the layer-averaged velocity in re-
gions far apart from the middle region is almost 6% higher than in
the flocculation scenario. Moreover, while flocculation does occur, the
turbidity current has a lower layer-averaged concentration, resulting in
a higher layer-averaged thickness in the flocculation scenario than in
the no-flocculation scenario. As the current propagates along the run-
out distance, particles aggregate and particle size increases, with the
10
freshly formed flocs exhibiting an increased settling velocity. Therefore,
in the no-flocculation scenario, sediment particles are still in suspen-
sion, providing the current with extra buoyancy force that is not present
in the flocculation scenario. It is worth mentioning here that buoyancy
force is one of the main driving forces of a turbidity current, which is
why differences are observed between the layer-averaged parameters.

3.6. Discussion

While flocculation is active and the sideways turbidity current prop-
agates, the current is expected to lose its momentum quickly due to the
settling of particles in the body and the tail parts, implying that lower
amount of sediment will be available for the passive transport phase,
which comes directly after the turbidity current phase. In the passive
transport phase, the sediment is transported based on the background
current, ambient turbulence and topography (Ouillon et al., 2021). This
is more likely to happen in the far-field region. Thus the current work
proves that there should be enough attention to optimize the PNMT
including the discharge conditions to promote flocculation in the near-
field region. Despite the slight effect of the flocculation in the near-field
region, we believe according to the insights that are gained from the
previous sections that flocculation will definitely plays a major role in
the far-field region.

Although the aforementioned results present an understanding of
the effects of flocculation in the near-field region, flocculation might be
under/overestimated due to the PNMT design considered here, which
is simple and does not represent a real PNMT design. We know that
the wake region is highly dependent on PNMT geometry and different
estimated shear rates will have a different effect on flocculation dynam-
ics. Studying the effect of PNMT geometry on flocculation dynamics
can provide unique insights into the most favourable conditions for
flocculation in the near-field region. This, in turn, will improve the
settling potential of flocs in the near-field regions, which will have a
positive effect on the far-field region.

If flocculation results in a low degree of polydispersivity among the
sediment within the mixture, it could lead to the current dissipating
more quickly, as demonstrated by Harris et al. (2002), who showed that
any level of polydispersivity can add to the run-out length compared
to a monodisperse current with an equivalent settling velocity. In
addition, they found that faster settling particles, or ‘‘flocs’’, contribute
to shorter run-out distances. Therefore, considering both the effects of
a low degree of polydispersivity and faster settling flocs, a current with
flocculation would likely dissipate more quickly than one with no or
lower levels of flocculation.

The results of the systematic comparison between flocculation and
no-flocculation presented in this study suggest that flocculation is likely
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to occur in the near-field region immediately following discharge.
The aggregation of sediment particles has a limited impact on the
behaviour of turbidity currents in the near-field, with the flocs within
the current showing a high propensity for settling. Our results indicate
that flocculation does not significantly affect the behaviour of turbidity
currents generated by DSM in the near-field region. However, it is
expected to have a notable and distinguishable impact in the far-field
region.

4. Conclusions

This study sought to investigate the effect of flocculation in the
turbidity flows generated by polymetallic nodule mining. The numer-
ical evaluation demonstrates that sediment readily flocculates to form
large particles that will settle as soon as the turbidity current subsides
enough to allow this to happen, this process is likely occurring in the
far-field region. The flocs are rapidly forming due to the turbulence
caused by the PNMT, particularly in the region close to the PNMT.
Furthermore, it is evident from the numerical work that the aggregation
mechanism is more dominant than the break-up mechanism. The effects
of flocculation can be observed in the near-field region, but they are
limited to have a significant impact on the turbidity current in the
vicinity of the PNMT.

Drift-Flux modelling coupled with the Population Balance Equation
serves as an acceptable tool for modelling the hydrodynamics of water–
sediment mixtures, which are present in DSM activities. Therefore,
different discharge scenarios need to be investigated in order to gain
more insight into the effect of flocculation in the near-field region.
However, it is crucial to arrive at a proper estimation of the fractal
dimension and breakup coefficient first. Moreover, the design of PNMTs
may be adapted to foster conditions that are more favourable for
flocculation. It is worth noting that turbulence modelling is crucial
in flocculation modelling, since the shear rate is directly related to
the flocculation source terms. Therefore, better representation of the
turbulence in the wake region is recommended, since the buoyant 𝑘−𝜖

odel still lacks 2 important kinetic energy damping mechanisms: the
urbulence flux of momentum in the vertical direction and the extra
ertical mixing between the flow layers due to the particles, i.e., the
urbulent wake resulting from particle deposition in the vertical direc-
ion. It is also important to assess the sensitivity of these two damping
echanisms on the shear rate, which, in turn, is responsible for the

ollision/breakage dynamics of the flocs. Using spatial averaging rather
han time averaging to estimate turbulence characteristics might help
mprove the representation of turbulence and therefore flocculation,
ut the amount of computing power required to do so must be taken
nto consideration.

With the intention of simplifying our current analysis, we omit the
onsideration of the front collection process. However, this aspect could
lay a crucial role in affecting the particle’s fate through its effect on the
locculation process, from the moment of collection to the moment of
ischarge. To enhance the accuracy of our findings, it would be wise
o conduct a separate study to estimate the particle size distribution
nd the primary particle size at the moment of discharge. This would
rovide a more dependable representation of the results.

Another limitation of our calibration process is the limited avail-
bility of detailed experimental data on CCZ sediment. So far, only one
tudy in the literature, (Gillard et al., 2019), has investigated this topic
n depth. Therefore, the calibration is based on a single data set and
ay not be applicable to other studies. In addition, these experimental

esults did not use in-situ seawater, which is a crucial factor in any
locculation research. To improve the robustness of our method, further
alibration should be conducted using additional data sets using in-
itu water samples to establish appropriate values for the flocculation
11
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Appendix A. Drift-flux model

In this study, we adopt a continuum mixture approach, specifically
the drift-flux model, to describe complex turbid flows. This approach
involves solving the transport of individual sediment fractions sepa-
rately and solving a single momentum equation for the mixture as
a whole. Although this model assumes that sediment particles follow
the carrier fluid, it does account for deposition. Compared to other
continuum approaches such as the Euler–Euler model, the drift-flux
model requires less computational power as it requires solving fewer
equations. Drawing on the work of Goeree (2018), we present the main
equations and closures that make up the drift-flux model. The mixture
continuity equation can be expressed as follows:
𝜕𝜌𝑚𝐮𝐦

𝜕𝑡
+ ∇.𝜌𝑚𝐮𝐦 = 0, (A.1)

and the mixture momentum equation can be expressed as:
𝜕𝜌𝑚𝐮𝐦

𝜕𝑡
+ ∇.𝜌𝑚𝐮𝐦𝐮𝐦 = ∇𝑝𝑚 + ∇.((𝜈𝑚 + 𝜈𝑡𝑚)∇𝐮𝐦)

−
𝑛
∑

𝑘=1
𝛼𝑘𝜌𝑘𝐮𝐤𝐦𝐮𝐤𝐦 + 𝜌𝑚𝑔 +𝑀𝑚,

(A.2)

Where the subscripts 𝑘 and 𝑚 denote the phase 𝑘 and the mixture 𝑚,
respectively, with 𝑘 = 1 representing the liquid phase and ∑𝑛

𝑘=1 𝛼𝑘 = 1.
𝜌𝑚 is the mixture density, calculated as the sum of the product of
each phase density and its volumetric concentration, 𝑝𝑚 is the mixture
pressure, 𝛼𝑘 is the volumetric concentration of phase 𝑘, 𝜈𝑚 is the
kinematic viscosity of the mixture, 𝜈𝑡𝑚 is the eddy viscosity, 𝑀𝑚 is
an external source term, 𝑔 is the gravitational acceleration, 𝑢𝑘𝑚 is the
relative velocity of phase 𝑘 with respect to mixture 𝑚, and 𝐮𝐦 is the
mixture velocity, defined as:

𝐮𝐦 = 1
𝜌𝑚

𝑛
∑

𝑘=1
𝜌𝑘𝛼𝑘𝐮𝐤. (A.3)

he phase transport equation is introduced as follows:
𝜕𝛼𝑘
𝜕𝑡

+ ∇.(𝛼𝑘𝐮𝐤) = ∇.𝛤𝑡∇𝛼𝑘,

𝜕𝛼𝑘 + ∇.(𝛼 (𝐮 + 𝐮 )) = ∇.𝛤 ∇𝛼 .
(A.4)
𝜕𝑡 𝑘 𝐦 𝐤𝐦 𝑡 𝑘
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The Right Hand Side (RHS) of Eq. (A.4) is the turbulence diffusion,
where 𝛤 is the turbulence diffusion coefficient, which is a ratio between
he eddy viscosity and Schmidt number. In this study the Schmidt
umber (𝑆𝑐𝑡), which is a turbulence property, is taken to be 1 since
o universal value could be determined and the value of 𝑆𝑐𝑡 is often

assumed (Goeree, 2018). Eq. (A.4) is only solved for solid fractions
𝑘 = 2 to 𝑛, while the liquid phase is calculated based on ∑𝑛

𝑘=1 𝛼𝑘 = 1.
herefore, 𝛼1 = 1 − 𝛼𝑡, where 𝛼𝑡 =

∑𝑛
𝑘=2 𝛼𝑘. In Eqs. (A.2) and (A.4), 3

arameters 𝐮𝐤𝐦, 𝜈𝑚 and 𝜈𝑡𝑚 require a closure relation. Starting with 𝐮𝐤𝐦,
sing the relative velocity approach, we use the following equation that
s based on the work of Lockett and Bassoon (1979), Masliyah (1979):

𝐤𝐦 = 𝐮𝐤𝐫 −
𝑛
∑

𝑘=1
𝑐𝑘𝐮𝐤𝐫 , (A.5)

here 𝐮𝐤𝐫 = 𝐮𝐤−𝐮𝟏 is the relative velocity of the solid phase 𝑢𝑘 to liquid
hase 𝑢1, also known as the terminal settling velocity. The constitutive
quation of the terminal settling velocity is described more in detail in
ppendix C.

The presence of sediment particles in the liquid will affect the
inematic viscosity of the mixture 𝜈𝑚, Thus, we use a formula to
ccount for the change in the mixture viscosity (Thomas, 1965), noting
hat the mixture still falls into the Newtonian regime. The mixture
iscosity equation can be described as follows:

𝑚 = 𝜈𝑓 (1 + 2.5𝛼𝑡 + 10.05𝛼2𝑡 + 𝐴𝑒𝑥𝑝(𝐵𝛼𝑡)), (A.6)

where 𝐴 and 𝐵 are empirical factors that are taken to be = 0.00273 and
16.6, respectively (Goeree, 2018).

In this study, the buoyant 𝑘−𝜖 model is used to capture the influence
of turbulence. This model is a modification version of the standard 𝑘−𝜖
model. Such that the employed model takes the density gradient into
consideration.

The Buoyant 𝑘 − 𝜖 model can be described by the following equa-
tions (Henkes et al., 1991):

𝜕𝜌𝑚𝑘
𝜕𝑡

+ ∇.(𝜌𝑚𝑘𝐮𝐦) = ∇.[(𝜈𝑚 +
𝜈𝑡𝑚
𝜎𝑘

)∇𝑘]+

𝑃𝑘 + 𝑃𝑏 + 𝜌𝑚𝜖,
(A.7)

𝜕𝜌𝑚𝜖
𝜕𝑡

+ ∇.(𝜌𝑚𝜖𝐮𝐦) = ∇.[(𝜈𝑚 +
𝜈𝑡𝑚
𝜎𝜖

)∇𝜖]+

𝐶𝑡1
𝜖
𝑘
(𝑃𝑘 + 𝐶𝑡3𝑃𝑏) − 𝐶𝑡2𝜌𝑚

𝜖2

𝑘
,

(A.8)

where 𝑘 is turbulent kinetic energy, 𝜎𝑘 = 1 and 𝜎𝜖 = 1.3 are the
turbulent Prandtl numbers, 𝐶𝑡1 = 1.44, 𝐶𝑡2 = 1.92, and 𝐶𝑡3 = 1 are
turbulence model constants, 𝑃𝑏 is the generation of turbulent kinetic
energy due to buoyancy, and 𝑃𝑘 is the generation of turbulent kinetic
energy due to mean velocity gradients. After solving the 𝑘 − 𝜖 model,
eddy viscosity 𝜈𝑡𝑚 can be calculated:

𝜈𝑡𝑚 = 𝐶𝜇
𝑘2

𝜖
, (A.9)

where 𝐶𝜇 = 0.09 is a turbulence constant.

Appendix B. Population balance equation (PBE)

Aggregation and breakup are the two main processes that govern
phase transition among solid particles. Despite flocculation being a
complex process, Hounslow et al. (1988) presents a simple discretized
equation that captures the transition of particles between phases. This
discretization approach is based on size classes or size groups, in
which the entire size range of sediment particles is divided into a
specific number of groups. Each individual class is identified by its size,
meaning that class 𝑘 contains one size-based fraction. For simplicity,
each class is treated as a phase, with the subscript 𝑘 representing the
class. The discretization approach is based on the idea that the volume
of a particle in phase 𝑘 + 1 is double that of a particle in phase 𝑘.
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𝜐𝑘+1 = 2𝜐𝑘, (B.1)
where 𝜐𝑘 is the particle size in class 𝑘. Bearing this in mind, the
discretized form of PBE can be described as follows:

𝑑𝑁𝑘
𝑑𝑡

=
𝑘−2
∑

𝑗=1
2𝑗−𝑘+1𝛾𝛽𝑘−1,𝑗𝑁𝑘−1𝑁𝑗 +

1
2
𝛾𝛽𝑘−1,𝑘−1𝑁

2
𝑘−1

−𝑁𝑘

𝑘−1
∑

𝑗=1
2𝑗−𝑘𝛾𝛽𝑘,𝑗𝑁𝑗 −𝑁𝑘

𝑘𝑚𝑎𝑥
∑

𝑗=𝑘
𝛾𝛽𝑘,𝑗𝑁𝑗

−𝑆𝑘𝑁𝑘 +
𝑖𝑚𝑎𝑥
∑

𝑗=𝑖
𝜁𝑘,𝑗𝑆𝑗𝑁𝑗 ,

(B.2)

here 𝑁𝑘(#∕𝑚3) = 𝛼𝑘∕𝜐𝑘 is the number concentration in particles of
hase 𝑘, 𝛾 is the collision efficiency, 𝛽𝑘,𝑗 (m3∕s) is the collision frequency
etween particles in groups 𝑘 and 𝑗, 𝑆𝑘(𝑠−1) is the breakage rate of
articles in group 𝑘 and 𝜁 is the breakage distribution function which
etermines the volume fraction of particles of group 𝑘 resulting from
he fragmentation of particles of group 𝑗. Fig. B.1 provides a graphical
epresentation of the RHS source terms of Eq. (B.2),

in which four functions that represent the particulate system are
resent; these functions are:

1. Collision efficiency 𝛾,
2. Collision frequency 𝛽𝑘,𝑗 ,
3. Breakage rate 𝑆𝑘,
4. Breakage distribution function 𝜁 .

uch functions require closures, as they are the main driver of the
hase transition process. Each closure will be discussed in the following
ubsections.

.1. Collision efficiency (𝛾)

The aggregation probability between two particles from different
hases 𝑘 and 𝑗 can be described by the collision efficiency 𝛾, which
anges from 0 to 1. When every collision results in floc formation,
= 1. On the other hand, when no collision leads to floc formation,
= 0. Determining the collision efficiency is a complex process as it

epends on the surface properties of the particles, interaction forces
etween particles, and hydrodynamic effects within the aggregate. In
ome cases, 𝛾 is considered as a constant value (Biggs and Lant, 2002;
olzarijalal et al., 2018), while in others, it is considered as an ad-

ustable parameter (Zhang and Li, 2003; Wickramasinghe et al., 2005).
n this study, the value of 𝛾 is assumed to be 0.5 for all simulations.

.2. Collision frequency (𝛽𝑘,𝑗)

Assessing the frequency of collisions is challenging due to the intri-
ate interaction of various factors, including: (i) Perikinetic aggregation
f flocs, i.e. Brownian motion, 𝛽𝐵𝑟𝑘,𝑗 , (ii) Orthokinetic aggregation of
locs, i.e. aggregation occurs because of a velocity gradient in a fluid,
𝑠ℎ
𝑘,𝑗 , (iii) Gravity aggregation,i.e. differential settling, 𝛽𝑔𝑘,𝑗 . For any given
wo particles, each of which belongs to a different phase 𝑘 or𝑗, collision
requency is calculated as follows:

𝑘,𝑗 = 𝛽𝐵𝑟𝑘,𝑗 + 𝛽𝑠ℎ𝑘,𝑗 + 𝛽𝑔𝑘,𝑗 . (B.3)

he flocs resulting from an aggregation process are irregular, permeable
tructures. Two parameters are introduced by Veerapaneni and Wiesner
1996) to correct for the fluid collision efficiency, (i) The efficiency of
luid accumulation inside a floc 𝜂, (ii) The ratio of the drag force of a
ermeable aggregate to the drag force of an impermeable aggregate 𝛺.
he collision efficiency between permeable and irregular flocs is thus
iven by the following equations:

𝐵𝑟
𝑘,𝑗 =

2𝑘𝑏𝑇
3𝜇

(

1
𝛺𝑘𝑟𝑘

+ 1
𝛺𝑗𝑟𝑗

)

(𝑟𝑘 + 𝑟𝑗 ), (B.4)

𝛽𝑠ℎ = 1.294𝐺
(

√

𝜂 𝑟 +
√

𝜂 𝑟
)3

, (B.5)
𝑘,𝑗 𝑘 𝑘 𝑗 𝑗
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Fig. B.1. Aggregation an breakage dynamics of the discretized PBE, Eq. (B.2), adapted from Biggs and Lant (2002). Following Eq. (B.2), first term is formation of floc 𝑘 due to
collision of unequal particle sizes, second term is formation of floc 𝑘 due to collision of equal particle sizes, third term is death of floc 𝑘 due to collision with smaller particles,
fourth term is death of floc 𝑘 due to collision with equal or large particles, fifth term is death of floc 𝑘 due to breakage, sixth term is formation of floc 𝑘 due to breakage of large
particles.
𝛽𝑔𝑘,𝑗 = 𝜋
(

√

𝜂𝑘𝑟𝑘 +
√

𝜂𝑗𝑟𝑗
)2

|(𝑢𝑘𝑟 − 𝑢𝑗𝑟)|, (B.6)

where 𝑟𝑘 is the effective capture radius of an aggregate of phase 𝑘, 𝑘𝑏 is
Boltzmann constant, 𝑇 is the temperature, 𝐺 = (𝜖∕𝜈)1∕2 is the shear rate
and 𝜇 is the dynamic viscosity. Considering the fractal dimension, the
value of a floc’s effective radius is determined by the following equation
(Flesch et al., 1999):

𝑟𝑘 = 𝑟2(
𝜐𝑘
𝜐2

)1∕𝑑𝑓 , (B.7)

where 𝑟2 = 𝑑2∕2 is the primary particle radius, 𝑑𝑓 is the fractal
dimension, which ranges from 1 to 3, with 1 being line of particles
and 3 is a solid sphere. The irregular shape and the permeability of a
floc are governed by the value of 𝑑𝑓 , making it a critical factor for flocs
structure. 𝛺 in Eq. (B.4) is the ratio between the force exerted by the
fluid on a permeable aggregate and the force exerted by the fluid on
an impervious sphere of an equivalent size (Jeldres et al., 2015), it is
given by:

𝛺 =
2𝜉2

(

1 − 𝑡𝑎𝑛ℎ𝜉
𝜉

)

2𝜉2 + 3
(

1 − 𝑡𝑎𝑛ℎ𝜉
𝜉

) , (B.8)

where 𝜉 = 𝑟∕
√

𝐾 is the dimensionless permeability, in which 𝐾 is the
permeability of an aggregate. We employ the Brinkman and Happel
permeability equation to calculate the 𝐾 (Li and Logan, 2001),

𝐾 =
𝑑22
72

(

3 + 3
1 − 𝜙

− 3

√

8
1 − 𝜙

− 3
)

, (B.9)

where 𝜙 is the porosity of a floc, which is calculated using the fractal
dimension approach:

𝜙 = 1 − 𝐶𝑏

(

𝑑𝑘
𝑑2

)𝑑𝑓−3
, (B.10)

where 𝐶𝑏 is the packing coefficient, which is assumed to be 1 in this
work. As demonstrated by Eq. (B.10), there is an inverse relationship
between fractal dimension and floc porosity. As the fractal dimension
increases, the floc porosity decreases. This trend continues until the
fractal dimension reaches its maximum value of 𝑑𝑓 = 3, at which point
the floc porosity reaches its minimum value of 0, indicating a solid case
with no voids or pores, (Li and Logan, 2001).
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Following Eqs. (B.5) and (B.6) and the Brinkman equations (Wick-
ramasinghe et al., 2005), 𝜂 is calculated using the following equation
(Biggs and Lant, 2002):

𝜂 = 1 − 𝑑
𝜉
− 𝑐

𝜉3
, (B.11)

where

𝑑 = 3
𝐽
𝜉3

(

1 −
𝑡𝑎𝑛ℎ𝜉
𝜉

)

, (B.12)

𝑐 = − 1
𝐽

(

𝜉5 + 6𝜉3 −
𝑡𝑎𝑛ℎ𝜉
𝜉

(

3𝜉5 + 6𝜉3
)

)

, (B.13)

𝐽 = 2𝜉2 + 3 − 3
𝑡𝑎𝑛ℎ𝜉
𝜉

. (B.14)

B.3. Breakage rate (𝑆𝑘)

In general, a floc breaks up when the imposed external force on the
floc exceeds the floc’s strength. The breakage rate 𝑆𝑘 is determined as
follows (Winterwerp, 1998):

𝑆𝑖 = 𝐸𝑏𝐺
(

𝑑𝑘 − 𝑑2
𝑑2

)3−𝑑𝑓
(

𝜇𝐺
𝐹𝑦∕𝑑2𝑘

)
1
2

(B.15)

where 𝐹𝑦 is floc strength. Very little is known about 𝐹𝑦, but (Van
Leussen, 1994) estimated it to be approximately 10−10𝑁 . 𝐸𝑏 is the
breakage coefficient.

B.4. Breakage distribution function

Determining the size distribution of daughter flocs produced from
the breakup of a parent floc is challenging. Theoretical breakup dis-
tribution functions are used to find the best fit for the experimental
data. In this study, we adopt a binary breakage function, which we
believe will be adequate, as discussed in (Chen et al., 1990; Jeldres
et al., 2015).

𝜁𝑘,𝑗 =
𝜐𝑗 , 𝑗 = 𝑘 + 1 𝑎𝑛𝑑 𝜁𝑘,𝑗 = 0 𝑓𝑜𝑟 𝑗 ≠ 𝑘 + 1 (B.16)

𝜐𝑘
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B.5. Coupling between drift-flux model and PBE

We couple fluid dynamics and phase transition by using the relation-
ship between the number density 𝑁𝑘 and the volume concentration of
particle phase, which remains constant over time.

𝑁𝑘 =
𝛼𝑘
𝜐𝑘

. (B.17)

From Eq. (B.17) and Eq. (A.4) we can deduce the following equa-
tion:

𝜕𝛼𝑘
𝜕𝑡

+ ∇.(𝛼𝑘(𝐮𝐦 + 𝐮𝐤𝐦)) =
[

𝜐𝑘
𝑘−2
∑

𝑗=1
2𝑗−𝑘+1𝛾𝛽𝑘−1,𝑗𝑁𝑘−1𝑁𝑗

+1
2
𝜐𝑘𝛾𝛽𝑘−1,𝑘−1𝑁

2
𝑘−1 − 𝜐𝑘𝑁𝑘

𝑘−1
∑

𝑗=1
2𝑗−𝑘𝛾𝛽𝑘,𝑗𝑁𝑗−

𝜐𝑘𝑁𝑘

𝑖𝑚𝑎𝑥
∑

𝑗=𝑖
𝛾𝛽𝑘,𝑗𝑁𝑗 − 𝑆𝑘𝑁𝑘𝜐𝑘 + 𝜐𝑘

𝑖𝑚𝑎𝑥
∑

𝑗=𝑖
𝜁𝑘,𝑗𝑆𝑗𝑁𝑗

]

+∇.𝛤𝑡∇𝛼𝑘

(B.18)

Thus, we replace Eq. (A.4) by Eq. (B.18), obtaining a particle of
phase 𝑘 that travels through time, space (advection and diffusion), and
phase domains (i.e, volume as an internal coordinate)

Appendix C. Settling velocity

Investigating flocculation issues requires a close examination of the
PSD, as it plays a crucial role in determining the effects of flocculation
on mixture hydrodynamics. The PSD of CCZ is analysed by Gillard
et al. (2019), and the results provide a key starting point for further
modelling efforts (as seen in Fig. C.1).

The PSD used in this study is taken from the 8MUC location and
divided into 27 fractions. The smallest fraction, known as the ‘‘primary
phase’’, is 𝑑𝑘=2 = 2 μm with density 𝜌𝑘=2 = 2650. The largest fraction,
which is based on the maximum floc size found by Gillard et al. (2019)
in three experimental cases, is 𝑑𝑘=28 = 812.74 μm (refer to Fig. C.1).
The intermediate fractions were calculated using the discretization rule
in Eq. (B.1). Note that a correction is made to the 27 fraction PSD
curve to ensure that the area under the curve remains equal to one.
This correction is necessary to account for the difference between the
original PSD curve of Gillard et al. (2019) and the selected PSD used
in this study.

In shear-induced flows, aggregation of particles results in an in-
crease in floc size and a decrease in density as water becomes trapped
within the flocs during the aggregation process. This has a direct impact
on the settling velocity of the flocs, which then affects the accuracy of
predictions for mixture hydrodynamics. To account for these changes,
we use an improved definition of settling velocity that takes into
account the floc density by incorporating the primary particle size
(𝑑𝑘=2) and the fractal dimension (𝑑𝑓 ). This updated formula extends
the one proposed by Ferguson and Church (2004) and is as follows:

𝑢𝑘𝑟 =
𝑅𝑠,𝑘𝑔𝑑2𝑘

𝑏1𝜈𝑐 + (0.75𝑏2𝑅𝑔𝑑3𝑘)
1∕2

, (C.1)

where 𝜈𝑐 is the kinematic viscosity of the carrier fluid (water), and
𝑏1 and 𝑏2 are coefficients that account for particle shape and drag,
respectively. 𝑅𝑠,𝑘 = (𝜌𝑘 − 𝜌1)∕𝜌𝑘 represents the submerged specific
gravity and highlights the correlation between floc density and settling
velocity. 𝑅𝑠,𝑘 is calculated differently as per Kranenburg (1994), Strom
and Keyvani (2011), as follows:

𝑅𝑓,𝑘 = 𝑅𝑠,𝑘

(

𝑑𝑘
𝑑2

)𝑑𝑓−3
, (C.2)

By substituting Eq. (C.2) with Eq. (C.1), we arrive at a general explicit
formulation for the settling velocity of a floc as follow:

𝑢𝑘𝑟 =
𝑅𝑔𝑑

𝑑𝑓−1
𝑘

𝑏1𝜈𝑐𝑑
𝑑𝑓−3
2 + 𝑏2(0.75𝑅𝑔𝑑

𝑑𝑓
𝑘 𝑑

𝑑𝑓−3
2 )1∕2

, (C.3)
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Fig. B.2. Flow chart of the solver algorithm in OpenFOAM.
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Fig. C.1. PSD of the 8 MUC location in the CCZ (Gillard et al., 2019). The blue points represents the corrected 27 fractions used in this work.
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