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Combined with an Adaptive 
Parameter Estimator

Karan Chatrath,1 Yanggu Zheng,1 and Barys Shyrokau1 
1Technische Universiteit Delft, The Netherlands

Abstract
Advanced passenger vehicles are complex dynamic systems that are equipped with several actua-
tors, possibly including differential braking, active steering, and semi-active or active suspensions. 
The simultaneous use of several actuators for integrated vehicle motion control has been a topic of 
great interest in literature. To facilitate this, a technique known as control allocation (CA) has been 
employed. CA is a technique that enables the coordination of various actuators of a system. One of 
the main challenges in the study of CA has been the representation of actuator dynamics in the 
optimal CA problem (OCAP). Using model predictive control allocation (MPCA), this problem has 
been addressed. Furthermore, the actual dynamics of actuators may vary over the lifespan of the 
system due to factors such as wear, lack of maintenance, etc. Therefore, it is further required to 
compensate for any mismatches between the actual actuator parameters and those used in the 
OCAP. This is done by combining the MPCA solver with an online adaptive parameter estimation 
(APE) algorithm. In this study, an advanced solution to the OCAP is proposed by combining MPCA 
with APE. This solution coordinates differential braking and active front steering (AFS) of a passenger 
vehicle, to stabilize the lateral and yaw motion. The simulation results indicate that the APE+MPCA 
combination effectively accounts for actuator dynamics and actuator parameter mismatches.
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Introduction

The development of active safety systems and their 
wide application in road vehicles has resulted in a 
decrease in the number of accidents and fatalities. 

However, the need for further reducing the occurrence of 
accidents still exists. As a result, the continuous advance-
ment of the state-of-the-art of active safety applications 
becomes necessary.

Differential braking has been used in active safety systems 
like electronic stability control (ESC) and is widely studied in 
literature. It aims to prevent the vehicle from spinning or 
drifting out of control especially when operated near its limits 
of handling. By applying individual wheel braking, the system 
generates a corrective yaw moment to stabilize vehicle motion. 
A detailed description of ESC systems is provided in [1]. Figure 1 
generally shows that the purpose of the ESC systems is to 
prevent loss of vehicle lateral stability.

Further enhancement of safety can be achieved by equip-
ping a road vehicle with additional actuators. The use of active 
suspensions to enhance vehicle roll stability and the applica-
tion of active steering that allows the direct generation of 
lateral forces on the front axle are some examples of this. The 
coordination of multiple actuators for vehicle control falls in 
the domain of integrated vehicle motion control. Another 
reason for equipping a vehicle with multiple actuators is the 
introduction of redundancy. Redundancy in a system can 
enhance its overall reliability and guarantees safety even in 
the event of actuator failure.

In addition, an actuator equipped in a vehicle is capable 
of influencing more than one state of vehicle motion. This 
coupling between actuator commands and vehicle states 
presents an opportunity as well as a challenge. The oppor-
tunity lies in the use of one actuator for multiple degrees-
of-freedom (DOF) motion control. On the contrary, the 
challenge presents itself in the form of nonlinear coupling 

between states of the system and actuator commands. This 
can result in undesirable system responses. An example of 
such behavior can be seen in ESC systems. With the use of 
differential braking, there is an inevitable and undesired 
decrease in the longitudinal velocity of the vehicle. The 
ability of a single actuator to inf luence multiple states 
warrants the use of a strategy that ensures effective coordina-
tion between actuator commands, to achieve the 
desired motion.

For vehicle stability control systems, in order to stabilize 
lateral and yaw vehicle motion, it is possible to combine differ-
ential braking with active front steering (AFS), resulting in 
integrated vehicle control. This combination of five actuators 
is used to control a single-vehicle state, i.e., yaw rate. The 
number of actuators outnumbering the states to be controlled 
is what qualifies a system as overactuated.

Actuators of a dynamic system are governed by their own 
dynamics. However, they are often neglected in control design 
for the sake of simplicity or under the assumption that actua-
tors respond very quickly to a command. In general, if a 
dynamic system has n states to be controlled with m number 
of actuators available for control, and if the actuators 
outnumber the states, then

 m n>  Eq. (1)

When Equation 1 is satisfied, it may so happen that different 
combinations of multiple actuator commands may yield the 
same system response, making the system overactuated. This 
will be elaborated upon in the following section. The control 
of overactuated systems using all available actuators effec-
tively is not trivial. The potential problems include nonlinear 
coupling between states and interference between actuator 
commands. To address these challenges, a strategy known 
as control allocation (CA) can be used. CA is suitable for 
integrated vehicle motion control applications. In addition, 
one of the key reasons for the popularity of integrated vehicle 
control in literature is that the vehicle motion can 
be controlled more precisely, thus achieving several control 
objectives by using several actuators.

In this study, a strategy is proposed in order to effectively 
coordinate multiple actuators using CA, while ensuring that 
the method accounts for actuator dynamics, as well as their 
position and rate limits. Even if actuator dynamics are 
considered, its exact parameters may be unknown or may 
vary during the operational cycle. This incomplete knowl-
edge of actuator dynamics parameters is compensated by 
combining the rest of the control system with an online 
adaptive parameter estimator. The application focuses on 
differential braking combined with AFS for vehicle yaw 
rate control.

The main contribution of the study is the combination of 
model predictive CA and online adaptive parameter estima-
tion (APE), which is capable of optimally coordinating 
multiple actuators and is robust against parameter uncertain-
ties in the actuator dynamics.

 FIGURE 1  Objective of ESC systems.
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Introduction to Control 
Allocation
CA is a technique to improve control of overactuated systems. 
The main function of a control allocator is the effective coor-
dination of actuators. With CA, it becomes possible to divide 
the control system into sub tasks. A high-level controller 
computes a set of forces and moments required to regulate the 
response of the dynamic system. These high-level commands 
are also known as virtual control inputs, denoted by v, and 
are then fed into the control allocator, which in turn distrib-
utes them among the available actuators. The actuator 
commands are denoted by u. A general schematic is illustrated 
in Figure 2.

The CA technique has certain advantages. First, as the 
control system is separated into two tasks, the high-level 
control system is independent of any actuator configurations. 
This introduces modularity in the control system. The CA 
algorithm also tries to ensure that all actuators are utilized in 
the best way possible. To solve the CA problem, it is essential 
to have the knowledge of the relation between the virtual 
control input vector v and the actuator commands u (Figure 2). 
The virtual control inputs are high-level commands generated 
for each state to be controlled. Typically, a linearized mapping 
of the following form is derived:

 v Bu=  Eq. (2)

Here v ∈ IRn and u ∈ IRm, and m > n. The matrix B ∈ IRn × m 
is known as the control effectiveness matrix and is assumed 
to have full row rank. In other words, there may exists a set 
of actuator commands in the null-space of B which does not 
affect the virtual control input vector v. The system is in this 
sense considered overactuated.

The goal of the CA technique is to compute the vector u. 
Equation 2 is an underdetermined set of linear equations that 
may have a unique solution, may have infinite solutions, or 
may have no solution at all. The CA algorithm is designed in 
the way that it either finds this unique solution or the “best” 
among the infinite solutions. Or a vector u such that Bu is as 
close as possible to v, in some sense, in the event where there 
is no solution to the set.

In addition to solving the above set of underdetermined 
equations, the goal of the CA method is to ensure that 

actuators do not violate their constraints. More primitive CA 
methods had the objective of ensuring that actuator commands 
must lie within its range of operation [2]. Consequently, the 
solutions to Equation 2 were not necessarily “good solutions” 
to the CA problem. The CA problem was studied quite exten-
sively in the 1990s for the purpose of aerospace applications. 
A geometrical interpretation to the CA problem is provided 
in [3]. The subject of optimization-based CA came to focus, 
when Bodson, in 2002, formulated a linear programming-
based CA method known as “Direct Control Allocation” [4]. 
This progress inspired many researchers to focus on optimi-
zation-based CA. The following section provides a brief review 
of literature relevant to CA used for integrated vehicle 
motion control.

Control Allocation for 
Integrated Vehicle Motion 
Control
The review of CA methods, such as direct, pseudoinverse, 
daisy-chain, optimization-based and other, are well described 
theoretically in [2]. In the area of integrated control of vehicle 
dynamics, some of them have a wide application.

Pseudo-inverse CA based on Moore-Penrose inversion is 
an effective technique from the point of view of computational 
cost because this method requires only algebraic computation. 
The example of the application of this method is given in [5]. 
The yaw rate control by high-level proportional controller and 
coordination between friction brake system, front steering, 
and slip differential at the rear axle for a medium-sized luxury 
sports car is considered. Another example is the flatness-based 
high-level controller of vehicle velocity, vehicle sideslip angle, 
and yaw rate in [6]. Control demand is allocated between 
single-wheel steering, brake, drive, and suspension subsys-
tems. The same type of allocation is used: in [7] yaw rate 
control with coordination between individually driven electric 
motors; in [8] the force allocation and coordination between 
steer-by-wire and individual-wheel electric powertrain; and 
in [9] the coordination between steer-by-and brake-by-wire 
systems in the case of actuator failure.

However, the major concern of classical pseudo-inverse 
CA is the neglect of control constraints omitting the actuator 

 FIGURE 2  CA general strategy.
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dynamics, tire friction limits, etc. An example of the method 
extension is the saturation and coordination of longitudinal/
lateral forces by the pseudo-inverse CA with variable 
weightings [10].

Optimization-based CA with position, rate, and accelera-
tion limits can effectively solve the constrained allocation 
problem. This kind of CA is mostly used in the literature. Only 
a few examples are considered below: in [11] the application 
of quadratic programming-based CA is proposed for different 
vehicle configurations including front/rear steering and indi-
vidual torque control for each wheel. In [12] a control algo-
rithm is developed based on the dynamic inversion of a 
nonlinear vehicle model and force allocation using nonlinear 
optimization with optimization constraints including 
adhesion potential utilization and limits of actuator dynamics. 
In [13] the controller of yaw rate and roll angle is developed 
using Lyapunov-based design for light commercial van and 
CA is based on weighted-norm constraints and a quadratic 
program. The allocation of generalized longitudinal and 
lateral forces and yaw torque between engine and brake 
torques is considered in [14]. The control law of the high-level 
controller is based on feedback linearization of a nonlinear 
vehicle model and proportional integral (PI) controller, which 
is extended with anti-windup based on back-calculation. To 
solve the optimization problem, the weighted least-squares 
(WLS) method with constraints including position and rate 
limits of actuators and force limits for each tire is implemented.

The optimization-based CA imposes high computation 
demand in real-time applications. To speed up it, the combi-
nation of various optimization solvers can be applied. For 
example, the hybrid optimization solver combining pseudo-
inverse and fixed-point iteration methods is discussed in [15]. 
Another approach is the accelerated fixed-point method [16] 
with the termination of iterations, while solution distance 
exceeds allocation tolerance to improve convergence rate and 
reduce computational complexity. The hybrid steepest descent 
method for tire force allocation is proposed in [17] to reduce 
computational load. In this method, tire forces trend in the 
optimal direction, but their values are not necessarily optimal 
at each instant. The alternative approach for allocation 
between front/rear steer angles and additional yaw torque 
generated by in-wheel motors of an electric vehicle is discussed 
in [18]. The algorithm is based on infinity norm and the closed-
form solution with piecewise linear functions and provides a 
low amount of operations. Another approach of optimization-
based CA is the application of lexicographical optimization [19].

Instead of the application of optimization-based CA, 
which requires a solution at each instant, a dynamic CA 
method using dynamic update laws for control inputs is 
proposed in [20]. The dynamic CA shows higher computa-
tional efficiency compared to static one; however, its perfor-
mance during maneuvers with high nonlinear behavior of 
vehicle and tires is lower compared to static one [21]. The 
researchers compare static allocation with nonlinear satura-
tion constraints of tire forces solved by the interior-point 
method and dynamic allocation by Newton-like update law 
and Lagrange multipliers.

In general, the type of CA depends on actuator control 
inputs, desired cost functions, inverse tire model, number of 
active subsystems, and other factors. There are many examples 
of configurations of allocation parameters. One set of such 
parameters is longitudinal and lateral tire forces, e.g., [22]. 
For this set of parameters, only the problem of force allocation 
is addressed. Another set of parameters includes kinematic 
parameters based on tire inversion model where tire param-
eters can be obtained from force allocation [16]. Other param-
eters influencing tire behavior are steering angles, wheel 
speeds, and wheel load variations [6]. A third set of parameters 
includes reference control inputs of actuators such as brake 
pressure/torque, drive torque, and steering angle [14]. A 
parameter set may also comprise forces as well as actuator 
outputs, for instance, longitudinal forces and steering angle 
[9]; steering angles and yaw torque [18].

The key issues can be summarized as (i) the representa-
tion of actuator dynamics, (ii) the approximation of nonlin-
earities in the CA procedure, (iii) CA adaptation to uncertain-
ties and disturbances, and (iv) the achievement of several 
objectives known as the multiobjective CA problem.

Although optimization-based methods consider actuator 
position and rate limits, actuator dynamics are still statically 
represented. Thereby, to handle actuator dynamics, some solu-
tions have been proposed. One of them is the penalization of 
incremental step of control inputs taking into account previous 
behavior [23]. Another approach is the compensation of phase 
shift between desired and actual control effort [24]. The appli-
cation of model predictive control allocation (MPCA) is also 
an option to account for actuator dynamics.

An MPCA approach for an overactuated electric 
vehicle is proposed in [25] for longitudinal and lateral 
control to allocate wheel torques taking in to account wheel 
slip and rate constraints. For brake blending applications, 
real-time MPCA is proposed in [26] using a linear actuator 
model. For critical driving situations, MPCA is proposed 
[27] for yaw stabilization to determine control inputs for 
four driving motors by commanding appropriate wheel 
slips. Also combination of MPCA with energy-efficient CA 
as an upper layer [28] or combination with classical WLS 
CA [29] are proposed. In addition to passenger electric 
vehicles, MPCA has been applied for an electric bike [30] 
and a heavy commercial vehicle [31]. The recent studies 
[32] have shown that in the case of different actuator 
dynamics and time delays, MPCA can be  an effective 
solution to improve control performance.

In addition, when the desired demands have different 
frequencies, the frequency-apportioned CA [33] can separate 
control demand between high- and low-frequency compo-
nents by a low-pass filter matrix.

One of the significant aspects of nonlinear CA is the 
approximation of tire forces and characteristics of an electric 
motor. The tire constraints can be obtained by piecewise linear 
approximation (rhombus) [17], friction ellipse concept [14], 
or more complex approximation techniques [34]. For the 
approximation of electric motor characteristics, the third- and 
fourth-order polynomials [35] can be applied. The losses of 
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an electric motor can be represented by the second-order 
polynomials [36].

Due to measurement noise, external disturbances, and 
the probability of actuator failure, a dynamic adaptive law of 
control effectiveness matrix to minimize uncertainties and to 
increase adaptability is proposed in [37]. One of the special 
issues of CA adaptability is its effectiveness in the case of the 
occurrence of actuator failures. The algorithms [38] of active 
fault diagnosis and control are proposed to maintain vehicle 
stability in the case of the fault of one electric motor using 
control gain estimation. The noniterative fault-tolerant control 
of electric motors based on off-line CA laws to maintain 
vehicle stability is proposed in [39]. In [9] the different 
scenarios of failures in the brake-by-wire system are consid-
ered to guarantee braking performance by the changing of 
the elements of the weighting matrix.

Concerning the multiobjective problem, the cost function 
of the CA problem typically covers two terms related to the 
minimization of allocation error and control actuation. 
Additional terms can be introduced into the CA cost function. 
The examples are as follows: (i) instantaneous power consump-
tion of in-wheel motor in different modes [35], (ii) minimiza-
tion of electric and mechanical losses of electric motor [36], 
and (iii) minimization of wheel slips [40]. In [41], a simplified 
cost function with the minimization of steering rate and the 
maximization of recuperation is formulated. Both the cost 
terms show similar results in overall energy consumption. In 
[42] the comparison of the following auxiliary cost terms, 
such as overall input motor power, the standard deviation of 
wheel slips, total longitudinal slip power loss, and the sum of 
the tire force coefficients, is carried out.

The results of CA investigation in the majority of research 
publications are limited by the simulation investigations in 
Simulink or in the software fusion of Simulink with commer-
cial software, such as CarSim, IPG CarMaker, and veDyna. 
The investigation of CA for electrohydraulic brake system and 
axle electric motor using the real-time simulation via dSPACE 
1006 and DS MicroAutoBox is discussed in [43]. The allocation 
between six vehicle subsystems is validated using a hardware-
in-the-loop test rig with hardware components of the friction 
brake system and dynamic tire pressure system in real-time 
domain [44]. Optimization-based torque allocation is inves-
tigated using chassis dynamometer [45] to improve energy 
efficiency. The investigations of the longitudinal dynamics of 
an experimental electric ground vehicle with independently 
actuated in-wheel motors based on the method from [35] are 
proposed in [46]. The allocation of friction brake torques for 
lane-keeping assistance control of real test vehicle during 
double lane change is considered in [47].

From an industrial point of view, there are several patents 
related to the CA. The control system including CA and phase 
compensation of actuator commanded signal is patented by 
SAAB AB [48]. The solution has a general view and it covers 
CA for any vehicle subsystem. The real-time allocation of 
actuator torque by friction brakes and wheel motors is 
patented by GM [49]. The CA method is based on the least-
squares formulation. It should be noted that in the patent the 

prioritization of vehicle subsystems using weighting matrices 
is mentioned without the detailed recommendations regarding 
the organization of prioritization. To summarize the literature 
survey, the following conclusions can be inferred:

 • The integrated control typically involves two to four 
vehicle subsystems in the regulation process.

 • Prevalent technique to distribute control demand for 
overactuated system is static optimization-based CA.

 • Together with the minimization of allocation error and 
control efforts, the additional objectives, for example, 
related to energy characteristics can be introduced.

 • Multiterm cost function can be formulated by the 
including additional terms or a penalization/
prioritization of control inputs according to 
certain objectives.

Incorporation of actuator dynamics in the CA problem leads 
potentially to better performance. However, in the case of a 
significant mismatch between predefined model and real 
parameters, the adaptation is required. To address this issue, 
the following sections are dedicated to the formulation and 
application of the MPCA technique combined with online 
parameter estimation.

Model Predictive Control 
Allocation
MPCA is a CA technique based on model predictive control 
and it effectively accounts for the actuator dynamics. Model 
predictive control is an optimal control technique based on 
the idea of receding horizon control [50]. In the following 
description, a distinction is made between actuator commands 
and actuator response. The former is denoted by uc while the 
latter is denoted by u.

Consider the following systems of actuators of an over-
actuated dynamic system. The number of actuators is consid-
ered to be Nu, and each actuator is modelled as a continuous-
time, linear dynamical system. The dynamics of the ith 
actuator is of the form

 
�x t A x t B u t

u C x
i i i i ci i

i i i

( ) = ( ) + −( )
=

δ
 Eq. (3)

where xi represents the states of the ith actuator, uci represents 
the command sent to the ith actuator, and ui is the response 
of the ith actuator. Here, i ∈ (1, 2, 3, …, Nu). As the MPCA 
algorithm operates in discrete time, each of these actuators 
can be discretized according to the zero-order hold (ZOH) 
operation. The resulting discrete-time dynamics of each 
actuator, without any loss of generality, can be represented 
as follows:
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x k A x k B u k

u k C x k
i di i di ci

i di i

+( ) = ( ) + ( )
( ) = ( )

1
 Eq. (4)

The actuator dynamics can be combined into a single state-
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Equations 5 can be written in short as

 
x k A x k B u k

u k C x k
d d c

nd

+( ) = ( ) + ( )
( ) = ( )

1
 Eq. (6)

Equation 6 describes the combined discrete-time actuator 
dynamics. Recall that v = Bu. Using this, the following 
is obtained:

 

x k A x k B u k

u k C x k

BC C

d d c

nd

nd d

+( ) = ( ) + ( )
( ) = ( )

=

1

 Eq. (7)

Finally, the combined state-space representation of the 
actuator dynamics is

 
x k A x k B u k

v k C x k
d d c

d

+( ) = ( ) + ( )
( ) = ( )

1
 Eq. (8)

The sizes of each system matrix is as follows: Ad ∈ ℝNs × Ns, 
Bd ∈ ℝNs × Nu, cd ∈ ℝNo × Ns. For formulating the MPCA problem, 
the notation shown above will be used consistently. To begin 
the formulation of the problem, three key pieces of informa-
tion are necessary: the sampling time of the control system, 
the prediction horizon Np, and the control horizon Nc. 

Knowing this, Equation 8 can be iterated for future time steps 
as follows:

 

v k C A x k C B u k

v k C A x k C A B u k

C B

d d d d c

d d d d d c

d d

+( ) = ( ) + ( )
+( ) = ( ) + ( )
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2 2
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p c
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1

1

�

� cc −( )1

 Eq. (9)

This set of iterated equations can be combined in a matrix 
form as such:

 V k Fx k U kc( ) = ( ) + ( )φ  Eq. (10)

where

 

V k
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 Eq. (11)

Equation 10 is known as the predictor model based on which 
the controller operates. The matrix F is of a similar form as 
the observability matrix and the matrix ϕ is known as the 
Toeplitz matrix. The sizes of each of these matrices and vectors 
are V(k)  ∈  ℝNpNo  ×  1, F  ∈  ℝNpNo  ×  Ns, ϕ  ∈  ℝNpNo  ×  NuNc, and 
Uc(k) ∈ ℝNu × Nc × 1. The next step in the formulation of the 
MPCA problem is accounting for constraints imposed on the 
actuators. The position and rate constraints on actuators are 
formulated as per the work carried out in [23]:
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 u u t uc c c, in , axM M≤ ( ) ≤  Eq. (12)

 ρ ρc c cu t, in , axM M≤ ( ) ≤�  Eq. (13)

The rate limits can be rewritten as position limits by approxi-
mating the derivative as follows:

 �u t
u t u t T

T
c

c c( ) ≈ ( ) − −( )  Eq. (14)

Based on this, the overall actuator constraints are

 u u uc c c″ ″  Eq. (15)

where

 
u u u t T T

u u u t T T

c c c c

c c c c

= −( ) + 
= −( ) +

m ,

m ,

M M

M M

ax

in

, in , in

, ax ,

ρ

ρ aax 
 Eq. (16)

The vector variable in the MPCA optimization problem is the 
vector Uc. The constraints need to be recast in terms of that. 
All the actuator commands computed through MPCA must 
satisfy all constraints throughout the control horizon Nc. This 
is done as such

 

A I I

b u u u

b u u u

b b

Nu N Nu N

T

L c c c

T

U c c c

T

c cin

in

= − 

= … 

= … 

= −

× ×

LL U

T
b[ ]

 Eq. (17)

The relations in Equation 17 can be  combined to yield a 
combined set of inequality constraints

 A U bcin in£  Eq. (18)

The next step is to define the control allocator objective. Let 
us consider a high-level controller to be generating a virtual 
input vector or control demand namely vref. The control allo-
cator must compute a set of actuator commands such that the 
actuators together produce this control demand throughout 
the prediction horizon. This can be captured by doing the 
following. The reference virtual control demand is defined 
referred to as Vref:

 V v v v
T

ref ref ref ref= …[ ]  Eq. (19)

where Vref ∈ ℝNpNo × 1. Now, the MPCA optimization is formu-
lated as such. It is formed such that it is a convex optimization 
problem. The cost function is defined as follows:

 J V k V W V k V U k QU k
T

c

T

c= ( ) −( ) ( ) −( ) + ( ) ( )ref ref  

Eq. (20)

The objective is to minimize the cost function J with respect 
to the vector Uc such that the constraints defined in Equation 
18 are satisfied. Equation 10 is replaced in the cost function 
and expanded leading to the formation of a convex quadratic 
programming problem. The MPCA problem has several 
tuning parameters. There is the sample time of the control 
allocator T and the prediction and control horizons and the 
diagonal elements of the weighting matrices W and Q.

To solve this convex constrained quadratic program-
ming problem, the following three methods were tested: the 
active set method, the Hildreth quadratic programming 
subroutine, and MATLAB’s quadprog function which uses 
the interior point method. To compare the performance of 
each of these solvers, they were applied to solve the same 
problem. Moreover for each method the starting point (if 
applicable), the numerical tolerances and maximum number 
of iterations were set to the same values for an objective 
comparison. The result that this comparison yielded was that 
the Hildreth quadratic programming method showed the 
least amount of time taken per iteration and convergence in 
a fewer number of iterations compared to the active set 
method and the interior point method. Consequently, this 
QP solver was used for all simulations that were subsequently 
carried out.

Online Adaptive 
Parameter Estimation
The actuator dynamics described in the MPCA solver may 
deviate from the actual actuator dynamics. The above formu-
lation of the MPCA problem is carried out under the assump-
tion of linear actuator dynamics and accurate model param-
eters, which is not always feasible in practice. To address this, 
the MPCA algorithm is combined with an online adaptive 
parameter estimator. The outline of the method is presented 
below. Any actuator governed by linear dynamics can 
be rewritten without any loss on generality, in a linear-in-the-
parameters parametric form as such:

 z k k kp
T( ) = ( ) ( )φ θ  Eq. (21)

where z and ϕp can be vectors that comprise filtered versions 
of the actuator input and output signals. The vector θ comprises 
all unknown parameters of the actuator to be estimated. 
Having framed the dynamics of the actuator in the above 
form, the auxiliary model-based recursive least-squares 
(AM-RLS) algorithm [51, 52] is used to estimate the elements 
of the vector θ in an adaptive manner.
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The estimate of the parameter vector at the present time 
instant is referred to as θ̂ k( ). Having explained the parametric 
model, the AM-RLS algorithm is presented as follows:

ˆ ˆ ˆθ θ φ φ θk k P k k z k k k

P k P k
P k

p p
T( ) = −( ) + ( ) ( ) ( ) − ( ) −( )( )

( ) = −( ) +
−

1 1

1
11 1

1 1

( ) ( ) ( ) −( )
+ ( ) −( ) ( )

φ φ

φ φ
p p

T

p
T

p

k k P k

k P k k

 Eq. (22)

The initial conditions (P(1) and θ̂ 1( )) for the AM-RLS scheme 
is based on recommendations laid out in [51] and [52]. The 
AM-RLS algorithm operates under the following assumptions:

 • Only the input and output of the system to be estimated 
are measured and all measurements are noise-free.

 • The order of the system, number of zeros, and the input 
delay of the system are considered to 
be known quantities.

 • The input to the system is persistently exciting. It is this 
condition which is necessary and sufficient to ensure 
asymptotic convergence of parameters.

Application and 
Simulation Setup
The application in the proposed work is vehicle stability 
control with differential braking and AFS. Figure 3 shows the 
block diagram of the simulation setup. The objective of the 
proposed strategy is to stabilize vehicle motion by control of 
yaw rate. The vehicle model used in simulations is that 

contained within the software known as IPG CarMaker. The 
IPG CarMaker software is used to simulate vehicle dynamics. 
The multibody vehicle model comprises of a rigid vehicle body 
taking into account the mass distribution between the carriers, 
the wheels and the body. Vehicle parameters correspond to a 
sport utility vehicle and the vehicle model is validated by field 
tests [53]. The brake and steering models are user-defined and 
are described in following subsections. The tire dynamics is 
modeled using Delft-Tire 6.2 with a Magic Formula steady-
state slip model describing nonlinear slip forces and moments. 
The relaxation behaviour is linear using empirical relations 
for the relaxation lengths.

It is to be noted that in this study, all vehicle state measure-
ments are assumed to be available and noise-free. Furthermore, 
the vehicle motion is investigated on a flat road devoid of 
external disturbances such as lateral winds, friction coefficient 
variations, etc.

Reference Generator
The reference generator provides the desired vehicle yaw rate 
�ψ ref . The reference yaw rate is computed using a linear 

bicycle model:
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 Eq. (23)

 FIGURE 3  Proposed control strategy.
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where Cαf and Cαr are the front and rear axle cornering stiff-
ness. The matrix A is constantly updated with the vehicle 
longitudinal speed vx. Other mentioned vehicle parameters 
and their values are summarized in the Appendix.

The steady-state response of the bicycle model can 
be written as follows:

 x v A B
T

ss yss ss=   = − −�ψ δδ
1  Eq. (24)

As tire saturation is not considered in a linear bicycle model, 
the peak reference yaw rate computed by the linear bicycle 
model does not account for the limitations of the road condi-
tions. Therefore, the upper and lower bounds of the yaw 
rate are

 �ψ
µ

bound =
g

vx

 Eq. (25)

where μ is the friction coefficient and vx is the longitudinal 
velocity of the vehicle. The constrained desired yaw rate is 
then filtered through a second-order transfer function to 
represent dynamic vehicle response. The natural frequency 
and damping ratio of this second-order filter is ωn = 15 rad/
sec and ζ = 0.7.

Control Effectiveness Matrix
Also denoted as B is derived using the planar vehicle model 
combined with the single corner model. The number of actua-
tors considered is 5 as the vehicle is actuated using a combina-
tion of differential braking and AFS. In the proposed paper, 
only yaw rate control is considered. In other words, v = Mz 
and u T T T T

T= [ ]bfl bfr brl brr AFSδ . Therefore, the control 
effectiveness matrix B is defined as follows:

 B
T

r

T

r

T

r

T

r
C L

f

w

f

w

r

w

r

w

af f= − −










2 2 2 2
 Eq. (26)

High-Level Controller
The selected high-level controller is a standard discrete-time 
proportional-derivative regulator operating at 100 Hz:

 C z K K
N
NT

z

p d
s

( ) = +
+

−
1

1

 Eq. (27)

The corrective yaw moment computed by this controller is 
denoted by Mz,corr. The gains are chosen as Kp = 9000, Kd = 
1000, N = 1, and Ts = 0.01s. Hence, the virtual control input 
vector is

 v k M kz( ) = ( ),corr  Eq. (28)

Actuator Dynamics
The simulations carried out employed the use of five actuators 
such as frictional brakes and steering. It is assumed that each 
actuator dynamics is a linear one. For the brake system 
dynamics, the relation between the input pressure to the brake 
system and the actual calliper pressure is captured using a 
first-order transfer function model. This model is of the form 
presented in [54]:

 
P s

P s s
e t sactual

commanded

( )
( )

=
+

−1

1τ
δ

 Eq. (29)

The brake pressure can be converted into a brake torque using 
a linear relationship Tbrake = PP2MPactual. Brake hysteresis was 
omitted due to a small influence on the brake performance 
for a new hydraulic disk brake mechanism [55].

The steering dynamics is simplified and represented by a 
second-order transfer function with time delay. This dynamic 
system is of the form [56]:

 
δ

δ
ω
ζω ω

δactual

commanded

s

s s s
en

n n

st
( )
( )

=
+ +

−
2

2 22
 Eq. (30)

MPCA+APE Tuning 
Parameters
The tuning parameters for the overall CA subsystem are 
summarized in the Appendix. The weight matrices W and Q 
need to be resized according to the prediction and control 
horizons. Lower sampling time of a model predictive control 
allocator enables it to effectively reject unknown disturbances. 
On the contrary, a low sampling time for the CA also increases 
the computational load. In the simulation reported, the 
selected scenarios are devoid of unknown disturbances, so 
the sampling time is taken to be the same as that of the high-
level controller.

The prediction horizon was chosen in the way that it can 
look ahead throughout the transient response of the slowest 
actuator. The control horizon should ideally be kept as low as 
possible. This is because the number of variables for the opti-
mization problem reduces, thus promoting faster computa-
tions and convergence. However, small values of control 
horizon do not enable the system to respond in the desired 
way. The control horizon was increased up to a point where 
the response of the actuator meets the command computed 
by the MPCA solver.

A general block diagram where APE is combined with 
MPCA is shown in Figure 3. It is to be noted that the APE 
requires knowledge of the order of the system, the delay, and 
the input and output of the dynamics to be estimated. The 
estimated parameters are then fed back into the MPCA algo-
rithm following which the CA problem is solved with the 
knowledge of the estimated actuator dynamics.
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Results and Discussions
The standard ISO Sine with Dwell (SWD) test was chosen to 
evaluate the proposed system. The initial vehicle speed was 
80 km/h and the amplitude of the steering wheel angle was 
chosen as 130°. The simulation results obtained using the 
APE+MPCA method were compared with the WLS CA tech-
nique. The WLS technique is a quadratic-programming-based 
CA method, which does not account for actuator dynamics 
[23]. To have a proper comparison between two methods, the 
settings of the high-level control are kept constant.

As can be observed in Figure 4, the vehicle performs the 
manouevre at friction limits. For the APE+MPCA method, 
the control system is able to stabilize a vehicle. This is in 
contrast with the WLS technique failing to ensure stable 
vehicle motion. The WLS usage results in a significantly higher 
loss of speed and more than 0.5 g of lateral acceleration even 
after the steering input has ended and the lateral and yaw 
motion persists even after the maneuver has ended. The 
actuator commands for both methods are shown in Figure 5. 
As WLS does not consider actuator dynamics, the response 
of the actuator does not meet the required command. As a 
result, the control fails to pass the manouevre.

It can be seen from Figures 4 and 5 that the WLS method 
is incapable of optimally coordinating different actuators 
when slower actuator dynamics are present. This is in contrast 
with the APE+MPCA technique ensuring effective actuator 
coordination. Therefore, the WLS technique is applicable only 
under the assumption of a quick actuator response.

Figures 6 and 7 show the objective assessment of vehicle 
performance within a SWD test using the quantitative 

criteria. These criteria are (i) the lateral displacement at 1.07 
s after the beginning of steering action must be greater than 
1.83 m, and (ii) yaw rate after 1 and 1.75 s after completion 
of steering action must not exceed 20% and 35% of the peak 
yaw rate, respectively. In the simulations reported, the 
steering action begins at 10 s. According to the criteria 
described in [57], red and green dashed lines have been 
added in Figures 6 and 7. If the yaw response lies within 
the green line band, the maneuver is successful. Passage 
through the red lines indicates failure. From Figure 7, it can 
be clearly seen that the control system is initially in action 
til l about 12 s, following which the tracking error 
increases significantly.

The results show the upside of accounting for actuator 
dynamics in the CA problem. To evaluate the benefit of the 
APE algorithm, the convergence of actuator parameters is 
assessed. Figure 8 shows the convergence of the brake 
actuator parameters. The converged parameters represent 
the coefficients of the corresponding discrete-time transfer 
function (in Z-domain) of the brake dynamics. As the 
response of the actuators are fit into a input-delayed first-
order discrete-time dynamic system, the parameters p(1) 
and p(2) are as follows:

 y k p y k p u k+( ) = ( ) ( ) + ( ) −( )1 1 2 1  Eq. (31)

The difference Equation 31 can be converted into a 
linear-in-the-parameters model as described in Equation 
21. It can be  seen that the parameters converge almost 

 FIGURE 4  Vehicle response—WLS-CA and APE+MPCA.
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immediately when the maneuver begins. The MPCA solver 
was initialized with the incorrect set of the actuator param-
eters and the APE effectively compensates it. A similar 
evaluation has been done for the steering actuator. The 
response of the steering actuator, although governed by 
second order dynamics, it fits into a reduced first order 
approximation. As it has been shown in the previous 
section, the steering dynamics maps the driver input to the 
road wheel angle. Figure 9 compares the road wheel angle 
estimated by the APE and that calculated in IPG CarMaker. 
The results indicate that the reduced order approximation 
using the APE method is reasonable.

Conclusions and Scope  
for Future Work
This work aims at the effective coordination of actuators for 
integrated vehicle motion control. It has been shown that the 
MPCA method combined with an online parameter esti-
mator fulfils this requirement. Accounting for actuator 
dynamics has been a challenge in the study of CA and MPCA 
helps in overcoming this issue. During the vehicle operation 
cycle, the actual actuator dynamics parameters could vary 
significantly. This issue can be effectively solved by online 
parameter estimator.

In this study, the actuator dynamics were linear. To capture 
more details of actuator behavior, linear models become inad-
equate. The precise models of actuators can help to achieve 
more accurate coordination between vehicle subsystems. A 

 FIGURE 7  Yaw rate response—APE+MPCA.
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 FIGURE 5  Actuator response—WLS-CA and APE+MPCA.
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 FIGURE 6  Yaw rate response—WLS-CA.
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natural consequence of accounting for nonlinear actuator 
dynamics would be  the application of nonlinear MPCA. 
Furthermore, the online parameter estimator also relies on the 
assumption that the actuator dynamics are linear in nature and 
that the order, number of zeros and delay of the system is 
known. By accounting for nonlinear actuator dynamic descrip-
tions, the approach used to estimate its parameters would need 
to be re-evaluated as the AM-RLS estimation technique would 
not be adequate. Considering all these points, there exist a 
definite potential for improvement by incorporating these 
considerations in future.
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TABLE A.4 Steering actuator dynamics parameters.

Parameter Value
Natural frequency, ωn 30 rad/s

Damping, ζ 0.7

Input delay, δt 0.007 s

Position absolute limit 30°

Rate absolute limit 50 ° /s©
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TABLE A.1 Vehicle parameters.

Parameter Value
Total mass, m 1963 kg

Front axle to COG, lf 1.0935 m

Rear axle to COG, lr 1.569 m

Front track width, tf 1.616 m

Rear track width, tr 1.613 m

Height of COG, hcg 0.673 m

Effective wheel radius, rw 0.3706 m

Friction coefficient, μ 1

Front cornering stiffness, Cαf 149,000 N/rad

Rear cornering stiffness, Cαr 167,000 N/rad

Vehicle inertia about z-axis, Izz 3386.0 kg · m2

Steering ratio, sratio 16©
 S

A
E 

In
te

rn
at

io
na

l

TABLE A.3 Brake actuator parameters.

Parameter Value
Time constant τ 1/20

Input delay δt 0.01 s

Conversion factor PP2M 11.25

Max. pressure 160 bar

Pressure buildup rate 12, 000/PP2M bar/s

Pressure release rate 8000/PP2M bar/s©
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TABLE A.2 APE+MPCA tuning parameters.

Parameter Value
Weight matrix, W diag[0;0;1]

Weight matrix, Q diag([0.1;0.1;0.1;0.1;108])

Prediction horizon, Np 30

Control horizon, Nc 25

Sampling time 10-2 s

APE parameter, P(0) 10I2

APE parameter, ( )ˆ 0θ [0.1 ; 0.1]
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Appendix
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