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Improved polynomial decay for unbounded semigroups

Chenxi Deng, Jan Rozendaal and Mark Veraar

Abstract. We obtain polynomial decay rates forC0-semigroups, assuming that the resolvent grows polyno-
mially at infinity in the complex right half-plane. Our results do not require the semigroup to be uniformly
bounded, and for unbounded semigroups, we improve upon previous results by, for example, removing a
logarithmic loss on non-Hilbertian Banach spaces.

1. Introduction

1.1. Setting

We study the asymptotic behavior of solutions to the abstract Cauchy problem

u̇(t) = Au(t) (t ≥ 0),

u(0) = x,
(1.1)

on a Banach space X . We assume that (1.1) is well posed, so that the solution operators
form a C0-semigroup (T (t))t≥0 ⊆ L(X) of bounded operators, with generator A.
Throughout, we will consider A satisfying C+ ⊆ ρ(A), where C+ := {z ∈ C |
Re(z) > 0} and ρ(A) := C\σ(A) is the resolvent set of A. Under these assumptions,
there are two well-known flavors of results that relate information about the resolvent
operators R(λ, A) := (λ − A)−1, λ ∈ ρ(A), to asymptotic behavior of the semigroup
orbits.
Firstly, the classical Gearhart–Huang–Prüss–Greiner theorem [13,17,23] says that,

if X is a Hilbert space, then the semigroup (T (t))t≥0 is uniformly stable, and all orbits
decay exponentially to zero, if and only if

sup
λ∈C+

‖R(λ, A)‖L(X) < ∞. (1.2)
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Versions of this theorem on non-Hilbertian Banach spaces were discovered later [35–
37]. Here an assumption such as (1.2) typically guarantees exponential decay only
for sufficiently smooth initial data, with the degree of smoothness depending on the
geometry of the underlying Banach space. It is relevant to note that all these results
makeno apriori assumptions on the growth of the semigroup; only spectral information
is required.
On the other hand, a more recent line of research considers the setting where the

resolvent is not bounded on the right half-plane, but instead blows up along the imag-
inary axis at a specified rate. In this case, the semigroup is not uniformly stable, and
one can at best hope to obtain uniform decay rates for sufficiently smooth initial data.
Semigroups with these properties arise naturally in the study of the damped wave
equation

∂2t u(t, x) = �gu(t, x) − a(x)∂t u(t, x) ((t, x) ∈ R × M), (1.3)

on a Riemannian manifold (M, g), where a ∈ C(M) [1,7,8,21,24,25]. A succession
of results in semigroup theory [3–6,29] has elucidated the relationship between the
rate of resolvent blowup and the rate of decay of classical solutions to (1.1), in the
case where the semigroup is a priori assumed to be uniformly bounded. The latter
assumption is in turn satisfied if the damping function a in (1.3) is non-negative.
However, when considering functions a in (1.3) that change sign, the associated

semigroup need not be uniformly bounded and onemay encounter unexpected spectral
behavior (see, e.g., [26,30]). Moreover, polynomially growing semigroups appear
naturally in the analysis of Schrödinger operators with unbounded potentials [10,15],
perturbed wave equations [14,22], delay differential equations [33] and hyperbolic
equations on non-Hilbertian Banach spaces [9,28].
Hence, it is natural to wonder what can be said when one combines some of the

difficulties of both the lines of research mentioned above, that is, if the semigroup
(T (t))t≥0 is not uniformly bounded and the resolvent is not uniformly bounded on the
right half-plane. This is the setting that will be considered in this article.

1.2. Previous work

Throughout, we suppose that C+ ⊆ ρ(A) and that there exist β,C ≥ 0 such that

‖R(λ, A)‖L(X) ≤ C(1 + |λ|)β (λ ∈ C+).

It then follows thatC+ ⊆ ρ(A), but unless β = 0, i.e., unless (1.2) holds, the resolvent
might blow up along the imaginary axis, with polynomial rate at most O(|λ|β). As
in the work for uniformly bounded semigroups mentioned above, one hopes to derive
polynomial rates of decay for semigroup orbits with sufficiently smooth initial data.
In this regard, it was first shown in [3] that, on general Banach spaces, for each

ρ ≥ 0 and τ > (ρ + 1)β + 1 one has

‖T (t)x‖X � t−ρ‖x‖D((−A)τ ) (1.4)
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for all t ≥ 1 and x ∈ D((−A)τ ). Later, [31] improved this estimate under additional
geometric assumptions on the underlying Banach space. Namely, if X has Fourier type
p ∈ [1, 2] (see Sect. 2.1), then (1.4) holds for each τ > (ρ +1)β + 1

p − 1
p′ . Moreover,

if p = 2, i.e., if X is a Hilbert space, then one may let τ = (ρ + 1)β. However, it was
left as an open question whether one may also let τ = (ρ + 1)β + 1

p − 1
p′ for Banach

spaces with Fourier type p ∈ [1, 2) (see also [27, Appendix B]).
Recently, it was shown in [32] that the results from [31] regarding (1.4) can in fact

be improved. More precisely, for each ρ > 0 and σ > 1
p − 1

p′ one has

‖T (t)x‖X � t−ρ log(t)σ ‖x‖D((−A)τ ) (1.5)

for t ≥ 2 and x ∈ D((−A)τ ), where τ = (ρ + 1)β + 1
p − 1

p′ . That is, for ρ > 0 and
p ∈ [1, 2), (1.5) attains the missing endpoint exponent from [31], up to a logarithmic
loss. In fact, [32] combined methods from [31] with ones from the theory for bounded
semigroups in [4] and considered resolvents with more general growth behavior, but
specializing to polynomially growing resolvents leads to (1.5).

Finally, it is important to emphasize that the results from [31] and [32] are far from
optimal if the semigroup (T (t))t≥0 is uniformly bounded. Indeed, in this case [5]
yields, on general Banach spaces and for all ρ ≥ 0,

‖T (t)x‖X � t−ρ log(t)ρ‖x‖D((−A)τ ) (1.6)

for t ≥ 2 and x ∈ D((−A)τ ), where τ = ρβ. Moreover, by [6], if X is a Hilbert space
then the logarithmic factor in (1.6) can be removed, yielding (1.4) for τ = ρβ. On the
other hand, for unbounded semigroups on Hilbert spaces and for ρ = 0 one cannot
in general expect to obtain (1.4) for τ < (ρ + 1)β, as follows from an example of
Wrobel (see [38, Example 4.1] and [31, Example 4.20]). We also refer to [31, Section
4.7.1] for an application to polynomially growing semigroups of the combination of
(1.6) and a rescaling argument.

1.3. Main result

For τ > 0 and q ∈ [1,∞], we will work with the real interpolation space
DA(τ, q) := (X, D(Am))τ/m,q , where m ∈ N with m > τ is arbitrary (see also
(2.7)). Moreover, we refer to (2.1) and (2.2) for the definitions of Hardy–Littlewood
type and Hardy–Littlewood cotype, respectively. The following is our main result.

Theorem 1.1. Let A be the generator of a C0-semigroup (T (t))t≥0 on a Banach space
X with Fourier type p ∈ [1, 2]. Suppose that C+ ⊆ ρ(A), and that there exist β > 0
and C ≥ 0 such that

‖R(λ, A)‖L(X) ≤ C(1 + |λ|)β (λ ∈ C+). (1.7)

Let ρ ≥ 0 and set τ := (ρ + 1)β + 1
p − 1

p′ . Then there exists a Cρ ≥ 0 such that

‖T (t)x‖X ≤ Cρ t
−ρ‖x‖DA(τ,p) (1.8)
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for all t ≥ 1 and x ∈ DA(τ, p). If ρ > 0, then (1.8) also holds with DA(τ, p) replaced
by DA(τ, q) for any q ∈ [1,∞], or by D((−A)τ ).
Suppose, additionally, that p > 1 and that X has Hardy–Littlewood type p or

Hardy–Littlewood cotype p′. Then, for ρ = 0, (1.8) also holds with DA(τ, p) replaced
by D((−A)τ ).

The first two statements of Theorem 1.1 are contained in the main text as Theo-
rem 3.3, while the last statement is Theorem 4.2.
Given that any Banach space has Fourier type p = 1, the first part of Theorem 1.1

applies to general Banach spaces. For p ∈ (1, 2], the assumptions on X in Theorem 1.1
are satisfied in particular if X is isomorphic to a closed subspace of Lr (	), for 	 a
measure space and r = p or r = p′ (see Sect. 2.1).
For p ∈ [1, 2), the first part of Theorem 1.1 improves (1.5) by removing the log-

arithmic factor for ρ > 0, and it yields an endpoint result for ρ = 0. The second
part of Theorem 1.1 in turn fully extends (1.4) to ρ = 0 and τ = β + 1

p − 1
p′ , un-

der additional geometric assumptions. Also note that, for all p ∈ [1, 2] and ρ > 0,
(1.8) involves a larger space of initial data than considered in [31] and [32], since
D((−A)τ ) ⊆ DA(τ,∞). On the other hand, for ρ = 0, (1.8) complements the main
result of [31] onHilbert spaces, since in general one neither has D((−A)τ ) ⊆ DA(τ, 2)
nor DA(τ, 2) ⊆ D((−A)τ ).
The exponent τ in Theorem 1.1 is sharp for p = 2 and ρ = 0, as noted above,

and for general p ∈ [1, 2] as β → 0, as follows from a modification of an example
of Arendt concerning exponential stability (see [2, Example 5.1.11] and [37, Section
4]). We do not know whether, for a general Banach space with Fourier type p ∈ [1, 2)
and for ρ = 0, (1.8) also holds with DA(τ, p) replaced by D((−A)τ ).
For any C0-semigroup (T (t))t≥0, there exists an ω ∈ R such that

‖T (t)‖L(X) � eωt (t ≥ 0). (1.9)

As already noted, only the case ω > 0 will be of interest in this article. However, it
follows from (1.9) that (1.7) holds whenever Re(λ) ≥ ω0, for ω0 > ω. Moreover,
(1.7) directly extends to λ ∈ iR as well. Hence, (1.7) is in fact an assumption on the
growth of the resolvent as λ tends to infinity in the strip {λ ∈ C | 0 ≤ Re(λ) ≤ ω0}.

One may weaken assumption (1.7) somewhat, by requiring instead that

‖R(λ, A)‖L(X) � (1 + |λ|)β0 (λ ∈ C+) (1.10)

for some β0 > 0, and that

‖R(iξ, A)‖L(X) � (1 + |ξ |)β (ξ ∈ R).

Then the conclusion of Theorem 1.1 still holds, and the specific value of β0 in (1.10)
plays no role. Indeed, the place in the proof of Theorem 1.1 where one genuinely
uses polynomial resolvent bounds for λ ∈ C+ is in the proofs of Theorems 3.2
and 4.2, to obtain a dense subset of initial values for which the semigroup orbits are
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integrable, and there the value of β0 is irrelevant. Instead, as in the theory for uniformly
bounded semigroups, to obtain concrete rates of decay we work with the behavior of
the resolvent on the imaginary axis.
As in [31,32], our techniques in principle also allow for A to have a singularity at

zero. More precisely, one could suppose that (1.7) holds for |λ| ≥ 1, and that there
exists an α > 0 such that ‖R(λ, A)‖L(X) � |λ|−α for |λ| < 1. In this case, one has to
assume additionally that −A is an injective sectorial operator (see Remark 2.3), and
the initial values have to be restricted to the range of a suitable fractional power of
−A. For simplicity, we will not consider such a setting in this article.

1.4. The strategy of the proof

Our approach is similar to that in [31] (see also [27]), applying Fourier multiplier
theory to the resolvent on the imaginary axis. However, whereas [31] mostly involved
Fourier multipliers from L p(R; Y ) to Lq(R; X) for suitable 1 ≤ p ≤ q ≤ ∞ and
Y ⊆ X , in the present article we proceed differently.
Namely, the first part of Theorem 1.1 is proved using Proposition 2.2, which con-

siders multipliers between the Besov space Bs
p,p(R; Y ) and L p′

(R; X), for suitable
values of p and s. Working with such multipliers allows us to obtain endpoint esti-
mates. In turn, Besov spaces are intimately connected to the real interpolation method,
and in Proposition 2.5, we show that real interpolation spaces can also be used effec-
tively to cancel out resolvent growth, as is required to satisfy the conditions of our
Fourier multiplier theorems. This somewhat different approach also necessitates other
changes to the setup from [31].
On the other hand, for the second part of Theorem 1.1 we consider Fourier multi-

pliers between weighted spaces L p(R, w; Y ) and Lq(R, v; X), for suitable weightsw

and v. This setting allows us to obtain endpoint results involving fractional domains,
at the cost of having to make a priori assumptions about the mapping properties of the
Fourier transform between such weighted spaces.

1.5. Organization

In Sect. 2, we collect some preliminaries on the vector-valued Fourier transform,
vector-valued Besov spaces and interpolation spaces associated with semigroup gen-
erators. In Sect. 3, we then prove the first part of Theorem 1.1, and in Sect. 4, we prove
the final statement in Theorem 1.1.

1.6. Notation and terminology

The natural numbers are N = {1, 2, . . .}, and N0 := N ∪ {0}. We write C+ := {z ∈
C | Re(z) > 0} for the open complex right half-plane.
For p ∈ [1,∞] and w : R → [0,∞) measurable, we denote by L p(R, w; X) the

Bochner space of equivalence classes of strongly measurable, p-integrable, X -valued
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functions on R with respect to the weight w, endowed with the norm

‖ f ‖L p(R,w;X) :=
( ∫

R

‖ f (x)‖p
Xw(x)dx

)1/p

for f ∈ L p(R, w; X). We simply denote this space by L p(R; X) when w ≡ 1. For
γ ∈ R, the weight wγ : R → [0,∞) is given by

wγ (x) := |x |γ (x ∈ R). (1.11)

The Hölder conjugate p′ ∈ [1,∞] of p ∈ [1,∞] is defined by 1 = 1
p + 1

p′ . We write
1S for the indicator function of a set S.
The space of bounded operators between complex Banach spaces X and Y is

L(X,Y ), and L(X) := L(X, X). The domain of a closed operator A on X is D(A).
We use the notation f (s) � g(s) to indicate that f (s) ≤ Cg(s) for all s and a

constant C ≥ 0 independent of s, and similarly for f (s) � g(s) and f (s) � g(s).

2. Preliminaries

In this section, we first collect some basic definitions involving the vector-valued
Fourier transform, and then, we introduce Besov spaces and state two results which
will be needed to prove the first half of Theorem 1.1. Finally, we collect background
on interpolation spaces and we prove two key results about them.

2.1. The Fourier transform

Let X be a Banach space. The class of X -valued Schwartz functions onR is denoted
by S(R; X), and the space of X -valued tempered distributions by S ′(R; X). The
Fourier transform of f ∈ S ′(R; X) is denoted by F f or f̂ . If f ∈ L1(R; X), then

F f (ξ) =
∫

R

e−iξ t f (t) dt (ξ ∈ R).

One says that X has Fourier type p ∈ [1, 2] if F : L p(R; X) → L p′
(R; X) is

bounded. Every Banach space X has Fourier type 1, and X has Fourier type 2 if and
only if X is isomorphic to a Hilbert space (see [20]).
We say that X has Hardy–Littlewood type p ∈ (1, 2] if

F : L p(R; X) → L p(R, wp−2; X) (2.1)

is bounded, where wγ is defined in (1.11) for γ ∈ R. Moreover, X has Hardy–
Littlewood cotype q ∈ [2,∞) if

F : Lq(R, wq−2; X) → Lq(R; X) (2.2)

is bounded. Note that, if X = C, then (2.1) is the Hardy–Littlewood inequality. In the
latter case, and in fact for any Hilbert space X , (2.1) holds for all p ∈ (1, 2], and (2.2)
for all q ∈ [2,∞).
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If X has Fourier type p0 ∈ (1, 2], then X has Hardy–Littlewood type p for all
p ∈ (1, p0) and Hardy–Littlewood cotype for all q ∈ (p′

0,∞) (see [11, Proposition
3.5]). Also, if X is a Banach lattice which is p-convex and p-concavewith p ∈ (1,∞),
then X has Fourier type p and Hardy–Littlewood type p if p ≤ 2 and Fourier type
p′ and Hardy–Littlewood cotype p if p ≥ 2 (see [12, Proposition 2.2] and [11,
Proposition 6.9]). This holds in particular if X is isomorphic to a closed subspace
of L p(	), for 	 any measure space. For more on the relation between the notions
of Fourier type, Hardy–Littlewood (co)type, and convexity and concavity in Banach
lattices, we refer to [11].
Let Y be a Banach space and m : R → L(Y, X). We say that m is X -strongly

measurable if ξ �→ m(ξ)y is a strongly measurable X -valued map for every y ∈ Y .
In this article, we will consider m which have the additional property that there exist
α,Cα ≥ 0 such that ‖m(ξ)‖L(Y,X) ≤ Cα(1+|ξ |)α for all ξ ∈ R. In this case, we may
set

Tm f := F−1(m f̂ ) ( f ∈ S(R; X)).

Then Tm : S(R; X) → S ′(R; Y ) is the Fourier multiplier operator with symbol m.

2.2. Besov spaces

Throughout this article, fix an inhomogeneousLittlewood–Paley sequence (φk)k∈N0 ⊆
C∞
c (R). That is, one has φ1(ξ) = 0 if |ξ | /∈ [1/2, 2], φk(ξ) = φ1(2−k+1ξ) for each

k > 1 and ξ ∈ R, and

∞∑
k=0

φk(ξ) = 1 (ξ ∈ R).

Let p, q ∈ [1,∞] and s ∈ R. Then the Besov space Bs
p,q(R; X) consists of all

f ∈ S ′(R; X) such that F−1(φk) ∗ f ∈ L p(R; X) for each k ≥ 0, and such that

‖ f ‖Bs
p,q (R;X) := ‖(2ksF−1(φk) ∗ f )k≥0‖�q (L p(R;X)) < ∞.

Then S(R; X) ⊆ Bs
p,q(R; X), by [19, Proposition 14.4.3]. Moreover, if p, q < ∞,

then S(R; X) is a dense subspace of Bs
p,q(R; X). Finally, we will use the simple

observation that

Bs
p,q(R; X) ⊆ Br

p,1(R; X) (2.3)

for all p, q ∈ [1,∞] and s, r ∈ R with s > r , and that

B0
p,1(R; X) ⊆ L p(R; X) ⊆ B0

p,∞(R; X) (2.4)

for all p ∈ [1,∞] (see, e.g., [19, Proposition 14.4.18]).
The following lemma will be used in the proof of Proposition 2.4.
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Lemma 2.1. Let p ∈ [1,∞), q ∈ [1,∞] and s ∈ (0, 1/p). Then there exists a C ≥ 0
such that 1(0,∞) f ∈ Bs

p,q(R; X) for all f ∈ Bs
p,q(R; X), and

‖1(0,∞) f ‖Bs
p,q (R;X) ≤ C‖ f ‖Bs

p,q (R;X).

Proof. For p > 1, the statement in fact holds for s ∈ (−1/p, 1/p), as is shown in [19,
Corollary 14.6.35]. In the proof of the latter result, one can see that for s ∈ (0, 1/p)
one may also allow p = 1. �

Finally, the following Fourier multiplier result, [19, Proposition 14.5.7], is one of
the key ingredients in the proof of the first half of Theorem 1.1.

Proposition 2.2. Let X and Y be Banach spaces with Fourier type p ∈ [1, 2], and let
m : R → L(Y, X) be X-strongly measurable, with supξ∈R ‖m(ξ)‖L(Y,X) < ∞. Then

Tm : B1/p−1/p′
p,p (R; Y ) → L p′

(R; X)

is bounded.

2.3. Interpolation spaces

Let A be a linear operator on a Banach space X . For ω ∈ (0, π), set Sω := {z ∈
C \ {0} | | arg(z)| < ω}. Then −A is a sectorial operator if there exists an ω ∈ (0, π)

such that σ(−A) ⊆ Sω, and

sup{‖λ(λ + A)−1‖L(X) | λ ∈ C\Sω′ } < ∞ (2.5)

for each ω′ ∈ (ω, π). If −A is a sectorial operator, then the fractional power (−A)α is
well defined for each α ∈ C+, cf. [16, Chapter 3]. If, additionally, A is injective, then
(−A)α is well defined for all α ∈ C. Note that D((−A)β) ⊆ D((−A)α) whenever
β ∈ C satisfies Re(β) > Re(α).

Remark 2.3. Throughout this article, as inTheorem1.1,wewill considerC0-semigroups
(T (t))t≥0 with generator A such that C+ ⊆ ρ(A) and

‖R(λ, A)‖L(X) ≤ C(1 + |λ|)β (λ ∈ C+), (2.6)

where β,C ≥ 0 are independent of λ. Under these assumptions, −A is a secto-
rial operator of angle π/2. Indeed, the semigroup generation property implies that
‖R(λ, A)‖L(X) � 1/Re(λ) for Re(λ) large (as follows from (1.9)), which gives a
uniform bound in (2.5) for |λ| large if ω′ > π/2. On the other hand, (2.6) implies that
C+ ⊆ ρ(A), which in turn yields the required bound in (2.5) for |λ| small.

Let −A be a sectorial operator on a Banach space X , and let τ ∈ (0,∞) and
q ∈ [1,∞]. Then the real interpolation space associated with A, τ and q is

DA(τ, q) := (X, D((−A)α))τ/α,q , (2.7)
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where α ∈ (τ,∞) is arbitrary. It follows from reiteration that DA(τ, q) is independent
of the choice of α. In particular, one has

DA(τ, q) = (X, D((−A)m))τ/m,q = (X, D(Am))τ/m,q

whenever m ∈ N satisfies m > τ . By basic properties of interpolation spaces,
DA(τ, q) ⊆ DA(σ, r) if σ < τ , or if σ = τ and r ≥ q. By [16, Corollary 6.6.3],

DA(τ, 1) ⊆ D((−A)τ ) ⊆ DA(τ,∞) (2.8)

for all τ > 0. Also, D((−A)α) is a dense subset of DA(τ, q) for all α > τ and q < ∞,
by [16, Theorem 6.6.1].
Finally, if X has Fourier type p ∈ [1, 2] and A is injective, then both D((−A)τ ) and

DA(τ, p) also have Fourier type p, for all τ > 0. Indeed, (−A)τ : D((−A)τ ) → X is
an isomorphism, while for DA(τ, q) the statement follows from (2.7) by interpolation
(see also [18, Proposition 2.4.17]).
The following proposition, connecting interpolation spaces to the Besov spaces

from the previous subsection, will play a key role in the proof of part of Theorem 3.2.

Proposition 2.4. Let A be the generator of a C0-semigroup (T (t))t≥0 on a Banach
space X, and suppose that −A is a sectorial operator. Let M ≥ 0 and ω ∈ R be such
that ‖T (t)‖L(X) ≤ Me(ω−1)t for all t ≥ 0, and let p ∈ [1,∞), q ∈ [1,∞] and s ∈
(0, 1/p). Then there exists a constant C ≥ 0 such that [t �→ 1(0,∞)(t)e−ωt T (t)x] ∈
Bs
p,q(R; X) for all x ∈ DA(s, q), with

‖[t �→ 1(0,∞)(t)e
−ωt T (t)x]‖Bs

p,q (R;X) ≤ C‖x‖DA(s,q).

Proof. Let J : X → L p(R; X) be the bounded linear operator given by J x(t) :=
e−ω|t |T (|t |)x , for x ∈ X and t ∈ R. Since (J x)′(t) = −sign(t)e−ω|t |T (|t |)(ω − A)x
for x ∈ D(A) and t �= 0, the restricted operator J : D(A) → W 1,p(R; X) is
bounded. Real interpolation (see [19, Theorem 14.4.31]) shows that J : DA(s, q) →
Bs
p,q(R; X) is bounded as well. Now the proof is concluded by applying Lemma 2.1.

�

In turn, the following proposition will be crucial for the proof of Theorem 1.1.

Proposition 2.5. Let A be the generator of a C0-semigroup (T (t))t≥0 on a Banach
space X. Suppose that C+ ⊆ ρ(A), and that there exist β > 0 and C ≥ 0 such that

‖R(λ, A)‖L(X) ≤ C(1 + |λ|)β (λ ∈ C+). (2.9)

Then iR ⊆ ρ(A), and

sup{‖R(iξ, A)k‖L(DA((n+1)β,q),X) | ξ ∈ R, k ∈ {0, . . . , n + 1}} < ∞

for all n ∈ N0 and q ∈ [1,∞].
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Proof. The required statement is trivial for k = 0 and |ξ | < 1, so henceforth we will
consider k > 0 and ξ ∈ R with |ξ | ≥ 1.
By basic properties of resolvents, it follows from (2.9) that iR ⊆ ρ(A) and

‖R(iξ, A)‖L(X) ≤ C(1 + |ξ |)β (ξ ∈ R). (2.10)

As noted in Remark 2.3, −A is a sectorial operator. Moreover, D((−A)α) = D((1−
A)α) for any α > 0, by [19, Proposition 15.2.12]. Hence, combining (2.10) and [31,
Proposition 3.4] yields

sup
|ξ |≥1

‖R(iξ, A)(−A)−β‖L(X) < ∞. (2.11)

Then, for k ∈ {1, . . . , n} and |ξ | ≥ 1,

‖R(iξ, A)k‖L(D((−A)nβ),X) � ‖R(iξ, A)k(−A)−nβ‖L(X)

≤ ‖R(iξ, A)k(−A)−kβ‖L(X)‖(−A)−(n−k)β‖L(X) � 1.

Together with (2.10), this implies

‖R(iξ, A)k‖L(D((−A)nβ),X) � (1 + |ξ |)β (k ∈ {1, . . . , n + 1}). (2.12)

On the other hand, another application of [31, Proposition 3.4] shows that

‖R(iξ, A)(−A)−β−1‖L(X) � (1 + |ξ |)−1.

This, combined with (2.11), yields

‖R(iξ, A)k‖L(D((−A)(n+1)β+1),X) � ‖R(iξ, A)k(−A)−(n+1)β−1‖L(X)

≤ ‖R(iξ, A)(−A)−β‖k−1
L(X)‖R(iξ, A)(−A)−β−1‖L(X)‖(−A)−β‖n−k+1

L(X)

� (1 + |ξ |)−1, (2.13)

for all k ∈ {1, . . . , n + 1} and |ξ | ≥ 1.
Now, by (2.8), (2.12) and (2.13), we have

‖R(iξ, A)k‖L(DA(nβ,1),X) � (1 + |ξ |)β,

‖R(iξ, A)k‖L(DA((n+1)β+1,1),X) � (1 + |ξ |)−1,

for |ξ | ≥ 1 and k ∈ {1, . . . , n + 1}. Finally, since

DA((n + 1)β, q) = (DA(nβ, 1), DA((n + 1)β + 1, 1)) β
1+β

,q ,

interpolating these estimates yields sup|ξ |≥1 ‖R(iξ, A)k‖L(DA((n+1)β,q),X) < ∞. �
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3. Polynomial stability on real interpolation spaces

This section is devoted to the proof of the first half of Theorem 1.1. To this end, we
need two preliminary results.
We first require the following extension of [31, Proposition 3.2] to themixedBesov–

Lebesgue setting.

Proposition 3.1. Let A be the generator of a C0-semigroup (T (t))t≥0 on a Banach
space X, and let Y be a Banach space that is continuously embedded in X. Suppose
that iR ⊆ ρ(A), and that there exist β > 0 and C ≥ 0 such that

‖R(iξ, A)‖L(Y,X) ≤ C(1 + |ξ |)β (ξ ∈ R). (3.1)

Let p ∈ [1,∞) and s ∈ [0,∞) be such that either s > 0, or s = 0 and p = 1, and
suppose that there exist q ∈ [1,∞] and n ∈ N such that

TR(i ·,A) j : Bs
p,p(R; Y ) → Lq(R; X) (3.2)

is bounded for each j ∈ {n − 1, n} ∩ N. Then

TR(i ·,A)n : Bs
p,p(R; Y ) → L∞(R; X)

is bounded.

We only assume (3.1) to guarantee that the Fourier multiplier operator in (3.2) is
well defined; the specific value of β plays no role here.

Proof. The proof is analogous to that of [31, Proposition 3.2]. For the convenience of
the reader, we provide the argument. It suffices to show that there exists a C ≥ 0 such
that

sup
k≤σ≤k+1

‖TR(i ·,A)n f (σ )‖X ≤ C‖ f ‖Bs
p,p(R;Y ) (3.3)

for every f ∈ S(R; Y ) and k ∈ Z, since S(R; Y ) is a dense subset of Bs
p,p(R; Y ).

For each j ∈ {n − 1, n} ∩ N, there exists a K j ≥ 0 independent of f such that

‖TR(i ·,A) j f ‖Lq (R;X) ≤ K j‖ f ‖Bs
p,p(R;Y ). (3.4)

Hence, there exists a t ∈ [k − 1, k] such that

‖TR(i ·,A) j f (t)‖X ≤ K j‖ f ‖Bs
p,p(R;Y ). (3.5)

Now let τ ∈ [0, 2]. One can check that

T (τ )TR(i ·,A)n f (t) = TR(i ·,A)n f (t + τ) −
∫ τ

0
T (r)TR(i ·,A)n−1 f (t + τ − r)dr.

(3.6)
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Hence, by (3.5), Hölder’s inequality and (3.4), for n > 1 one has

‖TR(i ·,A)n f (t + τ)‖X � ‖TR(i ·,A)n f (t)‖X +
∫ τ

0
‖TR(i ·,A)n−1 f (t + τ − r)‖Xdr

≤ Kn‖ f ‖Bs
p,p(R;Y ) + τ 1/q

′ ‖TR(i ·,A)n−1 f ‖Lq (R;X)

� ‖ f ‖Bs
p,p(R;Y ).

This implies (3.3) for n > 1.
Finally, for n = 1, by the assumptions on p and s as well as (2.3) and (2.4), one has

Bs
p,p(R; Y ) ⊆ B0

p,1(R; Y ) ⊆ L p(R; Y ). Hence, Hölder’s inequality gives

∫ τ

0
‖ f (t + τ − r)‖Xdr �

∫ τ

0
‖ f (t + τ − r)‖Y dr ≤ τ 1/p

′ ‖ f ‖L p(R;Y )

� ‖ f ‖Bs
p,p(R;Y ).

By combining this with (3.6) in the same manner as before, one obtains (3.3). �

Wewill also rely on the following version of [31, Theorem 4.6] in the mixed Besov–
Lebesgue setting.

Theorem 3.2. Let A be the generator of a C0-semigroup (T (t))t≥0 on a Banach space
X. Suppose that C+ ⊆ ρ(A), and that there exist β > 0 and C ≥ 0 such that

‖R(λ, A)‖L(X) ≤ C(1 + |λ|)β (λ ∈ C+). (3.7)

Let γ > 0, p ∈ [1,∞) and s ∈ (0, 1/p), and suppose that there exist n ∈ N0 and
q ∈ [1,∞] such that

TR(i ·,A)k : Bs
p,p(R; DA(γ, p)) → Lq(R; X) (3.8)

is bounded for each k ∈ {n − 1, n, n + 1} ∩ N. Then there exists a Cn ≥ 0 such that

‖T (t)x‖X ≤ Cnt
−n‖x‖DA(γ+s,p) (3.9)

for all t ≥ 1 and x ∈ DA(γ + s, p).

Note that (3.7) automatically extends to all λ ∈ C+, so (3.8) is well defined. Also,
as in Proposition 3.1, the specific value of β in (3.7) plays no role.

Proof. We want to show that ‖T (t)x‖X ≤ Cnt−n‖x‖DA(γ+s,p) for all t ≥ 1 and
x ∈ DA(γ + s, p). Since D(Al) is dense in DA(γ + s, p) whenever l ∈ N satisfies
l > γ +s, wemay suppose throughout that x ∈ D(Al) for some large l. Hence, setting
g(t) := tn1(0,∞)(t)T (|t |)x for t ∈ R, by [31, Proposition 4.3] we may suppose that
g ∈ L1(R; X). In turn, [31, Lemma 3.1] then implies that ĝ(ξ) = n!R(iξ, A)n+1x for
all ξ ∈ R.
Next, note that (T (t))t≥0 restricts to a C0-semigroup on DA(γ, p), the generator

of which is the part of A in DA(γ, p), which has domain DA(γ + 1, p). In particular,
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we may fix M ≥ 1 and ω ∈ R such that ‖T (t)‖L(DA(γ,p)) ≤ Me(ω−1)t for all t ≥ 0.
Set f (t) := 1(0,∞)(t)e−ωt T (|t |)x . Then

‖ f ‖L∞(R;DA(γ,p)) ≤ M‖x‖DA(γ,p) � ‖x‖DA(γ+s,p). (3.10)

Moreover,

‖ f ‖Bs
p,p(R;DA(γ,p)) � ‖x‖(DA(γ,p),DA(γ+1,p))s,p � ‖x‖DA(γ+s,p), (3.11)

as follows from Proposition 2.4 and [34, Theorem 1.10.2]. Also, again by [31, Lemma
3.1], f̂ (ξ) = R(ω + iξ, A)x for all ξ ∈ R. In particular, if we set

m(ξ) := n!(R(iξ, A)n + ωR(iξ, A)n+1),

then m(ξ) f̂ (ξ) = ĝ(ξ).
By combining all this, we see that

sup
t≥0

‖tnT (t)x‖X = ‖Tm f ‖L∞(R;X)

≤ n!(‖TR(i ·,A)n f ‖L∞(R;X) + ω‖TR(i ·,A)n+1 f ‖L∞(R;X)

)
.

(3.12)

For n > 0, one can apply (3.8) and Proposition 3.1 to the final line, and then use (3.11)
as well, to obtain

sup
t≥0

‖tnT (t)x‖X � ‖ f ‖Bs
p,p(R;DA(γ,p)) � ‖x‖DA(γ+s,p).

For n = 0, the same reasoning can be used for the second term in brackets in (3.12),
while for the first term one can directly rely on (3.10), since TR(i ·,A)0 f = f . �

We are now ready to prove the first part of Theorem 1.1.

Theorem 3.3. Let A be the generator of a C0-semigroup (T (t))t≥0 on a Banach space
X with Fourier type p ∈ [1, 2]. Suppose that C+ ⊆ ρ(A), and that there exist β > 0
and C ≥ 0 such that

‖R(λ, A)‖L(X) ≤ C(1 + |λ|)β (λ ∈ C+).

Let ρ ≥ 0 and set τ := (ρ + 1)β + 1
p − 1

p′ . Then there exists a Cρ ≥ 0 such that

‖T (t)x‖X ≤ Cρ t
−ρ‖x‖DA(τ,p) (3.13)

for all t ≥ 1 and x ∈ DA(τ, p). Moreover, if ρ > 0, then (3.13) also holds with
DA(τ, p) replaced by DA(τ, q) for any q ∈ [1,∞], or by D((−A)τ ).
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Proof. We first consider the case where ρ ∈ N0. Recall that, since X has Fourier type
p, so does DA((ρ + 1)β, p). Moreover, by Proposition 2.5,

sup
ξ∈R

‖R(iξ, A)k‖L(DA((ρ+1)β,p),X) < ∞

for all k ∈ {0, . . . , ρ + 1}. Hence, Proposition 2.2 implies that

TR(i ·,A)k : B1/p−1/p′
p,p (R; DA((ρ + 1)β, p)) → L p′

(R; X)

is bounded for every k ∈ {0, . . . , ρ + 1}. Finally, Theorem 3.2 yields (3.13).
To extend (3.13) to general ρ ≥ 0, we proceed as follows. Fix t ≥ 1 and ρ > 0.

Let ρ0, ρ1 ∈ N0 be such that ρ0 < ρ < ρ1, and let θ ∈ (0, 1) be such that ρ =
(1− θ)ρ0 + θρ1. Set τi := (ρi + 1)β + 1

p − 1
p′ for i ∈ {0, 1}. Then, by what we have

already shown,

‖T (t)‖L(DA(τi ,p),X) ≤ Cρi t
−ρi

for some constantCρi ≥ 0 independent of t . Now, due to reiteration, real interpolation
with parameters θ and q ∈ [1,∞] gives

‖T (t)‖L(DA(τ,q),X) ≤ Cρ t
−ρ

for some Cρ ≥ 0 independent of t . This proves both (3.13) and the final statement of
the theorem, since D((−A)τ ) ⊆ DA(τ,∞). �

4. Polynomial stability on fractional domains

This section is devoted to the proof of the final statement in Theorem 1.1.
The following proposition will play the same role in this section that Proposition 2.2

did in the previous section. For γ ∈ R, recall the definition of the weight wγ : R →
[0,∞) from (1.11).

Proposition 4.1. Let p, q ∈ [1,∞], r ∈ [1,∞), γ ∈ R and δ ∈ (−∞, 1/r ′). Let Y
be a Banach space such that

F : L p(R; Y ) → Lr (R, wγ r ; Y ) (4.1)

is bounded, and let X be a Banach space such that

F : Lr (R, wδr ; X) → Lq(R; X) (4.2)

is bounded.
Let m : R \ {0} → L(Y, X) be an X-strongly measurable map for which there

exists a C ≥ 0 such that ‖m(ξ)‖L(Y,X) ≤ C |ξ |γ−δ for all ξ ∈ R \ {0}. Then Tm :
L p(R; Y ) → Lq(R; X) is bounded.
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Proof. Simply combine the assumptions on X , m and Y :

‖Tm f ‖Lq (R;X) � ‖m f̂ ‖Lr (R,wδr ;X) � ‖wδwγ−δ f̂ ‖Lr (R;Y ) � ‖ f ‖L p(R;Y )

for all f ∈ L p(R; Y ). Note that Lr (R, wδr ; X) ⊆ S ′(R; X), since δ < 1/r ′. �

We are now ready to prove the last statement in Theorem 1.1, as a special case of
the following result.

Theorem 4.2. Let A be the generator of a C0-semigroup (T (t))t≥0 on a Banach space
X with Fourier type p ∈ (1, 2], and suppose that X has Hardy–Littlewood type p or
Hardy–Littlewood cotype p′. Suppose that C+ ⊆ ρ(A), and that there exist β > 0
and C ≥ 0 such that

‖R(λ, A)‖L(X) ≤ C(1 + |λ|)β (λ ∈ C+).

Let ρ ≥ 0 and set τ := (ρ + 1)β + 1
p − 1

p′ . Then there exists a Cρ ≥ 0 such that

‖T (t)x‖X ≤ Cρ t
−ρ‖x‖D((−A)τ )

for all t ≥ 1 and x ∈ D((−A)τ ).

Note that Theorem 4.2 is independent of Theorem 3.3 in the special case where
ρ = 0. For ρ > 0, the conclusion of Theorem 4.2 already follows from Theorem 3.3.

Proof. The proof is analogous to that of [31, Theorem 4.9], and as such also similar
to the proof of Theorem 3.3. We will indicate what the key steps are.
By interpolation, cf. [31, Lemma 4.2], it suffices to consider ρ ∈ N0. Then, using

arguments as before but relying on [31, Proposition 3.4] instead of Proposition 2.5,
one can show that

‖R(iξ, A)k‖L(D((−A)τ ),X) � (1 + |ξ |)−( 1
p − 1

p′ ) (4.3)

for all k ∈ {1, . . . , ρ + 1} and an implicit constant independent of ξ ∈ R.
Next, note that D((−A)τ ) has the same Fourier type and Hardy–Littlewood type

and cotype as X , because X and D((−A)τ ) are isomorphic. In particular, if X has
Hardy–Littlewood type p, then one may apply Proposition 4.1 with r = p, q = p′,
γ = 1

p′ − 1
p and δ = 0. On the other hand, if X has Hardy–Littlewood cotype p′, then

one can apply Proposition 4.1 with q = r = p′, γ = 0 and δ = 1
p − 1

p′ . In both cases,
it follows from (4.3) that

TR(i ·,A)k : L p(R; D((−A)τ )) → L p′
(R; X)

is bounded for all k ∈ {1, . . . , ρ + 1}. Now [31, Theorem 4.6] concludes the proof.
�
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