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Abstract

Photovoltaic (PV) system yield prediction models are an important topic in the field of PV solar en-
ergy. An accurate prediction model could not only be used for optimising the PV system design, but
is also expected to realise the yield potential of innovative PV technologies. In the next generation
of PV technologies, one of the most promising concept is the tandem solar cells. In the recent years,
these cells have impressed the solar industry by their rapid growth of the maximum power conver-
sion efficiency (PCE). Since tandem solar cells are still at the lab phase, their yield potential under
realistic conditions are an interesting field of study as well.

However, the existing yield prediction models, such as PVSyst and System Advisor Model (SAM) are
not yet available for these tandem cells. In order to fill this gap, a prediction model developed in the
Photovoltaic Materials and Devices (PVMD) group of TU Delft, called the PVMD Toolbox, has been
adapted to be compatible with the tandem solar cells.

In this thesis project, a version 3 of the Toolbox was developed. First the PVMD Toolbox was im-
proved. Except monofacial c-Si cells and bifacial c-Si cell, it is now also available for tandem cells.
One of the most promising tandem concepts, the perovskite/c-Si tandem, was taken as a reference
tandem configuration integrated in the Toolbox. The Toolbox was also modified to take the influ-
ence of solar spectra into consideration and analyses cell performances individually. Secondly, the
accuracy of the Toolbox was validated. A new figure of merit called ’relative total deviation’ is put
forward in this report, which calculates the ratio between the sum of deviations that each simulation
introduces, and the total measured energy yield. When the electrical parameters were taken from
the own measurements, the relative total deviation of simulation results was only 8.6 %. Finally, the
Toolbox was applied to two case studies. In the first study, it was found that the annual energy yield
(AEY) of perovskite tandems can be increased up to 0.4 % by optimising perovskite thickness for a
certain location. The second case study compared the AEY of the tandem module and conventional
c-Si module. Perovskite tandem module showed a high AEY, around 36 % higher than that of c-Si
module. However, perovskite tandem had a lower specific yield as they are more sensitive to the
spectral variation.
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1
Introduction

This chapter introduces the background information required by the subsequent analyses. First, a
review of photovoltaic (PV) system prediction models is given in Section 1.1. Secondly, in Section
1.2 an introduction to another research topic, the tandem cells, is given. Later a prediction model
developed in TU Delft, called the Toolbox, is described in terms of its structures and limitations in
Section 1.3. Based on the theoretical knowledge, the research question and goals are described in
Section 1.4, followed by a brief description of thesis outline in Section 1.5.

1.1. Review of PV System Yield Prediction Models
The goal of this section is to briefly introduce the background knowledge of photovoltaic technology
and the relevance of performance modelling of photovoltaic systems.

1.1.1. Background

The exhaustion of conventional sources, our deteriorating environment and the fast-growing energy
demand have driven people to search for clean and plentiful energy sources. Renewable energies
like that of the sun, wind, geothermal sources, biomass and tidal energy are used in electricity gen-
eration to support the daily lives of humans. Of all the requested sources, solar energy is regarded
as one of the most secure, reliable and abundant energy source.

Even though human beings have made use of the solar energy and heat from the sun for heating and
agriculture along with the development of mankind, the study on other solar energy technologies
like photovoltaic technology, solar heating and solar thermal electricity has only been continuing
for decades[1]. Since the first silicon solar cell patented in 1946[2, 3], power conversion efficiency
(PCE) of silicon cells has increased from less than 1 % in 1946 to 26.7±0.5 % in 2017 as reported by
Yoshikawa et al[4]. During the development of PV technologies, the installed PV capacity has gained
an exponential increase as well, as shown in Figure 1.1[5].

A reason of this exponential growth is that since the beginning of this century, many countries have
launched feed-in tariff schemes, which have encouraged the installations of PV systems. Another
reason lies in the fact that cost of solar has reduced significantly, compared to conventional energy
sources like coal as well as clean energy sources like wind energy, and is continuing to reduce, as
shown in Figure 1.2. As recently as 2018 the annual PV installed capacity broke the threshold of
100 GW[5]. As a result, the accumulative total installed capacity reached 509.3 GW, while this value
was 407 GW in 2017, 306.5 GW in 2016 and 229.9 GW in 2015[5]. Therefore it is concluded that there

1



2 1. Introduction

Figure 1.1. Global total PV installed capacity 2000 - 2018[5] Figure 1.2. Electricity generation cost of solar energy, com-
pared to other forms of power[5].

is an accumulating interest towards photovoltaic technologies.

1.1.2. PV System Yield Prediction Models

Although solar energy has gained a large installed capacity, its performance under realistic condi-
tions is affected by irradiance, temperature and other weather conditions and could also suffer from
electrical losses. In order to simulate the energy yield of PV systems and improve their designs, en-
ergy yield prediction models are necessary. Besides conventional solar modules, novel solar tech-
nologies, with new cell layer materials or innovative cell structures, have also attracted attention
by showing a high cell efficiency or other interesting new features under standard test conditions
(STC). However, these novel photovoltaic devices are still in the lab phase so that their energy yields
and cell efficiency under realistic climate conditions are not available to measure. Therefore, it is
also of interest to predict energy yields for these photovoltaic technologies. According to the an-
nual energy yields (AEY) predicted based on realistic meteorological data, researchers can gain a
direct insight into the energy yield potential of these innovative solar technologies under real-life
conditions. Therefore, PV system energy yield prediction models could not only help improve con-
ventional PV system designs, but is also useful for the research of new PV technologies.

There are several energy yield prediction models developed by some research institutes, which pre-
dict PV system energy yields based on the PV system designs and weather conditions but using
different algorithms. These prediction models are mostly commercially available and some exam-
ples of them are introduced below.

PVsyst, developed by Swiss physicist Andre Mermoud and electrical engineer Michel Villoz, is one
of the most popular prediction models. This model is designed for engineers, architects, researchers
and students and combines prefeasibility, sizing and simulation tools for PV systems[6]. It provides
users with a product data base to choose their interested solar module and other necessary com-
ponents in a PV system and asks users to define their PV system design. For this customised PV
system, energy yields are simulated, based on weather data taken from the Meteonorm software.
Latitude and longitude resolutions can be as small as 0.5 ◦ in PVSyst Software[7], leading to a high
accuracy of the prediction results. The predicted energy yield, along with some indicators of PV sys-
tem performance such as performance ratio (PR) and specific energy, are given via simulations[6].
A disadvantage of this software is that available solar modules in the product data base are mainly
conventional silicon solar modules, thus it could not simulate energy yields of innovative solar cell
designs, such as tandem cells. In addition, it is not possible to study a PV system with reflectors in
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PVSyst.

The System Advisor Model (SAM) is another widespread system energy yield prediction tool, devel-
oped by the U.S. Department of Energy and National Renewable Energy Laboratory (NREL). It pro-
vides project designers and managers, financial analysts, policymakers and researchers with system
energy yield predictions as well as financial estimations of grid-tied renewable energy systems. The
simulations are based on the system design parameters specified by the users[8]. This software is
provided as a free download by NREL and is available with different programming languages[9]. It
not only has a large data base for choosing modules and inverters, but it also provides the users with
much freedom to specify the system parameters. One drawback of SAM is that it cannot perform
simulations for some innovative PV devices such as tandem cells. It does not consider a design with
reflectors either. The preset American laws and economic models also makes it less suitable in other
regions.

The Hybrid Optimisation Model for Electric Renewables (HOMER) is also developed by NREL but
later optimised and promoted by Homer energy. It is designed for micro grids using a combination
of PV energy, wind energy and genset[10]. Except the availability to consider multiple sources and
loads and to analyse the financial aspects, it is also known as being good at sizing and optimising.
In HOMER, simulations run automatically time after time to decide on the optimal system configu-
rations and component sizes. However, HOMER is only available for conventional silicon cells and
does not consider a design with reflectors either.

These tools and other existing commercial yield prediction tools have precise estimation for mono-
facial silicon modules, but their prediction for bifacial modules still have certain error margins. Con-
sidering bifacial solar modules are gaining a greater mark share of the photovoltaic devices and need
precise yield predictions, some research groups have developed yield prediction models available
with bifacial designs of PV modules. At Energy research center of the Netherlands (ECN), a yield
prediction tool called BIGEYE has been designed for bifacial PV systems[11]. IEMC has also devel-
oped a prediction model available for bifacial PV system[12]. These models do not include reflectors
either like the aforementioned yield prediction models.

1.2. Introduction to Tandem Cells

Yield prediction models should not only be available for conventional solar cells, but they are also
expected to be ready for the next generation of PV technologies, the tandem cells. Here this section
introduces one of the most promising tandem concepts: perovskite / c-Si tandem.

1.2.1. Background

Currently single-junction solar cells are the most developed photovoltaic technology and domi-
nate the solar cell market. This kind of cells have been studied for years and have achieved a
great progress in increasing their light to electric power conversion efficiency (PCE), which keeps
approaching the theoretical limit. This limit, is often known as detailed balance limit or Shockley-
Queisser (SQ) limit, first put forward by William B. Shockley and Hans-Joachim Queisser in 1961[13].
Besides these traditional silicon-based photovoltaic technologies, recently new semiconductor ma-
terials and novel cell structures have attracted people’s interest. One of the hottest topics in the
material science is hybrid organic-inorganic perovskites.
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Perovskites are a type of compounds with the same crystal structure as calcium titanium oxide and
they can be described by the general chemical formula AB X3, where A, B and X represent certain
chemical elements. In the family of perovskites, organometal halide perovskites are a particular
class of focus with A as CH3NH+

3 , HC(NH2)+2 and/or Cs+, B as Pb and/or Sn and X as I and/or
Br. They show a lot of advantages in terms of optical and electrical properties[14], such as a long
diffusion length and a high charge-carrier mobility. Perovskite solar cells have impressed the so-
lar industry by their rapid progress in their energy conversion efficiency. Their highest reported
efficiency has increased from 3.8% in 2009[15] to 23.7 % in 2018[16], which is outperforming than
that of CIGS-, CdTe- and Si-based solar cells. However, the record high-efficiency perovskite cells
are Pb-based, which have some drawbacks as high toxicity[17]. Pb-free perovskite solar cells have
therefore gained a great importance. Researches on Pb-free perovskites show that some alternative
materials, such as Sn- and Ge-based halides, show attractive properties, but their PCEs are not as
high as that of Pb-based perovskite cells. Of these alternative materials, Sn-based perovskites look
most promising in the near feature to achieve similar PCE as Pb-based perovskites have[18], but its
highest reported PCE is only 9.6 %[19]. Another drawback of perovskite tandem cell is that both Pb-
and Sn-based perovskites show a poor stability. Due to their instability, the reported high-efficiency
perovsktites are still in small sizes[20].

These drawbacks hold perovskite tandems back from commercialisation, but they are still an ex-
citing field of study due to their high efficiency yet low costs. A growing number of researches are
carried out to develop perovskite solar cells and the high-efficiency potential of these cells are of
interest especially under realistic conditions. Perovskite solar cells are also regarded well suited to
be the top cells in silicon-based tandem configurations, owing to their remarkable properties of
adjustable band gap and larger band gap compared to silicon cells[21]. Perovskite/Si tandem cells
have been reported to reach a 28 % PCE[22] and show a potential of even higher PCEs. They are an
important application of perovskite solar cell and an interesting field of study, of which the working
principle and current status are introduced in the following sub sections.

1.2.2. Working Principle

Tandem solar cells combines sub cells with different band gaps to make the best use of the incident
light. An illumination of their working principle is given in Figure 1.3, where wide-bandgap material
is represented by blue and narrow-bandgap material represented by red. The wide-bandgap layer
absorbed higher-energy photons, while lower-energy photons travel through this layer and are ab-
sorbed by the narrow-bandgap layer. As perovskite solar cells have a wider band gap (for example it
is 1.5 - 1.61 eV for CH3NH3PbI3[23]) than silicon solar cells have (usually 1.12 eV), they can be opti-
cally stacked on silicon cells to act as the wide-bandgap sub cell.

Except the 2-terminal architecture shown above, there are also some other cell configurations ap-
plied for the perovskite/Si tandem solar cells. They are mainly reported in three forms: (1)2-terminal
monolithic tandem, where cells are connected electronically in series and current matching is re-
quired; (2)2-terminal module tandem, where top and rear cells are mechanically stacked but elec-
trically wired in parallel; (3)and four-terminal tandem, where sub cells are only electrically inde-
pendent but optically stacked. A schematic illustration of these cell configurations is represented
in Figure 1.4[21], with 2-terminal monolithic tandem, 2-terminal module tandem and 4-terminal
tandem from left to right.

Of these three kinds of tandem configurations, 2-terminal monolithic tandem, which is named as
series tandem in Figure 1.4, is the simplest yet most common design. The two sub cells in it are
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(a) Tandem solar cell concept. (b) Solar irradiance spectrum showing
useful parts absorbed by wide-bandgap
and narrow-bandgap sub cells.

(c) Architecture of 2-terminal tandem
cells.

Figure 1.3. Illumination of the working principle of the tandem cells[24].

Figure 1.4. Perovskite/Si tandem cell configurations.[21]

optically dependent and electrically connected in series. The monolithic tandem cells sum up the
voltages provided by top and bottom cells but take the lowest photo-generated currents between
these sub cells as the cell current. Since this kind of tandem cells only needs one transparent elec-
trode on the top side of them, their optical loss is lower than 4-terminal configurations and their
costs are lower as well. The second kind of perovskite tandems is module tandem cells, in which the
perovskite and silicon sub cells are also both optically and electrically dependent. As here the top
and bottom sub cells are wired in parallel, the tandem sum up currents generated by top and bot-
tom cells and get a larger cell current. As for the voltage, m perovskite top cells are series-connected
while n silicon bottom cells are series-connected, in order to achieve voltage matching. The last
kind of perovskite tandems given in Figure 1.4 is mechanically stacked four-terminal cells. These
cells are free from the current mismatching or the voltage mismatching, therefore each sub cell can
work at their maximum power point (MPP). They also enjoy more freedom in terms of determin-
ing different combinations of band gaps compared to other two kinds of cells. A drawback to them
is that they need electrodes between the sub cells, which are required to be transparent to the in-
cident light and have a good electrical conductivity at the same time. This may increase the cost
and make them less competitive. Except these three configurations of perovskite tandems, there
are some other cell configurations available for perovskite tandems. Here only these three common
configurations are introduced. Of these three configurations, the 2-terminal monolithic tandems
are considered as the least stable against spectral and temperature variation[21] due to the need
of current matching. However, as this configuration is simple yet has a high efficiency, they have
gained lots of interest and in this report, the perovskite/Si tandem cells specifically refer to the two-
terminal monolithic cells.

Another unique feature making perovskite solar cells as ideal top cells in tandem configurations, is
that their band gaps can be adapted. According to optical properties of the considered cell config-
urations, such as thicknesses and materials of layers, band gap of perovskite layer is tuned in order
to achieve a highest cell efficiency. Therefore, they are preferred by the tandem configurations.
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1.2.3. Current Status of Tandem Modules

Theoretically, the Shockley-Queisser limit for a tandem solar cell comprised of two sub cells is 45 %,
compared to 34% for a silicon single-junction cell[25]. The highest efficiency of perovskite tandems
have been reported to be 28 %[22] as mentioned above, but the efficiency under realistic condi-
tions has not been measured yet. Futscher shows that under realistic conditions 2-terminal module
tandems and 4-terminal tandems show a higher efficiency than conventional silicon cells, while 2-
terminal monolithic tandem show a higher efficiency in some of the studied locations but a lower
efficiency in other studied locations compared to silicon cells[25]. This is due to the fact that when
taking realistic conditions into consideration, the performances of 2-terminal monolithic tandem
cells are influenced by undesirable cell resistances, parasitic absorption, non-radiative recombina-
tion and current mismatching. In order to analyse the influence of these factors and therefore to
optimise the cell structures, a prediction model to model the performance of perovskite/Si tandem
cells under realistic meteorological conditions is needed, considering the influence of spectral vari-
ations and temperature changes in the real-world climate conditions.

1.3. PV System Prediction Model developed in TU Delft

Several tools, which analyse the performance of different parts of PV systems, have been devel-
oped inside the Photovoltaic Materials and Devices (PVMD) group at Delft University of Technol-
ogy. Based on these tools, Garcia-Goma, a former student in the PVMD group, built a novel PV
system yield prediction model in his MSc project "Development of Cell to System Annual Energy
Yield Toolbox for Bifacial Modules"[26], which is referred as "Toolbox" in this report. After the first
version developed by Garcia-Goma, Garro Etxebarria, also a MSc student in the PVMD group, de-
veloped the version 2 of the Toolbox by adding some new features and correcting some mistakes.

1.3.1. Toolbox Composition

The Toolbox comprises three models: the ’Cell Technology’ Model, the ’System Setup Model’ and
the ’Location Integration’ Model, which are in charge of different layers of the PV system. The layout
of the Toolbox is given in Figure 1.5.

The ’Cell Technology’ Model studies the cell structure and simulates light interaction inside the cell,
based on the optical characteristics of a solar cell, including the layer thickness, roughness, refrac-
tive index and extinction coefficient. Of the optical models, a package called ’GenPro4’, developed
by Santbergen et al [27], is chosen for the Toolbox. GenPro4 calculates reflection, transmission and
absorption of each layer of a solar cell, dependent of wavelengths and angle of incidence (AOI). This
package is also available for bifacial solar cells as for bifacial cells the simulations are repeated with
light incident on the back side, corresponding to the fact that bifacial cells can make use of both
front and rear irradiation. This approach is regarded feasible as the front and rear light do not inter-
fere with each other. After simulations on both sides, the absorption, reflection and transmission
of this cell as a function of AOI and wavelength, are exported as the output of the Cell Technology
model.

The following model, called ’System Setup’ model, makes use of optical properties of a single cell
given by the ’Cell Technology’ model to characterise the performance at the module level. The cells
are first arranged considering a given module configuration, in order to build a model of the stud-



1.3. PV System Prediction Model developed in TU Delft 7

Figure 1.5. Toolbox layout with Cell Technology, System Setup and Location Integration model shown in orange, blue and
green respectively.

ied module. This module are sealed with encapsulation material and be protected by two pieces
of glass on the front and back sides of this encapsulated module. Later, if users would like to use
reflectors, they can add reflectors in the model according to the position and tilt angle of the re-
flectors. At last, mounting frames are assembled under the four corners of the module. With this
model, relative available light on each cell under different irradiance conditions is calculated. The
results are then plotted in the form of a circle, named sensitivity map. Each point on the map in-
dicates a certain solar position and value at that point illustrates the cell sensitivity to the incident
light. The rays tracing, the calculations and plotting of sensitivity map are done by an in-house
software ’Lux’ designed by Santbergen[28]. Compared to other available commercial softwares like
LightTools, this software has an advantage that it can provide maps for infinite arrays of PV modules.

The last model is called ’Location Integration’ model, which applies the module model to an actual
operating environment. In this model, optical, thermal and electrical models are involved. Optical
model, also called the Sky model, considers the utility of direct normal irradiance (DNI) and diffuse
horizontal irradiance (DHI) obtained from weather data sources such Meternorm. In this model,
the sky is divided into numerous sky elements according to the azimuth and altitude resolutions
and the irradiance incident from each element are plotted in the Sky Map. Except for the ambient
conditions, it is also necessary to consider shading impact caused by surrounding environment.
Shading posed by the surrounding trees and buildings is considering according to the principle of
the horicatcher, which considers skyline of the studied location and corrects the irradiance incident
to the module[26]. The effect of mutual shading and reflection is simulated in the process of ray
tracing. Integrating the product of sensitivity map and sky map gives the irradiance absorbed by the
solar module. In addition to the irradiance level, the module performance is highly affected by the
module temperature, so that it is also simulated by the Toolbox, to be more specific, in the Thermal
Model. The causes of varying module temperature are considered in three ways, meteorological
conditions, mounting structure and power flow in the circuit. As meteorologic conditions taken
from weather data base like Meteonorm are hourly data, which is longer than the time constant of 7
minutes that a PV module needs to reach 63 % of the final temperature[29], Steady State models are
used in thermal analysis. The normal module operating temperature (NMOT) model along with the
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fluid-dynamics model are used in the Thermal Model and module temperature is given as a func-
tion of time and location. The last part of the ’Location Integration’ model is the electrical model.
In this model, I-V curves of the module are simulated based on the absorbed irradiance and electric
properties of the module and DC output power is given as the output. By performing the simulation
with annual weather data, the DC annual energy yield (AEY) could be predicted by the Toolbox.

1.3.2. Features and Limitations

While currently common prediction models are only suitable for monofacial modules, the Toolbox
has extended the scope of application to both monofacial and bifacial cells. This is one of the ad-
vantages of the Toolbox compared to its competitive models, as bifacial solar cells have already been
utilised in some practical projects and there is a need to make a precise prediction of their energy
yield. Besides, the Toolbox is able to involve reflectors in the PV system design, which is an im-
portant feature of the Toolbox, as reflectors have been widely used in bifacial PV systems. The last
feature of the Toolbox is that it considers mutual shading caused by the neighbouring modules.

However, there were some limitations of version 2 of the Toolbox. The first limitation was the Tool-
box was only available for single-junction silicon solar cells and could not analyse the performance
of tandem cells yet. Similar to bifacial cells, perovskite/c-Si tandems are a hot topic of the novel PV
devices and have attracted a lot of attention. Although this kind of cells are still at the experiment
phase, they have impressed the photovoltaic industry by their fast progress in the maximum energy
conversion efficiency and are regarded with potential for even higher efficiency. To convince the
market of this, energy yield predictions are necessary. In addition, there are many studies about op-
timising the tandem cells’ performance and a prediction model can help valuate the results of the
optimisation. Therefore, it would be useful if the Toolbox is available for tandem cells as well.

Another limitation of Toolbox was the problem that it neglected the influence of the solar spec-
tra. The Toolbox averaged the wavelength-dependent absorption without considering the realistic
distribution of spectral irradiance. In reality, spectral irradiance is different between wavelengths,
therefore the cell absorption at different wavelengths is not equally important as well. When the
sun is at different zenith angles, its spectrum varies accordingly, leading to a varying distribution of
spectral irradiance and varying importance of cell absorption at different wavelengths. As the ver-
sion 2 of the Toolbox attached equal importance to all wavelengths, the total cell absorption was not
correctly predicted. Instead, the wavelength-dependent absorption need to be weighted according
to spectral irradiance distribution. This could be even more important for the cases of tandem cells.

The last limitation of the Toolbox was that it did not consider the different performances between
solar cells but took the average generation of the cells as the generation of the entire module. Cells
can behave dissimilarly due to many influencing factors, such as mutual shading caused by the
neighbouring modules and reflection from the ground or mounting frame. To measure the cells’
performances, Toolbox calculated the sensitivity of each cell to the incident light, which was actually
the ratio of absorbed rays to the total incident rays,

sensi t i vi t y = absor bed r ay s

i nci dent r ay s
. (1.1)

These sensitivities were then averaged by the Toolbox and the average sensitivity was regarded as
the module sensitivity. When the sun is in a high elevation and all cells are completely illuminated,
this method is adoptable with only a small error. However, when some of the cells are partly shaded,
or even worse when some are completely shaded, the module might be unable to function properly.
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Especially when cells are connected in series, the current is determined by the cell with the lowest
current, which actually corresponds to the lowest sensitivity. In order to predict the accurate photo-
generated current through the module, the different performances between the cells need to be
taken into account.

1.4. Objective of The Thesis

Based on the Toolbox developed in the PVMD group, this thesis aims to develop a version 3 of the
Toolbox and verify its validity. Therefore, the main research goal is:

Improvements and experimental validation of a PV system performance prediction model–the
PVMD Toolbox.

To realise this research goal, several sub goals need to be achieved as listed below:

Goal 1: Improve the Toolbox
The toolbox design has already been finished, but it can be improved by adding new features and
increasing the accuracy. As for adding new features, the previous version could only be used for
monofacial and bifacial single-junction silicon cells, so the version 3 will be modified to be avail-
able with other novel solar cells or even to allow the users to decide their own cell structures. To
improve the accuracy, there are several things taken into account, including considering the influ-
ence of actual solar spectrum and analysing cell performances individually to consider the mutual
shading.

Goal 2: Validate the Toolbox
As the Toolbox is still in the experimental stage, it is time to carry out experimental validation. The
second goal of this thesis is to validate the toolbox via comparing the simulation results with mea-
surement data taken from the PVMD monitoring system. Reasons of inaccuracy will be analysed as
well.

Goal 3: Perform case studies with the Toolbox
The applicability to the perovskite/c-Si tandem cells is one of the important new features of this
version of the Toolbox. Therefore, the third objective is to apply the improved Toolbox to predict
energy yield of a tandem solar module and compare it with that of a conventional single-junction
silicon module.

1.5. Outline of The Thesis

There are five chapters left in this report. Chapter 2 and 3 are both about the improvements of
the Toolbox, with Chapter 2 focusing on the optical field and Chapter 3 dealing with problems in
the aspects of thermal-dynamics and electronics. Chapter 4 aims to validate the accuracy of the
Toolbox, by comparing the simulation results with the measured data. Chapter 5 will apply the
Toolbox to perovskite/Si tandem cells by performing case studies. Finally, Chapter 6 summarises
the works and gives recommendation for future studies.





2
Improvements of the Optical Model

This chapter describes the improvements performed on the Optical Model of Toolbox. Basically,
it gives solutions to the limitations mentioned in Section 1.3.2. First, Section 2.1 deals with the
problem of adding tandem devices as new objects. Later, Section 2.2 describes the modification
to include solar spectra in the Section 2.3 describes the change to analyse the cells individually,
followed by Section 2.4, where a brief conclusion is given.

2.1. Adaption To Tandem Solar Cells

This section deals with multi-junction solar cells. This is illustrated by using a popular example
of multi-junction solar cells: the perovskite/c-Si tandem cell. This section first briefly introduces
the cell structure of the perovskite/c-Si tandems included in the Toolbox and later describes the
corresponding modifications in the Cell Model. Finally, an example of simulation results of the new
Cell Model is given.

2.1.1. Tandem Solar Cell Structure

Perovskite/c-Si tandem devices have several cell configurations as introduced in Section 1.2.2. Of
these configurations, the 2-terminal monolithic tandem has the simplest design yet a high-efficiency
potential, so in this version of Toolbox it is taken as an example of the perovskite tandems while the
other types of perovskite tandems are suggested for the future versions. Besides, perovskite tandems
are also very flexible in terms of layer materials, thicknesses and textures. Figure 2.1 shows a gen-
eral cell configuration of the double-glass 2-terminal monolithic perovskite tandems, with optical
constants taken from literature[30].

In this figure, the layer materials and the ranges of their thicknesses are given. In the order of light
travelling through, the 2-terminal monolithic tandem consists of several parts: the anti-reflective
coating (ARC) of magnesium fluoride (MgF2), the transparent conducting layer indium tin oxide
(ITO), the hole transporting material (HTM) layer Spiro-OMeTAD, the perovskite layer, the electron
transporting material (ETM) layer C60, ITO, silicon hetero-junction (SHJ) bottom cell, ITO and the
bottom electrode Ag .

11
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Figure 2.1. Cell configurations of the 2-terminal monolithic perovskite/c-Si tandem devices, and the SHJ bottom cell
inside it, taken from [30].

2.1.2. Modifications in the Cell Model

To make Toolbox compatible with perovskite tandems, modifications were carried out on the Cell
Model. As the input of the Cell Model is the cell configuration, including material, thickness and
texture of each layer, the first modification is to build a default cell model of perovskite tandems
with these optical input data. This default cell was mainly based on the structure given in Figure
2.1, except using a perovskite layer with a specific band gap energy of 1.65 eV. The thickness of the
perovskite layer was then adjusted to achieve the current matching between perovskite top and SHJ
bottom cell.

In this version of Toolbox, data bases were built in each model, to hold different sub models that
Toolbox provides with the users. In the Cell Model, for example, a database was built to hold all
types of cell structures available for simulations so that users can easily choose their desired cell
structures. Despite this default structures, users could also define their cell structures following
the examples given by Toolbox. They can customise the cell configurations by adjusting the layer
thickness, adding texture and using other materials, like replacing C60 with T iO2. The wavelength-
dependent complex-valued refractive indices are already included in Toolbox, so users do not need
to measure these values themselves. Figure 2.2 shows the User Interface (UI) of the Cell model. It
can be seen that now Toolbox could simulate the module performance for monofacial SHJ cell, bi-
facial SHJ cell and perovskite/c-Si tandem cells.

2.1.3. Simulation Results

In the Cell Model, reflection, transmission and absorption in each layer are calculated at different
wavelength interval and under different angles of incidence. These values are computed by GenPro4
developed by Dr. R. Santbergen, which as introduced in Section 1.3, is used to calculate absorption
in each layer[27]. Example of simulation results of GenPro4 are given in Figure 2.3, which shows the
wavelength-dependent absorptions of conventional SHJ cell and the reference tandem cell when
the light is incident perpendicularly. The white area and the darkest area show the reflection and
transmission respectively while the other coloured areas show the absorption in each layer.

As it can be seen from the figure, both of these two cells absorbed photons within a wavelength
band from around 400 nm to around 1100 nm. While in the single-junction silicon cells, these pho-
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Figure 2.2. User interface (UI) of the Cell model.

(a) Absorption of single-junction cSi cells (b) Absorption of perovskite/c-Si tandem cells

Figure 2.3. Absorption of single-junction cSi cells and perovskite/c-Si tandem cells when light is incident perpendicularly.

tons were mainly absorbered by the c-Si layer, in the perovskite tandems, the two absorber layers,
perovskite and crystalline silicon layer, absorbed different parts of light. As perovskite has a wider
band gap, it can take full advantage of high-energy photons so that the spectral mismatch could
be reduced and therefore the ultimate efficiency is increased. The SHJ bottom cell absorbed low-
energy photons, as they can not be utilised by the perovskite layer.

As photons were divided between the perovskite and c-Si layer in the perovskite tandems, while in
the single-junction silicon cell c-Si layer generated a photo current density of 36.84 mA/cm2, the
two absorber layers in the tandem cell, perovskite and c-Si layers could only generated nearly two-
times lower photo current density of 18.90 mA/cm2 and 18.93 mA/cm2 respectively. Considering
for the 2-terminal monolithic tandems, cell current is limited by the lowest sub cell current, the
current density generated by the perovskite tandem was only 18.90 mA/cm2. However, as the per-
ovskite tandems have a more than two-times larger voltage than the single-junction cells, which
compensates the lower photo current, normally they show a higher efficiency under STC than the
conventional single-junction cells. To eliminate the influence of current mismatching between the
sub cells, the thickness of the perovskite layer is tuned for current matching. For the studied tandem
cell, this thickness has already been optimised so that perovskite and c-Si layer generated similar
photo current densities. If the thickness of perovskite layer changes or a perovskite layer with an-
other band gap is used, the absorption curves shown in the figure as well as photo current generated
by the perovskite tandems will vary from this result, but these alternative cell structures can also be
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tested by Toolbox.

Besides wavelength, the angle of incidence (AOI) also plays an role in the absorption analysis. By
varying AOI from 0◦ to 90◦, the absorption can be described as a function of AOI as well. The relation
between absorption and AOI is described in Figure 2.4, including example of the single-junction c-Si
cell and the perovskite tandem. As it can be seen from the results, when AOI increased, both single-
junction and multi-junction cell showed a lower absorption, as more light was reflected. These
results show that the Optical Model has been adapted for tandem cells.

(a) Absorption of single-junction c-Si cells (b) Absorption of perovskite/c-Si tandem cells

Figure 2.4. AOI-dependent absorption of single-junction c-Si cells and perovskite/c-Si tandem cells.

2.2. Consideration of The Influence of Solar Spectrum

This section corresponds to the second limitation of version 2 of Toolbox, which was caused by using
a hypothetical solar spectrum instead of the real ones. The hypothetical solar spectrum assumed
that all the wavelengths were equally important and took an equal share in the spectrum. This
assumption simplified the calculations, however it also led to inaccurate predictions. To propose
a possible solution, first real solar spectra will be simulated to compare different contributions of
large and small wavelengths. Later, these spectra values will be employed in Toolbox to provide the
users with a more accurate way to consider the influence of solar spectra. Lastly, an example case
will be carried out to see the effect of the improvements.

2.2.1. Relevance of Solar Spectrum

The Earth’s atmosphere acts as a filter filtrating the incident sunlight and has an impact on the solar
spectrum. This filter varies continuously as its components such as moisture, gas composition and
dust keep changing, leading to a varying solar spectrum. To simulate this varying solar spectrum,
some modelling tools have been developed, one of which is the Simple Model of the Atmospheric
Radiative Transfer of Sunshine (SMARTS) developed by NREL. It is a spectral model and Fortran
code, which could predict irradiance and simulate spectral irradiance for surfaces with different ge-
ometries on the Earth’s surface[31]. The solar spectra used in the following analysis and included in
Toolbox both were simulated by SMARTS.

Solar spectrum is dependent on many influencing factors. Since air mass (AM) is the most impor-
tant factor, for simplicity only AM is considered here. AM is the length ratio of the virtual path that
the sunlight pass through the atmosphere to the possible shortest path, which is achieved when the
sun is directly overhead. When the sunlight has to travel a longer distance to reach the Earth, there
is a higher risk for it to be absorbed by the air and dust, which will result in lower irradiance levels
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and a different spectral power intensity distribution. According to the definition, AM is determined
by the zenith angle of the sun and can be calculated by the following function:

AM = 1/cosθ, (2.1)

where θ is the solar zenith angle. Therefore, AM keeps changing according to the sun movement
in a day. To compare the different spectra that different AMs result in, these AM-determined solar
spectra were simulated in SMARTS and compared below. As Equation 2.1 is only valid when zenith
angle is smaller or equal to 80 ◦, spectra simulations were only carried out for AM value accordingly
from 1 to 5 in steps of 1 and also for AM1.5 as it is required by the STC. The spectral irradiance within
wavelength range 300 - 1200 nm are represented in Figure 2.5. As defined in STC, all these simulated
spectra corresponded to the sunlight incident on a sun-facing module tilted at 37 ◦.

Figure 2.5. Solar spectra simulated by SMARTS 2.9.5[31].

Table 2.1. Spectral composition of the simulated spectra.

%300−752nm %775−1107nm

AM1 66.9 29.8

AM1.5
65.0 31.7

AM2 63.6 33.1
AM3 60.9 35.9
AM4 58.3 38.5
AM5 55.9 41.0
Hypothetical
spectrum

55.2 35.6

The integration of spectral radiance is the total irradiance received by the Earth. As the figure shows,
when AM is larger, the total irradiance is lower, corresponding to the fact that when the sunlight
needs to travel a longer distance to take through the atmosphere, more sunlight is absorbed. Be-
sides irradiance, the figure also shows that the spectral distributions of the irradiance varies with
AM as well. Considering single-junction solar cells show relatively constant absorption within this
wavelength range (see Figure 2.3), perovskite tandems are taken as an example to analyse the in-
fluence of spectral variation on cell performance. Therefore, the sunlight can be divided as blue
light and red light corresponding to the band gaps of the perovskite and c-Si layer. To be more spe-
cific, as the studied perovskite layer has a band gap of 1.65 eV, the blue light refers to photons with
wavelengths between 300 nm and 752 nm, which carries high-photon-energy light and is mainly
used by the perovskite layer; on the other hand, considering the 1.12 eV band gap of c-Si layer, red
light refers to photons with wavelengths between 752 nm and 1107 nm and absorbed by c-Si layer.
The ratios of blue light and red light to the incident sunlight were also computed and results are
tabulated in Table 2.1. The incident light has been normalised to have an integrated value as 100
% within a wavelength range 300 - 1200 nm. As it can be concluded from the results, when the air
mass increases, or in other words when the sun gets closer the horizon, the ratio of the blue light
decreases while that of red light increases. This implies a varying ratio of useful light for the ab-
sorber layers. Table 2.1 also compares the spectral distribution between the solar spectra simulated
by SMARTS and the hypothetical spectrum used in versions 2 of Toolbox, which assumes that all
wavelengths contribute the same to the solar spectrum so that spectral irradiance is the same at
different wavelengths. It could be seen that with this hypothetical spectrum, the ratio of blue light
was underestimated for most of time while that of red light always varied from the real spectra as
well. This may result in inaccurate predictions of irradiance absorbed by the absorber layers.
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2.2.2. Considering Spectral Distribution In Optical Models
In version 2 of the Toolbox, the AOI-dependent absorption was calculated according to the hypo-
thetical spectrum. This spectrum attaches equal importance to all wavelengths and ignore the re-
alistic spectral irradiance distribution. To accurately simulate absorption of the cells and there-
fore give precise predictions of photo-generated current, this version of Toolbox takes realistic solar
spectra into consideration.

To achieve this, the first step is to regard the cell absorption not only dependent of AOI, but also de-
pendent of wavelengths. This step is realised in the Cell Model. As described in Section 2.1, under a
certain AOI, the previous version of Toolbox averaged absorption at different wavelengths and took
these AOI-dependent absorption as the output of the Cell Model. However, in reality wavelengths
contribute differently to the solar spectrum and their contributions also varies with solar zenith
angle, as explained above. Using the hypothetical spectrum will result in incorrect predictions of
photo-generated current. To solve this problem, instead of absorption only dependent of AOI, in
this version of Toolbox the Cell Model gives absorption dependent of both wavelengths and AOI as
an output.

These wavelength- and AOI-dependent absorption is used as the input for the following model,
the Module Model. In this model, Toolbox simulates cells’ sensitivities towards light incident from
different angles of the sky dome considering a customised module layout. Due to the aforemen-
tioned modification carried out in the Cell Model, wavelength dependence of the absorption is now
available for the Module Model as well. Instead of simulating a sensitivity map with the averaged
absorption, Toolbox now simulates sensitivity map with wavelength-dependent absorption. This
enables Toolbox to calculate wavelength-dependent absorption under real weather conditions in
the next model, the Weather Model.

The most relevant modification to break this limitation is carried out on the Weather Model. In
this model, Toolbox simulates the distributions of irradiance over the sky dome and generates a sky
map. In version 2, the value of each element in the sky map was equal to the irradiance incident
from that corresponding direction. However, version 2 did consider the spectral distribution. This
problem was corrected in this version of Toolbox. Solar spectra data, within AM range 1 to 5.5, was
simulated by SMARTS and included in the Weather Model. During simulations, Toolbox first cal-
culates AM according to the solar zenith angle. According to AM, solar spectrum at the considered
time is computed based on the solar spectra data. Based on the solar spectrum, spectral irradiance
distribution of each sky element is simulated. The integration of the product of spectral irradiance
and wavelength-dependent sensitivity is the irradiance absorbed by the cell. Finally, the absorbed
irradiance is converted to the absorbed photon flux, which is the output of the Weather Model.

It is worth to notice that the spectra, included in the solar spectra data base inside Toolbox, were
simulated for the case of a 37 ◦-tilted and sun-facing module, with which arrangement the AM1.5
spectrum is defined. For realistic conditions, photovoltaic modules are mounted at a adequate tilt
and orientation according to the geographic conditions. This module arrangement is not necessar-
ily the arrangement mentioned above, so the realistic spectral irradiance distribution might differ
from those in the data base. From this perspective, Toolbox could mitigate the impact of varying
solar spectra but it is hard to perfectly represent them in the simulation. As Toolbox serves as an DC
energy yield prediction model for photovoltaic systems, if users want to determine the optimal mod-
ule arrangement or to optimise cell structure via simulations, they can make certain assumptions
and compare results with different system designs or cell design respectively. However, considering
advanced users, who want to reproduce real life conditions in the simulations, it is recommended



2.2. Consideration of The Influence of Solar Spectrum 17

to integrate SMARTS software with Toolbox in the future study.

2.2.3. Example Case

To compare the results of the old and new methods, an example is studied in this sub section. As
the perovskite/c-Si tandem cell has two different absorber materials and is more sensitive to the
changes in spectral irradiance, it was taken as the example in this case study. The tandem cell was
put horizontally so that AOI was equal to solar zenith angle. By varying AOI, the AOI-dependent ab-
sorption was simulated, as shown in Figure 2.6. Figure 2.6(a) shows the result simulated by the old
method, which averaged the wavelength-dependent absorption based on the hypothetical spec-
trum, while Figure 2.6(b) shows the result simulated by the new method, with which wavelength-
dependent absorption was weighted averaged according to real solar spectra.

(a) Absorption versus AOI using the hypothetical spec-
trum

(b) Absorption versus AOI using real solar spectra

Figure 2.6. AOI-dependent absorption simulated based on the hypothetical spectrum and real solar spectra.

As it can be seen from the results, when the simulation took real solar spectrum into consideration,
the AOI-dependent absorption was distinctly different from the one simulated by the old method,
which took all wavelengths equally important. When absorption was averaged based on the real so-
lar spectra, the dark yellow area, which referred to the absorption of the perovskite layer, was larger
than that based on the hypothetical spectrum under most of AOI. The other absorber layer, c-Si
layer, which was represented by the orange colour, showed slightly lower absorption when real solar
spectra were considered.

To be more specific, the results at the AOI of 3 ◦ are compared. In the case of using the hypothetical
spectra, the absorption of perovskite layer was 32.4 %. In the Cell Model, cells are assumed to be hor-
izontal. Therefore, the 3 ◦ AOI indicated an AM1 solar spectrum. If the wavelength-dependent ab-
sorption was averaged weighted AM1 solar spectrum, the absorption of perovskite layer was 49.0 %
instead. Therefore, the perovskite absorber could receive more energy than the hypothetical spec-
trum expected. Since in reality more photons were absorbed by the perovskite layer according to
the real solar spectra, there were less photons absorbed by the c-Si layer consequently. According
to the hypothetical spectrum, 38.2 % of incident photons were absorbed by the c-Si layer, while the
AM1 spectrum implied that the c-Si layer only absorbed 29.4 % of the incident photons.

The deviation could be explained by the analyses above. According to Figure 2.3(b), the perovskite
layer absorbs photons with wavelengths between 300 and 752 nm(referred as blue photons below)
while c-Si mainly absorbs photons with wavelengths between 752 and 1107 nm (referred as red pho-
tons). The ratios of useful photons for these two absorber layers are given in Table 2.1. Comparing
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the hypothetical and AM1 spectrum, it can be concluded that under AM1 spectrum blue photons
occupy a larger ratio (66.9 %) than under the hypothetical spectrum (55.2 %); on the other hand, red
photons occupy a smaller share under AM1 spectrum (29.8 %) than under the hypothetical spec-
trum (35.6 %). According to Table 2.1, the ratio of blue photons under the hypothetical spectrum is
the lowest of the studied spectra, so using the hypothetical spectrum will overestimate the absorp-
tion of perovskite layer.

The difference between using the hypothetical spectrum and real solar spectra can also be seen
from the module level. Take the module given in Figure 2.7 as an example. This module was 27 ◦

tilted and south-facing, with 60 cells connected in series. The sensitivity maps of the two absorber
layers were computed and given in Figure 2.8.

Figure 2.7. Example of module geometry.
Figure 2.8. Sensitivity maps of perovskite layer and silicon
layer considering different spectra.

This figure shows the sensitivity maps of perovskite layer and c-Si layer, with wavelength-dependent
absorption averaged based on the hypothetical spectrum and AM1 spectrum. As explained in Sec-
tion 1.3, a sensitivity map shows the cell absorption to the light incident from different elements
of the sky dome. According to the simulation results, when the simulation was based on the hypo-
thetical spectrum, the highest sensitivity of perovskite layer was 0.24 while that of silicon layer was
0.45, the positions of which were marked by the crosses. When the AM1 spectrum was used, the
maximum sensitivity of perovskite layer was higher as 0.39 and that of silicon layer was almost the
same as 0.44. This was consistent with the previous results, which indicates that under AM1 spec-
trum there are more blue photons available for the perovskite layer so that this layer show a higher
sensitivity to the incident light, compared to the case where the hypothetical spectrum is used. On
the other hand, as more photons are absorbed by the perovskite layer under AM1 spectrum, c-Si
layer shows a lower sensitivity in comparison with the case using the hypothetical spectrum.

An example case is also studied for the Weather Model in order to verify the influence of using the
hypothetical spectrum. A noon hour in a summer day was studied, with weather conditions taken
from the Meteonorm data base[32]. According to the weather data, the global horizontal irradiance
(GHI) was 376 W/m2. With the sensitivity maps computed based on the AM1 spectrum, the total ir-
radiance absorbed by the module was 348 W/m2, of which 149 W/m2 was utilised by the perovskite
cell and 164 W/m2 by the c-Si cell. In the case using the hypothetical spectrum, the module was
predicted to absorb 344 W/m2 irradiance, slightly lower compared to the former case. 92 W/m2 of
this irradiance was absorbed by the perovskite layer, which was much lower than the previous result
and the error was high to 38 %. Silicon cell was predicted to absorb only slightly more irradiance as
166 W/m2 with the hypothetical spectrum. In conclusion, realistic solar spectra should be consid-
ered in the simulations, especially when Toolbox is giving an prediction for the perovskite tandems.
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It is worth mentioning that in reality, Toolbox considered the influence of real solar spectra in the
Weather Model instead of in the Cell and Module Model, opposite to the simulations done above.
In this case study, cell absorption is weighted according to the hypothetical spectrum and real solar
spectra respectively, in both the Cell Model and Module Model. The result of the Weather Model, the
absorbed irradiance mentioned above, is the product of this weighted/non-weighted average ab-
sorption and the incident irradiance. By doing this, this case study aims to give a deep research on
how real solar spectra influence the cell performance from different perspectives. However, in the
actual simulations of Toolbox, the Cell Model and Module Model keep the wavelength dependence
and simulate absorption or sensitivity map for each wavelength. Real solar spectra are not consid-
ered until the simulations performed on the Weather Model, where the irradiance is distributed over
wavelengths according to real solar spectra.

2.3. Individual Cell Analysis

This section describes the individual cell analysis added to the Toolbox.

2.3.1. Individual Cell Analysis

In the Module Model, cell sensitivity is calculated by performing ray tracing. In this process, mutual
shading caused by the neighbouring modules could be simulated. This is a distinctive characteris-
tics of Toolbox. However, this advantage has not been fully exploited. In versions 2 of Toolbox, the
module performance was regarded as the average performance of the cells. This could be explained
by the fact that the old versions of Toolbox assumed similar performances between the cells and
neglected the influence of mutual shading.

The illumination differences between cells are easily to be omitted, as the cells have small surfaces
(normally around 225 cm2) and are put compactly. However, when there is shading or reflections
from nearby modules, the irradiance incident on the cells can be non-uniform, resulting in different
generations. Figure 2.9 showed an example of cells’ sensitivities when the sun is close to the horizon.
At this moment, the lowest row of cells are almost fully shaded. Module current is limited by the
photo current generated in these shaded cells, thus the average absorbed irrdiance of cells could
not indicate a realistic module current.

Figure 2.9. An example of cells’ sensitivities when mutual shading exists.

The various illumination conditions have an influence on the energy yield prediction. Since the
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photo-generated current is proportional to the irradiance level, varying illuminations would result
in different photo-generated currents between the cells. For most commercial silicon solar mod-
ules, cells are connected in series so that the module current is determined by the lowest photo-
generated current between the cells. However, commercial solar modules often have bypass diode
it in order to avoid hot spots caused by the partial shading, which has not yet been considered in
Toolbox. If bypass diodes are included in the future versions, the calculations of module current
need to be modified according to the arrangement of bypass diodes.

2.3.2. Related Changes to the Toolbox

To analyse the cells individually, several modifications are required by the optical models and the
electrical model. In terms of the optical part, as individual cell sensitivities have already been cal-
culated in the Module Model, the correction to this Model is to take sensitivities of each cell into
considerations and to simulate a sensitivity map for each cell. These sensitivity maps are used in
the Weather Model to compute individual absorbed photons for each cell. The other related modi-
fications to this limitation were performed on the Electric Model, which will be described in Section
3.2.

In order to analyse cell performance individually, it is important to give accurate prediction to each
cell. The different absorption between cells can be caused by shading or reflection, but from the
perspective of simulations, it could be influenced by some simulation settings as well. An influenc-
ing factor is the resolution of the simulation results. In the Module Model, for example, if a higher
angular resolution is used in simulations, the sensitivity map is more accurate as it considers more
precise sun positions. However, a proper resolution is a trade-off between accuracy and computa-
tional time. Users can decided the resolution according to their own requirements.

Another influencing factor exists in the rays tracing process and is analysed below. In the Module
Model, the simulations of cell sensitivity are carried out by the package Lux developed by Dr. Rudi
Santbergen inside the PVMD group. This package builds an unit cell according the module geome-
try defined by the users and simulates cells’ sensitivities via performing ray tracing simulations. In
these simulations, the number of rays per element (RPE) has an influence on the simulation results.
The element refers to a group of cell expected to absorb identical irradiance. For example in a solar
module, if each row of cells always absorb same irradiance, their individual sensitivity is close to the
average sensitivity. Therefore, each row can be regarded as an element. If RPE is larger, it is believed
that more rays hit an simulation element so that its sensitivity can be determined more accurately;
while if RPE is too low, less rays are able to hit one simulation element, in which case it low absorp-
tion might be caused by inaccurate predictions instead of shading, reflection or influence of other
weather conditions on the solar cells. RPE is a function of area of the simulation element and the
density of rays emitted by the light source. This ray density is proportional to the number of rays
emitted and inversely proportional to the area of the light source. Note that in this case the entire
ceiling of the simulation domain (i.e. one unit cell) serves as the light source. Therefore the expected
RPE is given by equation:

RPE = Nr

SLS
×Se . (2.2)

RPE shows the number of available rays assigned to one simulation element in ray tracing. As Tool-
box considers cells’ performances individually, the simulation element is each cell here. To anal-
yse the influence of RPE, sensitivity calculations were perform on a 60-cell module with a series of
RPEs. As the studied module was put horizontally and rays were perpendicularly incident, cells in
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this module were expected to have a uniform sensitivity. However, the simulation results show that
cells had different sensitivities and this difference varied with RPE as well. To quantify the influence
of RPE, the standard deviations (SD) of cell sensitivities under different RPE were calculated. An SD
of 0 implies that the cells share a uniform sensitivity, which is expected theoretically. As rays are dis-
tributed evenly but randomly over the entire ceiling, these simulations were repeated for 100 times
to avoid extremely-deviated results. A box plot of the results is given in Figure 2.10 with standard
deviation expressed logarithmically.

Figure 2.10. The standard deviation of cell sensitivities simulated under different RPE. The standard deviation is ex-
pressed in the form of logarithm.

The influence of RPE is analysed from two perspectives: uniformity of cells’ sensitivities and repro-
ducibility of the simulations. In terms of uniformity, under each RPE, the medium value of SDs given
by the 100 repeated simulations was taken as the representative SD at that RPE (expressed by the red
line in each box). As explained above, theoretically these SD should be equal to 0 so that SDs which
are closer to 0 show that the corresponding RPE gives a more accurate prediction. By comparing the
representative SDs under different RPEs, it could be demonstrated that with an increasing RPE, SD
of cell sensitivities decreases, indicating a higher accuracy. Increasing RPE could greatly improve
the accuracy when the RPE is relatively low, but when the RPE is already high, the gain in accuracy
is much smaller.

In terms of reproducibility of the simulations, under each RPE, not the medium value but the de-
viation of the SDs given by the repeated simulations was analysed. With a same RPE, repeating the
simulations should give a same SD of cells’ sensitivities. If results of SD given by the repeated simu-
lations vary a lot, it can be concluded that the reproducibility of the simulation is low. Therefore, the
result given by the simulations is not reliable, as repeating the simulation will give another result.
The deviations of simulation results can be seen by the length of each box. A large length of the box
shows that there is a higher possibility that the repeated simulations give different results, leading
to a lower reproducibility of the simulation. It can be seen from the figure that with an increasing
RPE, reproducibility of the simulation also increases, indicating a more reliable simulation result.
Therefore, it can be concluded that in order to achieve a more accurate and reliable simulation re-
sult, a higher RPE is required.

A high RPE can be achieved in two ways according to Equation 2.2. The first way is to increase the
density of rays N r

SLS
. For a module geometry with a predefined area of light source, this is done by

increasing the number of rays used for ray tracing. However, this requires a longer computational
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time. Another way is to increase the area of considered element Se . In the case of analysing cells
individually, element refers to one single cell, which, for a predefined geometry, is not possible to
increase its area. However, if neighbouring cells are assumed to share a same sensitivity, they can
be grouped together and taken as a simulation element instead. By grouping cells together, the
area of simulation element multiplies, leading to a multiplied RPE. For example, if the neighbour-
ing two cells are assumed to have same sensitivity, they can be grouped together. The simulation
element therefore has a double area and double RPE. In the case of version 2 of Toolbox, as it as-
sumed that all cells had same sensitivities, it took all the cells as one simulation element and used
the average sensitivity instead. In order to analyse whether different groupings have influence on
the relation between SD and RPE or not, an example analysis is given. The sensitivity of each el-
ement is the average sensitivity of cells inside it, thus SDs are computed as standard deviation of
elements’ sensitivities instead of that of the cells. The median value of SDs at each RPE was taken
as the representative RPE-dependent SD. The SD-RPE relationships with different sizes of elements
are given in Figure 2.11.

Figure 2.11. The RPE-dependent SDs of elements’ sensitivities under different assumptions, with x- and y-axis both in
the logarithm form.

The figure demonstrates that when the simulation element contains different amount of cells, it
shows similar SD-RPE relationships between these cases, except the case when all 60 cells are group
the SD is equal to 0. Therefore, under a same density of incident rays, grouping cells together and
increasing the area of simulation element could have a high RPE as well, but by doing this the indi-
vidual cell analysis is based on an assumption that some cells share a same sensitivity.

In conclusion, in order to give precise predictions of cell performances, there are some simulation
settings need to be paid attention to, and RPE is one of these settings. A higher RPE ensures a bet-
ter accuracy and reproducibility. Users can achieve a higher RPE by increasing the density of rays,
but this will take a longer computational time;or if they assume some cells have same sensitivities,
they can increase the area of simulation element. In this version, Toolbox provides users with two
options, either to simulate individual sensitivity or to take all cells as a simulation element and sim-
ulate the average sensitivity. By using the average sensitivity, users assume that there is no or just a
little influence of shading and reflection so that they can take all cells as one element and absorption
is each cell is equal to their average absorption. This way could not only use less rays and therefore
reduce simulation time, but could also ensure a high accuracy at the same time.
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2.4. Conclusions

The goal of this chapter is to discuss the the limitations of version 2 described in section 1.3.2 and to
provide solutions to them. The changes mentioned in this chapter are mainly performed on the op-
tical models inside the Toolbox. The modifications related to these three limitations but performed
on the Thermal and Electrical Models will be explained in the next chapter. Each subsection in this
chapter corresponds to one limitation, arranged in the order they are mentioned before.

Section 2.1 dealt with the need of expanding the scope of application. The option to analyse the
performance of perovskite/c-Si tandem devices was added to this version of Toolbox. The reference
cell configuration was first described, followed by the description of modifications in the Cell Model.
The optical properties of the reference cell were then simulated by the new version and analysed as
well.

Section 2.2 was about the changes to mitigate the influence of realistic solar spectra. Solar spectra
with a series of AMs were simulated by SMARTS 2.9.5[31]. These spectra were added to the Toolbox
in order to consider the influence of realistic spectra during the simulations. After the improvement,
the simulation results of the old and new version were compared in the example case study.

Lastly, Section 2.3 solved the need to analyse cell performance individually. Cells were proven to
receive different amount of irradiance, which would result in differential current generation. Thus,
it would be better to analyse the cell performance individually. Some simulation settings have in-
fluence on the accruary and reproducibility of the simulations, such as RPE. Users can increase RPE
by increasing the density of rays or using average sensitivity of cells in this version of Toolbox.





3
Improvements of the Thermal and Electric

Model

This chapter explains improvements carried out on the Thermal and Electric Models of the Toolbox
and describes new methods involved in these models. In this chapter, corrections to the Thermal
Model is first described in Section 3.1. Section 3.2 details the modifications in the Electric Model,
including a new model to compute temperature coefficients and some corrections to this model.
Finally, a brief conclusion is drawn in Section 3.3.

3.1. Improvements of the Thermal Model

This section contains the modifications carried out on the Thermal Model, which is a part of the
Weather Model. The main purpose of the modifications is to make this model compatible with the
aforementioned new feature of Toolbox, which is to analyse cell performance individually. Besides
this, corrections to it are also described.

3.1.1. Glass Absorption

The Thermal Model inside the Toolbox integrates a thermal model developed by Faturrochman[33].
This model was built according to the thermal model put forward by Notton[34], which is based
on the fluid-dynamic model but designed for double-glass photovoltaic modules. Since nowadays
many solar modules are all protected by double glass against water, dust and dirt, this thermal
model is suitable for the Toolbox.

In this thermal model, the absorption of both front and back glass is calculated in order to compute
their temperatures. In version 2 of Toolbox, it was assumed that both front and back glass absorb
5 % of the total absorption. However, this 5 % ratio is an empirical value. To validate the accuracy
of this value, first the absorption of front glass is studied. The ratio of front glass absorption to total
absorption was simulated and plotted against AOI in Figure 3.1.

According to the results, for the three default cells, monofacial silicon, bifacial silicon and perovskite
tandem cells, this ratio is around 1.4 percent and slightly deviates from this value under different
AOI. Based on this result, in the Toolbox, the front glass absorption is adjusted to be 1.4 % of the
total absorption.

25
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Figure 3.1. AOI-dependent front glass absorption compared to total absorption for three kinds of reference cell configu-
ration.

The ratio of back glass absorption to the total absorption is different between these three kinds of
cells. For monofacial silicon cells and perovskite tandem cells, as they have silver on their back side
as their bottom electrodes, they are non-transparent to the incident light so that no light could be
absorbed by the back glass. For bifacial silicon cells, the situation is different. Bifacial cells absorb ir-
radiance incident from the back side, thus their back glass could absorb part of the light incident on
the back side. According to simulation results, the back glass could absorb around 1.4 % of light inci-
dent on the back side. Although the back side absorption could be enhanced by being installed on a
surface with a high albedo, such as the surface of the water, or installed with reflectors, its contribu-
tion to the total absorption is normally not very high. Therefore, for simplicity, the ratio of back glass
absorption to the total absorption defaults to zero for all three kinds of reference cell configurations.

It is possible for Toolbox to simulate absorption of glass, but there are two reasons that Toolbox uses
constant ratios instead. One of reasons is that, as it can be seen from Figure 3.1, absorption of glass
varies little compared to the total absorption under different AOI. Another reason is that calculating
exact absorption of glass will increase computing burden. Therefore, Toolbox assumes that the front
glass always absorb 1.4 % of the total absorption and the back glass does not absorb light.

3.1.2. Cell temperature and module temperature

As shown in Section 2.2.3, cells could absorb different amount of irradiance due to shading or re-
flection. This could also introduce different temperature between cells as well. Considering this,
the version 3 of the Toolbox allows the users to calculate the temperature of each cell individually.
As the cross section area between the neighbouring cells is smaller compared to the contact area
between the cell and the glass, the thermal conduction between neighbouring cells is neglected.

In addition to these modifications, some small mistakes were also discovered and corrected, for in-
stance the equations to calculate radiative exchanges. As outputs of the Optical Models have been
modified, the Thermal Model was also adjust to be compatible with these new inputs.

3.2. Improvements of the Electric Model

This section analyses modifications performed on the Electric Model. It first describes an additional
tool to simulate temperature coefficients of open-circuit voltage and short-circuit current. Later,
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corrections to this model are also explained.

3.2.1. Additional Model to Simulate Temperature Coefficients

A higher cell temperature can increase short-circuit current ISC but decrease open-circuit voltage
VOC . This would affect the shape of I-V curves and result in a different output power. To consider
this impact, it is important to take temperature coefficients of short-circuit current and open-circuit
voltage into consideration. For commercial PV modules, these coefficients are often provided with
the data sheets. Therefore, users can provide these empirical parameters directly.

However, as the application range of the Toolbox has been extended to tandem devices, which have
not yet been commercialised, the temperature coefficients could not be taken from data sheets.
Therefore, there is a need for Toolbox to include the simulation of temperature coefficients. To
describe the relationship between temperature and the electric parameters ISC and VOC , a single-
junction c-Si solar cell is taken as an example.

The short circuit current ISC , is always approximated as the photo-generated current Iph . For a solar
cell, the current density Jph can be described as a function of wavelengths λ and computed by

Jph(λ) = ηλeNλ[35], (3.1)

where ηλ stands for the quantum efficiency, e for the elementary charge and Nλ for the incident
photon flux density. ηλ and Nλ are both wavelength-dependent. Nλ can be expressed as

Nλ = Pλ ·
λ

hc
, (3.2)

and Pλ is the wavelength-responded power density. Therefore, the photo-generated current density
Jph is the integration of Jph over the solar spectrum as

Jph = e

hc

∫ λl

0
ηλPλλdλ. (3.3)

In this equation, the limiting wavelength λl is determined by the band gap Eg as

λl =
hc

Eg
. (3.4)

The band gap energy Eg is a temperature-dependent parameter. For the example of c-Si cells, a
linear approximation can be made as

Eg (T ) = Eg (300K )+ dEg

dT
(T −300K ), (3.5)

where
dEg

dT =−2.3×10−4eV /K for c-Si cells[36]. With Equation 3.3, 3.4 and 3.5, the photo-generated
current density can be computed. When the temperature goes up, there is a decrease in the band
gap energy Eg . As a result, the limiting wavelength λl increases, leading to an increase in absorbed
photons and therefore an increased photo current density Jph . While varying the temperature from
−40 ◦C to 90 ◦C, which is the operating temperature range for many solar modules, the temperature
coefficient of the short circuit current ISC can be calculated.

Another temperature-dependent parameter of photovoltaic devices is the open-circuit voltage VOC .
Its temperature dependence is also a result of the variation of band gap energy. When temperature
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increases, for absorber materials which band gap energy is decreasing, more electrons are able to
overcome the band gap by thermalisation. These thermally-generated carriers increase the satura-
tion current I0. The temperature response of the saturation current can be described as[37]

I0 =∝ exp(− Eg

kT
). (3.6)

For a typical silicon cell with an energy gap Eg = 1.12eV under T = 300K , according to Eq.3.6 the
temperature coefficient of I0 is

1

I0

d I0

dT
= Eg

kT 2 |T=T0 = 14.5[%/K ]. (3.7)

The saturation current I0 has impact on the output current. Based on the equivalent circuit, the
output current IL under an external voltage Va is

IL(Va) = Id − Iph = I0[exp(
qVa

nkT
)−1]− Iph . (3.8)

When the cell is open-circuited, we have Va =VOC and IL(VOC ) = 0, thus it follows that

VOC = nkT

e
ln(

Iph

I0
−1). (3.9)

Considering the temperature response of I0, Radziemska put forward that VOC changes with tem-
perature in the relation as[37],

VOC (T ) =VOC (T0)− [
Eg 0

e
−VOC (T0)]− 3kT

e
l n

T

T0
. (3.10)

As l n T
T0

varies little with different temperatures, the equation above can be approximated by a linear
one

VOC (T ) ∼=VOC (300K )− const (T −300K ), (3.11)

so the temperature coefficient of VOC can be derived from Eq.3.10 as

dVOC

dT
=− (Eg 0/e)−VOC (T0)

T0
− 3k

e
. (3.12)

Therefore, the temperature coefficient of the open-circuit voltage VOC can be calculated as well. So
far the two necessary temperature coefficients can be obtained by simulations.

It is worth mentioning that, as the temperature dependence on ISC is calculated based on the varia-
tion of band gap energy, it is crucial to determine the relationship between energy gap and temper-
ature. For silicon solar cells, this value is around as mentioned above. For perovskite material, the
situation is more complicated.

Some researches show that the relationship between perovskite’s band gap energy and tempera-
ture is not linear[23]. An example is given in Figure 3.2, which shows temperature dependency of
band gap energy for the methylammonium lead iodide (CH3NH3PbI3) stablised wity poly(methyl
methacrylate) (PMMA).

As the reference tandem cell also uses CH3NH3PbI3 as the perovskite layer, this material is anal-
ysed below. CH3NH3PbI3 experiences phase transitions when the temperature varies. When tem-
perature goes down, CH3NH3PbI3 shifts from the cubic to tetragonal phases at 327 K and further
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Figure 3.2. Temperature dependence of the bandgap of PMMA/CH3NH3PbI3[23].

shifts to the orthorhombic phase at 162 K[38]. As under realistic conditions, photovoltaic devices
mainly work within a temperature range from −40 oC to 90 ◦C (around 235 K to 365 K), it could con-
cluded that CH3NH3PbI3 mainly exits in the tetragonal phase and sometimes in the cubic phase.
For band gap energy Eg of the tetragonal phase of CH3NH3PbI3, its temperature dependency can
be described by an empirical quadratic function as

Eg (T ) = Eg (T0)−b ·kB · (To −T )2, (3.13)

where T0 is the temperature that CH3NH3PbI3 undergo a phase transition from the cubic to tetrago-
nal phases and b is a unitless number[23]. For the band gap energy of the cubic phase of CH3NH3PbI3,
its temperature dependency is when the temperature is between 40 to 60 ◦C. For simplicity, tem-
perature dependence of CH3NH3PbI3 is approximated to be linear. As the tetragonal phase of
CH3NH3PbI3 was reported to have a band gap of 1.61 eV at 295 K and 1.54 eV at 160 K[39], the tem-

perature coefficient of band gap energy is approximated as
dEg

dT =−5.2×10−4eV /K .

For now, Toolbox assumes constant temperature coefficients for all absorber materials. In the future
work, it is recommended to accurately simulate temperature coefficients in different temperature
ranges for the perovskite materials.

3.2.2. Corrections to the Electric Model

As mentioned in Section 1.3.2, in the previous version of Toolbox, the differences between cell per-
formances were neglected and the average absorbed irradiance was taken to calculate the photo-
generated current of the module. However, in reality, cells could absorb different amounts of ir-
radiance due to shading and reflection and could have different temperatures, leading to different
powers that cells can deliver. Therefore, the first correction to the Electric Model to analyse cell per-
formances individually.

To achieve this, first all the electrical parameters are adapted to the cell level. Based on the data
sheet, the short-circuit current ISC and the maximum power point current IMPP need to be divided
by the number of parallel connections of cells Np while the open-circuit voltage VOC and the max-
imum power point voltage VMPP are divided by the number of cells connected in series NS . Ac-
cordingly, the series resistance RS , the shunt resistance RSh and the saturation current I0 could be
simulated for one single cell, and the I-V characteristics of each cell are now possible to be simulated
based on the Kirchhoff’s laws. Accordingly the I-V characteristics of the module are simulated and
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the resulting maximum power Pmpp is taken as the output power. Toolbox now only considers the
situation that all cells in a module are connected in series. For some novel photovoltaic technology,
such as the half-sized cell, solar module could have cells connected in parallel. It is recommended
to consider parallel connections of the cells in the future versions of Toolbox.

As analysed in Section 2.3, cells could absorb different amounts of irradiance. This different ab-
sorbed irradiance directly influences the I-V characteristics of the solar cells. Figure 3.3 gives an
example of different I-V curves between cells. The simulation was perform for a morning hour
in May based on the real weather data. The factor RPE mentioned in Section 2.3 was set with a
high value to exclude its influence on the simulation results. From this figure, it could be analysed
that at the studied moment there is no distinct shading existing. The higher photo current in some
cells might be caused by reflection from the ground or neighbouring modules. The average Iph was
12.3 A while the lowest current, which in fact limited the module current, was only Iph was 11.5 A.
Therefore, when non-uniform illuminations exists, using the average absorption overestimates the
module output.

Figure 3.3. I-V curves of each cell at a moment in a summer day in May.

Except for being able to study different performances among the cells, another reason to simulate
the I-V characteristics at cell level is that the sub cells in the tandem solar devices have different
electrical parameters, thus the I-V curves of each sub cell are needed in order to compute that of
the tandem cell. As many tandem devices are still in the test phase, the aforementioned electrical
parameters, including VOC , ISC , VMPP and IMPP are asked for a single tandem cell instead of the
whole module. As for now only monolithic tandem cells are considered, modifications are needed
if other tandem configurations, like module tandem and four-terminal tandems are considered in
the future.

The second correction to the Electric Model is about the calculation of the photo-generated current
Iph . In the previous version of Toolbox, it was calculated based on the linear relationship between
the incident irradiance and Iph , which indicated that a crystalline silicon cell can deliver a current
density of 46.47 mA/cm2 under STC. However, the 1000 W/m2 irradiance under STC, is the incident
power density for the solar modules while Toolbox computes the irradiance absorbed by the cells.
Comparing this absorbed irradiance with the incident irradiance under STC will underestimate Iph .
On the other hand, the 1000 W/m2-46.47 mA/cm2 relationship is only valid for c-Si cell. For other
absorber materials, for example the perovskites, an incident irradiance of 1000 W/m2 may not gen-
erate a current density of 46.47 mA/cm2, since they have different band gap energy and could ab-
sorb photons within different wavelength ranges. This shows the fact that this old method omits
the influence of solar spectra. In this version of Toolbox, as explain in Section 2.2, the realistic solar
spectra have been considered in the Weather Model and the absorbed photon fluxes are given as an
input of the Electric Model. Iph is therefore computed based on the absorbed photon flux.
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Except the aforementioned two corrections, some other small mistakes were found and corrected.
For example, in the sub model calculating series and shunt resistance, the index to determine the
optimal solution was corrected. In addition, cleaning up of useless codes was also carried out and
the outputs of each model were adjusted to the form of structure, making it clearer and better struc-
tured for the users and future studies of this project.

3.3. Conclusions

This chapter describes modifications to the Thermal and Electric Models. The modifications in-
cludes relevant changes to the topics discussed in Chapter 2 as well as some additions and correc-
tions.

Section 3.1 was about the changes in the Thermal Model. The ratio of front glass absorption to the
absorption was corrected from 5 percent to 1.4 percent and that of back glass absorption was set as
0. In addition, users can choose whether to calculate the average cell temperature as the module
temperature or to calculate the temperature of each cell.

Section 3.2 discussed the changes in the Electric Model. First a new tool added to the Toolbox is
described, which was used to calculate temperature dependence of VOC and ISC based on the way
that band gap responses to the temperature. Later corrections to this model were listed, including
simulating I-V characteristics for one cell and computing the photo-generated current Iph based on
the absorbed photon fluxes.





4
Validation of the Toolbox

This chapter aims to validate the accuracy of the Toolbox. Although the Toolbox has already been
developed, so far it has not been validated with measurement data or simulation results from other
prediction models yet. The validation was divided into two parts: (1)under Standard Test Con-
ditions, (2)under realistic conditions. The former was done by performing indoor measurements
while the latter was based on the measurements of a PV module mounted in the PVMD monitoring
station. In this chapter, Section 4.1 first gives a brief introduction to the experiment setup. Later,
Section 4.2 analyses the accuracy of the Toolbox by comparing the simulation results with the mea-
surements. After the analysis, a conclusion is drawn in Section 4.3.

4.1. Experiment Setup

This section contains the background information of the system setups. It first describes the exper-
iment setup of the indoor measurements, where the electrical characteristics of the solar module
under STC were determined. Later it gives a brief introduction to the PVMD monitoring system,
where the outdoor measurements were taken. The measuring methods used in this monitoring
system are explained as well.

4.1.1. System setup of indoor measurements

The measurements of current-voltage curve are commonly used to evaluate the photovoltaic mod-
ule performance. From the measurements, electrical performance parameters of the modules, such
as open-circuit voltage VOC , short-circuit current ISC , voltage at the maximum power point Vmpp ,
current at the maximum power point Impp and maximum power output of the module Pmpp , can be
determined. As these electrical properties are always provided by the manufacturers under STC, the
solar module used for the validation was also first tested in the lab under STC to compare the real
electrical properties with the values given by the data sheet. These measurements were performed
on the solar module using the Large Area Solar Simulator (LASS) from Eternal Sun, which provides
illumination of AM 1.5 and 1000 W m2 irradiance. Figure 4.1 shows this test equipment inside the
PV Lab.

4.1.2. System setup of outdoor measurements

Except the indoor measurements under STC, the module performances were also measured out-
doors under realistic conditions. The outdoor measurements were performed in the PVMD moni-
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Figure 4.1. The Large Area Solar Simulator (LASS) used in the PV Lab to perform I-V curve measurements.

toring station, which is mainly used for the PV module measurements and relative studies inside the
PVMD group. The monitoring station is located at the top of the co-generation plant inside the TU
Delft campus and consists of several physical parts: the Egis tracker, a fixed rack, a Solys 2 tracker
by Kipp & Zonen, weather station, two Maximum Power Point Tracking (MPPT) enclosures, the PV
Measurement Unit (PVMU) built by Laboratory of Photovoltaics and Optoelectronics (LPVO) and a
monitoring computer. The measurement data are automatically written to an SQL database in the
monitoring computer and accessible to the users if they send queries to the database via the PVMD
monitoring website. Since the Toolbox simulates the energy yield of modules with an unmodifiable
layout, the solar module used for this validation study was mounted at the fixed rack as shown in
Figure 4.2, in which the aforementioned module is the smaller module on the left.

Figure 4.2. The studied solar module in the PVMD monitoring system (the left one on the rack).

According to the skyline of the monitoring station, as shown in Figure 4.3 below, it is almost a free
horizon except a towering chimney in the north to the rack dominating the skyline. As the mea-
surements were taken in the month of May, the sun rose in the east-northeast, reached a maximum
elevation of 56◦ at around 1 p.m. and set in the west-northwest, so the shading of the chimney was
neglected. The shading of surrounding trees and buildings were also neglected due to their long
distance to the studied module.

In order to validate the simulation results with the measurements, it is vital to recreate the realistic
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Figure 4.3. The skyline taken in the PVMD monitoring station.

conditions in the Toolbox, which sets a request to accurate measurements of the weather condi-
tions. Within the necessary inputs of the weather conditions, the Diffused Horizontal Irradiance
(DHI), the Global Horizontal Irradiance (GHI), the ambient temperature and the wind speed were
measured in the Weather Station and could be directly used as inputs for the Toolbox simulations.
The weather measurements were taken every minute. As for the solar positions, they were calcu-
lated by the Solar Calculator developed by Earth System Research Laboratory (ESRL) in National
Oceanic & Atmospheric Administration (NOAA) [40]. Based on the aforementioned irradiances and
the solar positions, the Direct Normal Irradiances (DNI) were calculated with the equation

G H I = DN I × cos(as)+D H I , (4.1)

where as is the altitude of the Sun. So far, all necessary weather inputs for the Toolbox are ready.
Due to the limited amount of pyranometers,the existing pyranometers in the monitoring system
are used to measure the horizontal irradiance and it was not possible to directly measure the plane
of array irradiance. Therefore, the validation of the weather part of the Toolbox will be done once
the measurements of plane of array irradiance are available.

When the Weather Station is taking measurements of weather conditions, another two components
in the station, the MPPT enclosures and PVMU, are working for the electric part of the monitoring
system. The MPPT enclosures ensure that the solar modules are always producing the maximum
power so that the measured outputs coincide with the values derived from the maximum power
point of the I-V curves. The PVMU allows for current-voltage scanning, power supplies and com-
munication between different components of the system. It not only provides the power output
of the modules, but also records the current-voltage characteristics via I-V scanning at each time
interval, which enables the comparisons between the simulated and measured I-V curves. As the
measurements of the electrical parameters are taken every 5 minutes, which is longer than the one-
minute interval of measurements of weather conditions, the simulations will take 5 minutes as the
interval too and use the weather data at the corresponding time.

4.2. Results and Analysis

This section presents the simulation results and aims to validate the accuracy of the Toolbox by
comparing the simulation results with the measurement data. The validation performed under STC
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is first analysed, followed by the validation under realistic conditions. As the aim of the Toolbox is to
simulate the DC power output, the analysis not only includes the validation of energy yield, but also
looks into the details, including the validations of the predicted DC power as well as open-circuit
voltage VOC and short-circuit current ISC , to determine the reasons behind the deviations.

4.2.1. Validation under Standard Test Conditions

As the DC power output is directly dependent on the current-voltage characteristics of the solar
module, the final goal of the Toolbox is to recreate these characteristics and to determine the corre-
sponding output power. In order to simulate the current-voltage characteristics, the Toolbox makes
use of the electric parameters given by the manufacturers, which to be more specific are open-
circuit voltage VOC , short-circuit current ISC , voltage at the maximum power point Vmpp and cur-
rent at the maximum power point Impp . However, it has to be taken into account that the actual
efficiency of the PV module might have degraded and differ from the efficiency given in the data
sheet. Considering this, the simulation were done with electrical input parameters taken from two
sources: 1) data sheet, 2) own measurements. The own measurements refer to the current-voltage
curve measurements under STC performed on the solar module using LASS, as described in Section
4.1.1. For the simulations, as the module used for the validation study was connected to the MPPT
and thus always worked at the maximum power point, the Toolbox used the maximum power point
to predict power output too. In some other cases it might be different. For example, for the solar
modules connected to the batteries, their working voltages are determined by the batteries.

The current-voltage curves given by the data sheet and the own measurements will be first com-
pared, followed by the simulated curves based on the electrical parameters taken from these two
sources. The current-voltage curves are depicted in Figure 4.4 and the corresponding parameters
are tabulated in Table 4.1.

Figure 4.4. The measured and simulated I-V curves under STC.

Comparing the IV curves of own measurements to that of the data sheet, it could be concluded that
in reality the module performance does not follow the current-voltage characteristics given by the
manufacturers. As seen from Figure 4.4 and Table 4.1, the short-circuit current ISC was lower in the
own measurements compared to the rated value. This reflects the fact that its ability to generate
photon current has already degraded. On the other hand, the open-circuit voltage VOC was higher
than it was expected. The combined effect led to a lower power output in the own measurements,
which was about 10 percent less than the rated power. This is the same for simulation results. Using
electric parameters given by the data sheet, the simulated power was very close to the rated power.
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Table 4.1: Electric parameter measured or simulated under STC.

VOC [V] ISC [A] Vmpp [V] Impp [A] Pmpp [W] Difference
[%]

Data sheet 21.6 6.14 17.6 5.68 99.97 -
Own measurements 22.06 5.64 17.34 5.20 90.08 -9.89
Simulation (data
sheet)

21.58 6.14 17.49 5.71 99.90 0

Simulation (own
measurements)

22.04 5.64 17.35 5.19 90.02 -9.95

On the other hand, when using electrical parameters given by the own measurements, the result
deviated from the rated power by around 10 percent less, but is very close to the own measure-
ments. According to this finding, the actual performance of this solar module has already degraded
by around 10 percent. For further comparison between using electrical parameters from the data
sheet and from the own measurements, the following validation under outdoor conditions will still
perform simulations with electrical parameters from these two sources.

4.2.2. Validation under Realistic Conditions

When designing a photovoltaic system, the Toolbox simulates AEY based on weather conditions of
the typical meteorological year (TMY), in order to predict the general output of the solar modules.
However, it is not the same for the validation study. This is because the validation study cares about
specific conditions and requires the actual weather data, not historical or typical weather data, as
the input. Therefore, instead of using TMY weather data, it used measured weather data taken from
the monitoring system. Considering the weather is changeable, the measurements were taken for
a whole week (from May 7th to May 13th). The measured and simulated daily energy yields are
depicted in Figure 4.5(a) and weekly energy yields are given in Figure 4.5(b).

(a) Daily energy yield. (b) Weekly energy yield.

Figure 4.5. The measured and the simulated energy yield of the studied solar module.

The measured weekly energy yield was 3.7 kWh, while the simulation based on data sheet predicted
4.0 kWh and that based on own measurements predicted 3.6 kWh. Based on Equation 4.2, the first
simulation predicted 8.1 % more than actual production, while the latter simulation predicted 2.2 %
less than measurements.

D =
∑

Esi m −∑
Emeas∑

Emeas
(4.2)
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However, if the results are zoomed into each time interval, it shows that the deviation in each in-
terval is larger than the aforementioned deviation of weekly energy yield. Figure 4.6 shows the dif-
ference of simulation results to the measurements. It could be seen from the figure that sometimes
Toolbox overestimated the power (show as positive values in the figure) while sometimes under-
estimated instead (as the negative values). These errors cancel each other. Therefore deviations
between weekly or daily yield are not a good figure of merit.

(a) Compare simulation based on data sheet. (b) Compare simulation based on indoor measure-
ments.

Figure 4.6. Difference between the measured and the simulated power of the studied module.

To be more precise, instead of the deviation of the weekly or daily energy yield, the deviation in each
time interval was considered. As measurement data was recorded every 5 minutes, the deviation in
each time interval could be referred as the 5-min deviation. These 5-min deviations actually show
the error introduced by each simulation and the sum of them is the total error that the simulations
produce. Therefore, a new figure of merit is put forward in this report. It compares this total error
to the total production and gives a ’relative total deviation (RTD)’, which can be described by

RT D =
∑ |Esi m,t −Emeas,t |∑

Emeas,t
. (4.3)

The variable t could be one day or one week, according to the considered time period. The results
considering results in each day or in one week are given in Figure 4.7(a) and Figure 4.7(b) separately.

(a) Daily sum of 5-min deviation and the relative total
deviation.

(b) Weekly sum of 5-min deviation.

Figure 4.7. Sum of the 5-min deviations considering period of each day or the whole week, and the relative total deviation
to the energy yield.

The daily analysis shows that in different days, both simulation results deviated from the measure-
ment data differently. The relative total deviation of each day is represented by dashed lines in the
Figure 4.7(a). For both simulations, these relative total deviations fluctuated around 10 percent. In
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the days less sunny, such as May 8th, even a small total deviation can result in a high relative total
deviation. The weekly sum of 5-min deviations is given in Figure 4.7(b). The results show that us-
ing electrical parameters from the data sheet gave an relative total deviation of 13.1 % while using
electrical parameters from the own measurements gave a lower value as 8.6 %. It can be concluded
that based on the electrical inputs given by the own measurements, simulations could give a more
accurate prediction in general. Therefore, it is recommended to use own measured electrical pa-
rameters, if the users want a more accurate prediction.

The analysis also zoomed into the results of each day. Here May 11th is taken as an example. The
measured power output and the simulation results are depicted in Figure 4.8, followed by Figure 4.9
showing the 5-min deviations from the measurements. In this sunny day, the sun rose at 5:05 a.m.,
reached a maximum elevation of 56 ◦ at 12:40 p.m. and set at 8:15 p.m. Figure 4.8 shows that in
that day, the measured output power reached a maximum value close to 100 W at noon. Dips can
be found at around 9:30 a.m. and 11:30 a.m. The reason behind these dips could be explained as
shading caused by the clouds. In each time interval, the 5-min deviations from the measurements
were calculated for the two simulation results, of which the results are shown in Figure 4.9. As it
can be seen from the figure, simulation based on own measurements had a deviation below 5 W
for most of the time, except a distinct deviation of nearly 25 W found at 11:45 a.m. However, the
other simulation, which is based on the data sheet, showed a much higher deviation. The largest
deviation was also found at 11:45 a.m. For the rest of time, its deviation was mostly above 5 W.

Figure 4.8. The DC power of the studied module in May 11th. Figure 4.9. The deviations of the simulation results in May
11th.

In order to determine the reasons behind these deviations, example comparisons between the mea-
sured and simulated I-V curves are given in Figure 4.10. Figure 4.10(a) shows the I-V curves at 10:45
a.m. At this moment, the simulation based on own measurements had the smallest deviation and
the other simulation showed a relatively small deviation as well. As it can be seen from the fig-
ure, the simulated VOC under both cases were close to the measurement value. The higher power
predicted by the data-sheet-based simulation possibly resulted from the higher prediction of ISC .
As explained above, this resulted from the fact that the actual efficiency of this solar module has
degraded. From this perspective, in order to simulate the I-V curves of the solar module more accu-
rately, it would be preferred to take electrical parameters from the own measurements as the inputs.

For the moment when both simulated power had the largest deviation, which was 11:45 a.m. at that
day, the I-V curves are depicted in Figure 4.10(b). It can be seen that simulation based on data sheet
still predicted a higher photo current than the simulation based on own measurements predicted.
However, both simulations predicted a lower photo current than the measured value. The weather
data showed a global horizontal irradiance (GHI) of 343 W/m2 at that moment. According to the lin-
ear relationship between incident irradiance and photo-generated current, this GHI should result
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(a) At the moment with the smallest deviation. (b) At the moment with the largest deviation.

Figure 4.10. An example comparison between measured and simulated I-V curves.

in a photo current around 1.93 A. While both the simulations predicted a photo current close to the
expectation, the measurements showed a nearly 50 % higher photo current. A possible reason could
be that the Toolbox does not take the reflection from the nearby buildings or trees into account. Due
to the reflection, the solar module absorb more irradiance than the GHI data suggested and there-
fore generated this higher photo current. Therefore, representing the surrounding environment in
the simulations is one of the ways to improve the accuracy of the Toolbox. By doing it, it is possible
to consider the reflection from the window, the wall and the trees nearby. A model has been built to
represent the surrounding environment of the PVMD station. However, due to a lack of geographi-
cal information, this model did not represent the environment perfectly. Therefore, the simulation
showed a larger deviation than the aforementioned simulations did. More details about this model
can be found in Appendix B.

Assuming the fill factor F F varies little under different conditions, the maximum power point(MPP)
is determined by the short-circuit current ISC and the open-circuit voltage VOC . Therefore, it is
important to accurately predict these two parameters. The measured and simulated ISC and VOC

are shown in Figure 4.11(a) and Figure 4.11(b) respectively against time. From the outcomes several
conclusions can be drawn.

(a) Measured or simulated ISC . (b) Measured or simulated VOC

Figure 4.11. Comparison of ISC and VOC between measurement data and simulation results.

From the comparison of ISC , it can be seen that all the curves had a similar shape. The ISC simulated
based on the own measurements showed a good matching with the real ISC for most of the time,
while the ISC simulated based on the data sheet always showed an obvious deviation. While the ISC

could increase by many times in one day, the VOC varied in a smaller range. This could be explained
by the logarithmic relationship between VOC and ISC , as described by Equation 4.4

VOC = kB T

q
ln(

Jph

J0
+1). (4.4)
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The simulated VOC showed a good prediction between 10 a.m. and 4 p.m. For the own-measurements-
based simulations, however, as ISC was high in this time period, even a small deviation of VOC could
lead to a quite different power prediction. For the data-sheet-based simulations, ISC showed an ob-
vious deviation. The high and obviously-deviated ISC caused a large deviation in the output power.
For time before 10 a.m. and after 4 p.m., both simulations gave a good prediction of ISC , but they
predicted a VOC distinctly deviated from the measurement data. This can explain that although sim-
ulated ISC was low and close to the measurement data, the obviously-deviated VOC resulted in an
inaccurate prediction of output power.

In general, the simulated VOC showed a worse prediction than the simulated ISC did. The reason
behind the deviation of VOC can be explained by using constant RS and RSh . In reality, these two
electrical parameters are influenced by irradiance and temperature, which can be verified by the
measurement data. Some researches[41, 42] have quantified this influence and built some correc-
tion model. They can provide some ideas to consider the varying RS and RSh in the Toolbox. For the
future version of the Toolbox, this is recommended in order to improve the accuracy of the Toolbox.

To keep the structure of the report compact, the detailed validation results of the others days in that
week are not discussed here, but attached in Appendix A. Those results draw a similar conclusion as
given above. It should be noted that from 3:35 p.m. to 7:30 p.m. in May 8th, the monitoring system
did not note down the irradiance data but only took down the electric output, so measurements in
that time period was not considered in the validation work.

4.3. Conclusions

This chapter validates the accuracy of the Toolbox with the measurement data.

Section 4.1 gives a brief introduction to experiment setups. Indoor measurements were taken in the
PV Lab and outdoor measurements were performed in the PVMD monitoring station. The skyline
of the monitoring station showed there was an almost free horizon so that the measured irradiance
can be used as weather input data for the Toolbox directly.

Section 4.2 analysed the validation result. Measurements of I-V characteristics performed in the PV
Lab showed that the actual efficiency of the studied module has already degraded. Using electrical
properties given by the own measurements gave a better prediction, with an error of 8.6 %, than
using electrical properties from the data sheet, with an error of 13.1 %. Therefore, to consider the
degradation of solar modules, it is recommended to use own-measured electrical parameters.
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Case Study

This chapter aims to perform energy yield predictions for tandem photovoltaic device, which is an
important new feature of this version of Toolbox. It focuses on 2-terminal monolithic perovskite/c-
Si tandems and consists of two case studies. First, the prediction for tandems with perovskite layers
in different thicknesses is analysed in Section 5.1. These tandem devices are compared not only
under STC but also under realistic conditions. Later, Section 5.2 compares the module performance
between perovskite tandems and the conventional single-junction silicon technologies, focusing on
their rated power under STC and their predicted AEY under real meteorological conditions. The last
section, Section 5.3 draws a conclusion based on the analyses.

5.1. Energy Yield Prediction with Different Thickness of Perovskite

Of the tandem technologies, the 2-terminal monolithic tandem is taken as the default tandem cell
structure in the Toolbox now. For this kind of tandem devices, it is important to match the photo
currents generated in each sub cell, in order to generate a higher cell current. To realise this, a
possible approach is to adjust the thicknesses of the absorber layers. This method is tested in this
section, as the first case study of this chapter. Performances of perovskite/c-Si tandems with per-
ovskite layers in different thicknesses are compared under STC as well as under realistic conditions
for different locations.

5.1.1. Current Mismatching Between Sub Cells

Tandem solar cells are known to have a higher efficiency than conventional single-junction cells,
since they can make a better use of photons and have a stronger absorption. Of these tandem de-
vices, the monolithic 2-termial cells are attractive in the perspective of installation and efficiency
potential[43]. However, due to the different absorption and therefore different photo currents be-
tween sub cells, the output current is limited. Considering this, when optimising the cell perfor-
mance in the lab phase, the thicknesses of absorber layers are adjusted to achieve current match-
ing. An example is given in Figure 5.1, which shows reflection, transmission and absorption under
STC of a tandem solar cell with an optimised cell structure, simulated by the Cell model of Toolbox.
It can be concluded from the figure that for this cell structure, applying a 420 nm-thick perovskite
layer could realize the current matching, with a photo current density of 18.90 mA/cm2 in the per-
ovskite top cell and 18.93 mA/cm2 in the SHJ bottom cell.

43
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Figure 5.1. Cell absorption of a perovskite/c-Si tandem cell, with perovskite thickness equal to 420 nm.

However, realistic conditions are different from the test conditions used in the lab and also keep
varying, influencing the actual efficiency of the photovoltaic devices. One of the influencing factors
is the spectral variation. Since the absorber materials show a wavelength-dependent sensitivity,
the spectral variation has an impact on absorbed photon fluxes and therefore the photo currents.
As the sun keeps moving into different elevations during the day, this spectral variation always ex-
ists, resulting in an unavoidable current mismatching. An example is given below, where the afore-
mentioned tandem cell was simulated based on the measured weather data of May 11th and the
absorbed photon fluxes in the perovskite top and silicon heterojunction (SHJ) bottom cell are com-
pared in Figure 5.2.

Figure 5.2. Absorbed photon flux in perovskite top and c-Si bottom cell in May 11th.

As mentioned in the validation work, this day was a sunny day except a few cloudy minutes, which
can be indicated by the dips in the curves. According to the weather data, the AM1.5 spectrum was
achieved twice in that day, at around 9:45 a.m. and around 3:35 p.m. Therefore, currents in the
two sub cells had a best matching in these two moments. In the other time of this day, there was
obvious deviation between the sub cell absorption, which could be explained as a result of spectral
variation. As it is shown in Figure 2.5, when the air mass varies, or in other words when the sun is
in different positions, the solar spectrum can be described by either blue-rich or blue-poor, accord-
ing to the proportion of blue light. When it was before 9:45 a.m. and after 3:35 p.m., the sun was
closer to the horizon, resulting in a relatively large air mass and an blue-poor spectrum. During this
period, a higher proportion of photons carried red light, which travelled through the perovskite top
cell and were absorbed by the SHJ bottom cell, resulting in a higher photo current in SHJ bottom



5.1. Energy Yield Prediction with Different Thickness of Perovskite 45

cell than in perovskite top cell. On the other hand, when it was between 9:45 a.m. and 3:35 p.m., the
sun was relatively high so that solar spectra in that period were more blue-rich. Therefore, a higher
proportion of photons carried blue light and were absorbed by the perovskite top cell but less of
them could be absorbed by the SHJ bottom cell.

The current mismatching existing under blue-poor or blue-rich solar spectra limits the output cur-
rent, but this influence could not be totally eliminated. Therefore, the perovskite thickness that
gives current matching under STC is not necessarily the thickness that gives the maximum energy
yield under realistic outdoor conditions with varying spectra. However, cell performances under
STC are still interesting study field, from the research perspective, as novel solar technologies are
studied under STC in the lab phase.

5.1.2. Performance Under STC

Perovskite/c-Si tandem cells, although they have made an impressive progress in improving their
maximum power conversion efficiency, are still being developed in the lab phase. Therefore, the
influence of thickness of perovskite layer on the cell performance was first analysed under STC in
this case study.

The example cell used for analysis was built with optical properties, including layer material, thick-
ness and texture, taken from literature[30]. It was a monolithic 2-terminal tandem cell, with a
layer structure redrawn in Figure 5.3. This tandem device consists of, in the order that light trav-
els through, anti-reflective coating of magnesium fluoride (MgF2), transparent conducting layer
indium tin oxide (ITO), hole transporting layer Spiro-OMeTAD, perovskite layer (with a band gap
of 1.65 eV), electron transporting layer C60, ITO and silicon hetero-junction (SHJ) bottom cell. The
SHJ bottom cell contains a 3.5 mm-thick crystalline silicon layer, which is different from an ordinary
thickness of 200µm, to ensure that the optical path is long enough[30]. As for the perovskite layer,
the thickness was varied from 390 nm to 420 nm. According to different thicknesses of perovskite
layer, photo current densities generated in the perovskite top and SHJ bottom cell were simulated
by the Cell model of Toolbox, and the lower current density of them was taken as the current density
of the cell. The results are given in Figure 5.4.

Figure 5.3. Tandem cell structure, with
optical properties taken from [30].

Figure 5.4. Jph in sub cells and in the entire cell under different perovskite thick-
nesses.

It could be seen from the result that increasing the thickness of perovskite layer can have a higher
current generated in the perovskite top cell but lower current in the SHJ bottom cell. For this cell
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structure, the current matching was achieved at the thickness of 420 nm and so as the highest cell
current density.

As for the electrical properties, except Jph computed above, the other input parameters, including
saturation current density J0, series resistance RS and shunt resistance RSh , were extracted from the
published current-voltage curves [44, 45] based on the single-diode equivalent circuit model. The
current-voltage characteristics of the studied tandem devices were subsequently simulated and the
maximum powers under different thicknesses of perovskite layer were derived from these current-
voltage curves and given in Figure 5.5. These current-voltage curves also provided electric proper-
ties inputs for the following study under realistic conditions, which requires voltage and current at
the maximum power point, Vmpp and Impp , and open-circuit voltage VOC .

Figure 5.5. Maximum power under different thicknesses of perovskite layer.

As the outcome shows, varying the thickness of perovskite layer had an influence on the maximum
power Pmpp that a cell could provide. The highest Pmpp was achieved under a thickness of 410 nm
as 292.33 Wp/m2 , while with the thickness of 420 nm, under which the best current matching was
achieved, the Pmpp was slightly lower as 292.26 Wp/m2. This could be analysed by the different re-
sistances between the perovskite top cell and the SHJ bottom cell. According to the series resistance
RS and shunt resistance RSh extracted from the published current-voltage curves [44, 45], these two
sub cells had quite different resistances, which resulted in different shapes of current-voltage curves
between these two sub cells. When the thickness of perovskite layer increased, the current-voltage
curve of perovskite top cell moved upwards while that of the SHJ bottom cell moved downwards. As
a result, the current-voltage curves shifted as well and got a new maximum power point. In conclu-
sion, the thickness which enables current matching under STC does not necessarily give the highest
rated power, although the differences are small, as only 0.1 to 0.4 %.

5.1.3. Performance Under Realistic Conditions

Although solar devices, including both commercial modules and noncommercial products, are op-
timised under STC, their actual performance are complex and changeable in the real life as they
are affected by some influencing factors, like temperature and irradiance. Therefore, the goal of
the second part of case study is to perform AEY prediction under realistic conditions for the per-
ovskite tandems. For the 2-terminal tandem devices, an important influencing factor in the real life
is the spectral variation. The changing solar spectrum implies variable useful ratios of photon flux
for each absorber layer, resulting in current mismatch between the sub cells. The solar spectrum is
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determined by many influencing factors, such as water vapor, ozone abundance and atmospheric
pollution, but here only one of the most crucial factor, air mass, is considered.

According to analysis in Section 2.2 and 5.1.1, a larger air mass refers to an blue-poor spectrum,
implying a higher proportion of photons carrying low energy and available for the SHJ bottom cell,
while a smaller air mass corresponds to an blue-rich spectrum, with a higher proportion of photons
carrying high energy and absorbed in the perovskite top cell. Since the solar spectrum is determined
by the solar position, it varies not only between different times in a day, but also in different seasons
and different locations.

The influence of the spectral variation on module performance in one day has been analysed in
Section 5.1.1. From the view of different seasons, if taking countries in the Northern hemisphere as
an example, during summer times the sun is in higher positions than it is in the winters at the same
time, resulting in blue-rich solar spectra in summer but blue-poor solar spectra in winter. Therefore,
thinner perovskite layer is preferred in summer while thicker one is preferred in winter. However,
it is not cost-effective for a PV array to replace solar module between seasons. A trade-off to this
problem is to perform AEY prediction for that location with different thicknesses of perovskite layer
and pick the optimal thickness.

Considering the spectral variation between areas with different latitudes, this optimal thickness is
different between these locations. To verify this influence, in this second part of case study, AEY
predictions were done for different thicknesses in different location, in order to determine optimal
thicknesses for these considered locations and to compare the difference between them. These pre-
diction were based on the weather data, including GHI, DNI, wind speed and ambient temperature
taken from the Meteonorm database[32] and based on an assumption that the perovskite tandems
are in the same size of commercial PV module.

Cities in three latitude areas, including Rio de Janeiro, Brazil (22.88◦S, 43.28◦W), Delft, the Nether-
lands (52.01◦N, 4.36◦E) and Helsinki, Finland (60.17◦N, 24.94◦E) were taken as examples. To com-
pare spectral difference between these locations, their sun path diagrams were first compared as
shown in Figure 5.6[46].

(a) Rio de Janeiro, Brazil (b) Delft, Neterlands (c) Helsinki, Finland

Figure 5.6. Sun path diagrams of studied locations[46].

The sun path diagrams indicate the sun’s positions in a year. The upper orange line shows the sun
path on June solstice and the lower shows the sun path on December solstice. The light-yellow area
between these two lines is the annual variation of the sun path. It can be seen from the figures
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that the sun mainly moves in higher elevations for low-latitude area (Rio de Janeiro) but in lower
elevations for high-latitude area (Helsinki). The differences in sun positions lead to different solar
spectra between these places. To quantify this influence, power-weighted average spectra of these
three cities were compared.

The power-weighted average spectra were calculated based on the sun positions and GHI values
taken from Meteonorm database[32]. According to the sun position, the spectral distribution of
photon flux in each time interval was first calculated based on the spectra derived from SMARTS[31].
The photon flux in each wavelength interval was then divided by the total photon flux along the
entire spectra (from 280 nm to 4000 nm) and expressed as the relative spectral photon flux. This rel-
ative spectra were weighted according to the contribution of GHI at that time to the annual GHI. Fi-
nally, the weighted average spectral photon fluxes of different locations were compared and shown
in Figure 5.7. As a 1.65 eV perovskite layer and a 1.12 eV crystalline-silicon layer were used in this
tandem cell, the limiting wavelengths for these two layers are 752 nm and 1107 nm respectively. For
simplicity, the region with wavelengths below 752 nm is referred as blue light region and region with
wavelengths between 752 nm and 1107 nm is referred as red light region. The percentages of spec-
tral photon flux in blue and red light regions of different locations are tabulated in Table 5.1.

Figure 5.7. Relative spectral distributions of average photon flux
weighted according to GHI, of the studied locations.

Table 5.1. Ratios of photon flux in
blue light and red regions.

Blue
light
(280-
752 nm)
[%]

Red light
(752-
1107 nm)
[%]

Rio de
Janeiro

32.98 29.38

Delft 31.94 30.05
Helsinki 31.46 30.35

According to the results, in these three cities, Rio de Janeiro has the largest percentage of blue light
and Helsinki has the largest percentage of red light. It is consistent with the deduction that the Sun
moves in lower elevations in a higher-latitude area, therefore this area has a relatively blue-poor av-
erage solar spectrum. Therefore, Rio de Janeiro can be regarded as a blue-rich region while Helsinki
can be regarded as a blue-poor region.

After comparing the spectral difference between these locations, to see how the module perfor-
mance is influenced in these blue-rich and blue-poor region and to determine whether the optimal
thickness of perovskite layer is different between locations, AEY predictions of tandem devices were
performed for in these area. The tandem devices had different thicknesses of perovskite layer from
390 nm to 430 nm, as they were in the analysis under UTC. As the perovskite tandems are still be-
ing developed and far away from commercialisation, there are no existing module designs can be
directly used for the simulations. Therefore, as explained above, the perovskite tandems were as-
sumed to have a normal cell width of 6 inches and cells are arranged in a 10-by-6 configuration. The
module layout were same for the three locations except the tilt and azimuth angle. The tilt angles
used the optimal values, which were 22◦, 34◦ and 39◦ for Rio de Janeiro, Delft and Helsinki sepa-
rately, taken from literature[47]. As for the azimuth angles, the module in Rio de Janeiro was facing
the North while those in Delft and Helsinki were facing south. As these perovskite tandems had a
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small variation in the output power, the AEYs of them did not show a large difference either. There-
fore, for each location, AEYs under different thicknesses of perovskite layer were compared to the
highest value among them. These relative AEYs are given in Figure 5.8.

Figure 5.8. Relative AEYs compared to the highest AEY in the corresponding locations.

As it can be seen from the figure, for each location, the optimal thicknesses of perovskite layer are
different. For Rio de Janeiro, the highest energy yield was found for a perovskite thickness of 390 nm,
while for Delft and Helsinki these values were 400 nm and 410 nm respectively. For the low-latitude
area Rio de Janeiro, as it is a blue-rich region according to the study above, the proportion of pho-
tons absorbed in the perovskite layer is the highest of these three locations. Therefore, in order to
control photo current generated in the perovskite top cell and achieve current matching, perovskite
tandems in Rio de Janeiro preferred a thinner perovskite layer compared to tandems in the other two
locations. It is opposite for the high-latitude area Helsinki. As it is a blue-poor region, in Helsinki
more incident photons carry low energy and travel through the perovskite top cell. In order to make
the perovskite layer less transparent and generate a higher photo current, a thicker perovskite layer
is needed. Delft is relatively blue-neutral in these three locations so that the optimal thickness is the
middle value of the three optimal thicknesses. Notably, optimising perovskite thickness does not
yield a noticeable AEY gain. The thickness of 390 nm, 400 nm and 410 nm gave quite similar AEY
with a difference of only 0.1 %.

It should be noticed that this case study was based on some assumptions, including using elec-
tric parameters J0, RS and RSh derived from the published I-V curves, assuming the tandem cells
have a same size as the cells in commercial modules and assuming they are stable under realistic
condition. If other assumptions are made or using measured electric input parameters instead of
simulated values, the results could be different. In conclusion, this case study shows an example
of energy yield prediction for the new cell technology inside the Toolbox, the perovskite tandems.
According to the results, users can optimise their tandem cell structure based on the simulation re-
sults given by Toolbox.

5.2. Energy Yield Prediction Between Different Cell Technologies

Although perovskite/c-Si solar cells are regarded as a promising photovoltaic technology to further
increase the PCE of solar cells, they are still being developed in the lab and their actual performance
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under realistic climate conditions remains unknown. Therefore, this section compares the perfor-
mances between this interesting novel photovoltaic technology and conventional monofacial c-Si
modules. The performances of the monofacial c-Si module and the perovskite tandem module are
first compared under STC. Later, these modules are compared under realistic conditions.

5.2.1. Performance Under STC

In spite of the developing novel photovoltaic technologies, silicon solar cells still hold a market share
over 90 %[48]. In this case study, a 340 Wp NeONr2 monofacial module from LG[49] was studied.
The layout of NeONr2 monofacial module was also the prototype of the perovskite tandem mod-
ule, as the latter module has not been commercialised yet. For the perovskite tandem module, as the
following comparison under realistic conditions takes Delft as an example, according to the analysis
above a tandem cell with a 400nm-thick perovskite layer was chosen. The current-voltage proper-
ties under STC are given by Figure 5.9 and details of the electrical properties are tabulated in Table
5.2.

(a) NeONr2 monofacial module, LG[49]. (b) Perovskite/c-Si tandem module.

Figure 5.9. Current-voltage characteristics under STC of different modules (at cell level).

Table 5.2: Electrical properties of c-Si and perovskite tandem module (at module level).

VOC [V] ISC [A] Vmpp [V] Impp [A] Pmpp [W] Effiency [%]
NeONr2 41.1 10.53 34.5 9.86 340 19.8
Perovskite/c-Si
tandem module

113.42 4.81 98.50 4.74 467 27.3

It can be seen from the results that these two kinds of cells have quite different electrical properties.
As the absorbed photons are divided over the series connected top and bottom cells for this mono-
lithic 2-terminal tandem cell, perovskite tandem gives a short-circuit current ISC as only 4.81 A. This
ISC is more than two-times lower than that of the c-Si module, which is 10.53 A. On the other hand,
the perovskite tandem gives a much larger open-circuit voltage VOC as 113.42 V, compared to 41.1 V
of the c-Si module. This is because the series connection between the sub cells and perovskite has
a larger VOC than c-Si has. The combined effect makes perovskite tandem module has a Pmpp as
467 W and an efficiency of 27.3 %, while those of c-Si module are 340 W and 19.8 %.

5.2.2. Performance Under Realistic Conditions

Although the perovskite tandems have an obviously higher efficiency than the conventional c-Si
modules under STC, in reality, their module performances are influenced by the real working con-
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ditions. To compare their performances in the real life, the AEYs of these modules were compared.
They were assumed to be in the same place in Delft, with a same arrangement as the tandem de-
vices were put in Delft in the first case study. Considering that these modules have different rated
power, it is not fair to compare their performances just based on the respective of AEYs. To solve
this problem, their specific yields are also compared. The results are represented in Figure 5.10.

(a) AEY predictions of different PV technologies. (b) Specific yields of different PV technologies

Figure 5.10. Comparison of AEY and specific yield between c-Si and perovskite tandem module.

The result shows that, under the same meteorological conditions, perovskite tandem module gave
a higher AEY as 526 kWh, while c-Si module only produced 387 kWh. The reason, as mentioned
above, is that the studied perovskite tandem module has a larger rated power than c-Si module
has. Therefore, besides AEY, the specific yields are also compared here. Specific yield is the AEY
generated by each kWp installed, described as

Specific yield = AEY

P0
[kWh/kWp]. (5.1)

According to the computation, perovskite tandem gave a specific yield of 1126 kWh/kWp, while
that of c-Si module was higher as 1139 kWh/kWp. The result infers that under real working condi-
tions, perovskite tandem is more sensitive to the meteorological conditions, especially the spectral
changes.

5.3. Conclusions

This chapter performed case studies for the new available cell technology included in the Toolbox,
the perovskite/c-Si tandem solar cells. It analyses the influence of the thickness of perovskite layer
and compares the module performances between this novel PV technology and conventional tech-
nologies.

Section 5.1 focuses on the impact of perovskite thickness. It can be concluded that for the reference
tandem configuration, at a perovskite thickness of 420 nm, the photo current generated in the per-
ovskite top and c-Si bottom cell reach a good matching. However, this thickness not necessarily give
the highest rated power. The thickness with the highest rated power is slighter smaller, as 410 nm.
This section also shows that the low-latitude city, Rio de Janeiro, has a blue-rich solar spectrum
in general, while the high-latitude city, Helsinki, has a relatively blue-poor spectrum. Due to the
spectral variation, the optimal perovskite thickness that gives the highest AEY is different between
locations. It is 390 nm, 400 nm and 410 nm for Rio de Janeiro, Delft and Helsinki respectively. The
AEY could be improved by up to 0.4 % via improving the perovsktie thickness.
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Section 5.2 compares the module performance between the tandem cell and conventional mono-
facial silicon modules. According to the result, the perovskite tandem module had a higher rated
power and rated efficiency. Under realistic conditions, it had a higher AEY as well, but its specific
yield is lower than that of the silicon module. Therefore, it can be inferred from the results that the
2-terminal monolithic tandem cell is sensitive to spectral variations in the real life, especially the
spectral changes.



6
Conclusions and Recommendations

This chapter summarises conclusions drawn from the work presented in this MSc project and gives
recommendations for the future study. In this project, a DC energy yield prediction model for photo-
voltaic systems, called the PVMD Toolbox, is developed. The Toolbox has been built by Elias Garcia
Goma and optimised by Julen Garro Etxebarria in the PVMD group, and version 3 of the Toolbox is
finished in this MSc project. The goal of this project is to perform

Improvements and experimental validation of a PV system performance prediction model – the
PVMD Toolbox.

To achieve this goal, several sub goals were set, of which the results are described in Section 6.1.
Later, based on the current work, recommendations for the future study are given in Section 6.2.

6.1. Conclusions

The sub goals to answer the research question are improvements, experimental validation and case
studies. This section answers these sub goals.

6.1.1. Improvements of the Toolbox

This version of Toolbox is improved in two aspects: adding new features as well as improving the
accuracy. These improvements are described in Chapter 2 and 3, regarding the work performed on
the Optical Model and on the Thermal and Electric Model respectively.

Chapter 2 shows improvements on the Optical Model. These improvements breaks the limitations
of the Optical Model in version 2, which are mentioned in Section 1.3.2.

Section 2.1 solves the problem of expanding the scope of application. This version of Toolbox can
simulate the performance of tandem devices, of which the perovskite/c-Si tandem devices is taken
as the representative. Users are also free to define their own cell structure following the examples
given by the Toolbox. The refractive indices of most commonly-used material are included. Users
only need to define the layer material, thickness and roughness.

Section 2.2 focuses on considering the influence of realistic solar spectra. The section simulates so-
lar spectra by using SMARTS 2.9.5[31] and shows that the solar spectrum varies with different AMs.
These spectra are included in the Toolbox to give an accurate prediction of absorbed irradiance and
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photon flux.

Lastly, Section 2.3 describes the modification of individual cell analysis. The Toolbox now simulates
individual cell absorption to consider different performances between cells. To realise the individ-
ual analysis, an auxiliary tool is added to give suggestion on the rays used in the ray tracing process.

Chapter 3 describes improvements on the Thermal and Electric Models. Some of the modifications
were carried out to make the Toolbox compatible with tandem devices and the others were carried
out to improve the accuracy.

Section 3.1 describes corrections to the Thermal Model, including adjusting the ratio of glass ab-
sorption to the total absorption from 5 % to 1.4 %. Some mistakes in the formulas are corrected
as well. In addition, users can choose whether to calculate individual cell temperature or average
temperature.

Section 3.2 details modifications in the Electric Model. First, a new method to calculate tempera-
ture dependence of VOC and ISC is added to the Toolbox. It calculates the coefficients based on the

temperature dependence of the band gap energy, which is
dEg

dT =−2.3×10−4eV /K for c-Si cells[36]

and
dEg

dT =−5.2×10−4eV /K for PMMA/(CH3NH3PbI3), derived from the results by [23]. Besides, the
Electric Model has been modified to compute photo current Iph based on the absorbed photon flux
density and simulate I-V curve for each cell.

6.1.2. Validation of the Toolbox

In Chapter 4, the accuracy of the Toolbox has been validated. Section 4.1 introduces that indoor
measurements were performed in the PV Lab and outdoor measurements were done in the PVMD
monitoring station. Validation results are detailed in Section 4.2.

The studied solar module was first tested under STC in the PV Lab. The indoor measurements
showed that the actual efficiency of this module has already degraded by around 10 %. Later, valida-
tion with outdoor measurements was performed. A new figure of merit is put forward here, which
is called ’relative total deviation’ and calculates the relation between the sum of deviations to total
energy yield. From the validation results, if the Toolbox use electrical parameter given by the data
sheet, it cannot consider the degradation of solar modules. This introduces a relative total deviation
around 13.1 %. To consider the degradation, it is recommended to use own-measured electrical pa-
rameters, in which case the relative total deviation is reduced to 8.6 %.

6.1.3. Case studies of the Toolbox

In Chapter 5, case studies are carried out for the tandem devices, where tandems are assumed to
have a same size as a 60-cell commercial solar module.

Section 5.1 shows that the perovskite thickness has an influence on the current matching and cell
efficiency. For the reference tandem configuration, a perovskite thickness of 420 nm gives the best
current matching, but a thickness of 410 nm gives the highest rated power. Under realistic weather
conditions, the perovskite thickness giving the highest AEY is 390 nm, 400 nm and 410 nm for Rio de
Janeiro (a low-latitude area), Delft (a mid-latitude area) and Helsinki (a high-latitude area) respec-
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tively. It was found that AEY of perovskite tandems can be improved up to 0.4 % by optimising the
perovskite thickness.

Section 5.2 compares the module performance between tandem devices and conventional silicon
modules. Under STC, the perovskite tandem had a higher output power and a higher module ef-
ficiency, which in this case is 467 Wp and 27.3 % for perovskite tandem and 340 Wp and 19.8 %
for c-Si module. Under realistic conditions, perovskite tandem module also gives a higher AEY as
526 kWh compared to 387 kWh of c-Si module. However, the specific yield of perovskite is lower
as 1126 kWh/kWp, while c-Si gives 1139 kWh/kWp. Therefore, it can be inferred that perovskite
tandems are more sensitive to the spectral variation.

6.2. Recommendations

Although the Toolbox has been improved and validated with the measurements, in order to further
improve its accuracy, some work are suggested for the future study, including:

• Taking irradiance and temperature dependence of series resistance RS and shunt resistance
RSh into consideration. Toolbox now takes these parameters constant, however, according to
the data given by the PVMD monitoring system, these two parameter vary with time. The rela-
tion of RS and RSh with irradiance and temperature have been analysed by some researchers,
such as Eikelboom and Reinders [41] and Xiao et al[42]. Xiao also provides an adaptive pa-
rameter model. Including irradiance and temperature dependence of RS and RSh in the sim-
ulations could be a possible way to improve the accuracy.

• Including complicated cell arrangements. This version of Toolbox defaults to the cell configu-
ration with all cells wired in series. However, some solar modules, such as modules with half-
size cells, use series-parallel circuits, requiring a flexible model to compute module current
and voltage from the cell level. In addition, for the tandem devices, only 2-terminal mono-
lithic devices are possible to analyse in the Toolbox. Since 3-terminal and 4-terminal tandem
cells are also interesting fields of study and are predicted to have high efficiency and better
stability, they should be included in the Toolbox as well.

• Further validation for the Optical and Thermal Models. Due to the lack of equipment, the
module temperature and irradiance on the plane of array were not able to measure. Toolbox
showed a 8.6 % deviation from the measurement data and its deviation was only possible to
be analysed from the perspective of electric properties. Validations of the Optical and Ther-
mal Models could enable a deeper research to find out other possible reasons and to further
increase the accuracy.

• Providing users with instructions of the Toolbox. This version of Toolbox has already been
tested in some other projects within the PVMD group. According to the users’ experience, a
limitation of Toolbox is that it takes users some time to fully understand the Toolbox and to
customise some simulation settings. Therefore, an user instruction is needed to help users
get familiar with the Toolbox quicker and better.





A
Validation Results

The validation results are detailed in this appendix. Simulations were done with electrical param-
eters given by: (1) data sheet; (2) own measurements. Measured and simulated output power are
given. The deviations of simulation results to the measurements are also given.

Figure A.1. The measured or simulated power in May 7th. Figure A.2. The deviations of simulation results in May 7th.

Figure A.3. The measured or simulated power in May 8th. Figure A.4. The deviations of simulation results in May 8th.
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Figure A.5. The measured or simulated power in May 9th. Figure A.6. The deviations of simulation results in May 9th.

Figure A.7. The measured or simulated power in May 10th. Figure A.8. The deviations of simulation results in May 10th.

Figure A.9. The measured or simulated power in May 11th. Figure A.10. The deviations of simulation results in May
11th.

Figure A.11. The measured or simulated power in May 12th. Figure A.12. The deviations of simulation results in May
12th.
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Figure A.13. The measured or simulated power in May 13th. Figure A.14. The deviations of simulation results in May
13th.





B
Module Geometries Considered in the

Validation Work

The validation results discussed this thesis report used the module geometry given in Figure B.1(a),
resulting in a sensitivity map as Figure B.2(a). This model assumed a free horizon and did not con-
sider reflection from the window, the wall and the trees nearby. A 3-D model considering the real
surroundings of the PVMD monitoring station was built as well, as given in Figure B.1(b). This model
gave a sensitivity as Figure B.2(b) shows. Due to a lack of geographical information, this model did
not perfectly represent the surrounding environment, thus gave a bad prediction. However, if users
have the geographical data, they can build a 3-D model like this, in order to consider shading and
reflection caused by the surrounding buildings and trees.

(a) 3-D model of the studied module. (b) 3-D model of the PVMD monitoring station.

Figure B.1. Module geometry involved in the validation work.

(a) Considering only module. (b) Considering the environment.

Figure B.2. Sensitivity maps involved in the validation work.
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