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Preface

In September 2003, my ninth year as a student at the TU Delft started. In

the eight years before I had passed some exams, had been a fanatic musician in

almost all student orchestras existing in the country, and had also spent a lot of

time organizing tours and concerts for these orchestras. (In 2002 we managed to

organize for the National Student Orchestra a tour to Carnegie Hall, New York!)

So, I had a very busy life without spending too much of my time at studying

physics, and I still did not have any definite plans to graduate in the near future.

Then, in the second week of September, something happened which might

have been the first event in the chain of events finally leading to me writing this

Ph.D. thesis. Somewhere in the physics building I bumped into a fellow student

who had obviously lost his way. Probably he was a first or second year student,

and indeed, if you don’t understand the numbering in our building it is sometimes

hard to find your way. He asked me where to find office C201, I explained him,

and we both continued our way. Only later I realized that he had addressed me

with the polite form ‘U’, which in Dutch you usually use for people of the age of

your parents and older. When I thought some more about it, I started to feel a

bit like an anachronism. I realized that I could not continue the way I was living

for another eight years, and that the time had come to make serious decisions.

I decided to graduate. In the year 2003–2004 I finished (almost) all courses I

still had to follow, and in the spring of 2004 I started to look for a final research

project. After having visited several groups, I decided to join the Theory group

and take a project Yuli offered me. The project seemed interesting and challeng-

ing to me, and I started working on it in May 2004. At that moment I was not

sure yet what to do after my graduation: whether to consider to do a Ph.D. or

to go to work in industry. About one thing however, I was absolutely sure: As

soon as I would get my Master’s degree, I would leave the TU Delft. I was born

in Delft, lived all my life in or close to Delft, and had been at the TU for too

many years. It was time to broaden my horizon.

However, it turned out completely different. I very much enjoyed doing re-

search, and already halfway my year in the Theory group I had made my mind

up that I wanted to find a Ph.D. position after my graduation. When my year of
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research was nearing its end, Yuli offered me the possibility to stay in the group

as a Ph.D. student. My first thought was: “Of course not. After all, I already

decided that I need to flee far away from Delft after my graduation.” But then

I realized how much I enjoyed working with Yuli, and what a seemingly infinite

amount of things I still could learn from him. It became a tough decision, but

in the end I decided that doing a Ph.D. was about physics and not about living

in Delft or not. So I accepted Yuli’s offer, and started in September 2005 as a

Ph.D. student in the group.

Now, four years later, I can say that this was indeed the right decision. I

learned a lot in the past four years, and enjoyed very much being part of the

Theory group. Of course, the fact that it all turned out so well is not at all just

my own accomplishment. Many people — colleagues, family, friends — played

an important role in this, and it would be unfair not to mention them here.

When I started, my colleagues Xuhui, Izak, Wouter, Sijmen, Omar, Rachid,

Richard, Gabriele, Alex, Jens and Oleg made the Theory group a lively place,

where it was fun to work. As in any research group, many people come and go

every year, and all colleagues mentioned above have left the group by now. Since

I started, Henri, Fabian, Rutger, Dima, Moosa, Vitaly, Marnix, Jiang, Hongduo,

Kevin, Stefan, Martijn, Chris, Giorgi, Mariya, Alina, Kim, Tungky, Ciprian,

Fatemeh Mirjani, Mireia and Fatemeh Joibari joined the group as new Master

students, Ph.D. students and postdocs, some of them already left again. They

all contributed to the pleasure I had working in this group.

I am also very grateful to the scientific and administrative staff of the group.

I bothered Gerrit, Yaroslav, Jos and Miriam regularly to ask advice, sometimes

about physics, sometimes about other issues. I am very happy that they were

always willing to help me. Last November our secretary Yvonne retired, who

had been an indispensable force in the group for so many years that no one knew

exactly how many. We had some difficulty finding a new secretary, but in the

end it turned out all right. Several months ago Marjolein started as our new

secretary, and I am sure that she will manage our group as well as Yvonne did.

During my four years of research, I also had the great privilege of collaborating

with colleagues from the Quantum Transport group ‘downstairs’. One of the

main goals of my research project was to understand some aspects of a series of

experiments which had been performed by Frank. In my first years I regularly

met Frank to discuss his data and my models. Already then, he really was an

expert on the subject, and I learned a lot from him. Finally, in my last year, this

collaboration resulted in two publications. Since Frank had already left Delft in

2007, the publications were prepared in close collaboration with his colleagues

Ivo, Katja and Lieven. I think that half of the understanding of my own work
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resulted from the discussions I had with them, I am very grateful for that.

In my last year I also developed an interest in some specific issues in related

nanowire experiments. Again I was lucky: in the Quantum Transport group,

Stevan and Sergey were performing exactly the kind of experiments about which

I was thinking. In the past few months we regularly met to discuss our work,

which I found very stimulating. I very much hope the we can continue our

collaboration also after my graduation.

I should also thank my ‘formal’ boss, Leo, for his sincere interest in my work

and my progress. I experienced our yearly evaluation meetings as very valuable

and motivating.

Finally, I want to thank Yuli: I honestly cannot imagine a better supervisor.

At almost any time I could bother him with my questions, most of them related

to physics but sometimes about anything. Always he would take as much time for

me as was needed to answer them: even during weekends or holidays, an e-mail

sent to Yuli would mostly be answered within a day. His great insight in physics

and incredible patience in explaining me things I did not understand are amazing.

After working together with Yuli for in total five years, the feeling persists that

there still is an almost infinite amount of things left that I could learn from him.

On the other hand, it is also hard to overstate how much I already did learn from

him. Yuli, thank you very much for that.

Apart from all my colleagues at the TU, also my family and friends have been

indispensable. Geert, Pieter, Marco, and many more: without all my friends

close by, the past four years would have been much more difficult. It is also hard

for me to imagine how I could have done this all without the love and support I

get from my parents, my brother Bart, and, during the last year, my girlfriend

Anna. If I would try to explain them how much they contributed to my successful

completion of this work, they would probably not believe me.

And, last but not least, I should thank the anonymous student addressing

me with ‘U’ in September 2003. If it were not for him, my life might have been

completely different.

Jeroen Danon

July 2009
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Chapter 1

Introduction

In 1687 Isaac Newton published his famous Philosphiæ Naturalis Principia Math-

ematica, in which he laid the foundations of our understanding of classical me-

chanics. For over 200 years, Newton’s laws seemed to provide a rigid description

of all mechanical motion, on small as well as large scales. When James Clerk

Maxwell formulated his theory of electromagnetism in 1873, it was widely be-

lieved that our understanding of the physical laws of the universe was nearing

its completion: there was no doubt that all remaining open issues would soon be

clarified within the existing theories

However, as experimental techniques advanced, a growing number of observa-

tions could not be fit in Newton’s and Maxwell’s ‘classical’ theories. A study of

the radiation spectra of excited atoms led Max Planck in 1900 to the hypothesis

that the atomic energy levels are discrete, and that an atom can only radiate

separate, well-defined quanta of energy. In 1905 Albert Einstein explained the

photoelectric effect by proposing that also light consists of individual discrete

quanta, which later came to be called photons. In the following decades, these

ideas of ‘quantization’ evolved into the revolutionary theory of quantum mechan-

ics, describing physical phenomena on the atomic scale. The classical laws turned

out to be only a limiting case of this quantum theory.

Despite its success in explaining and predicting phenomena on the small scale,

the interpretation of quantum mechanics has been subject of intensive debate. A

lot of the elementary building blocks of quantum theory do not appeal to common

sense very much: fitting quantum mechanics with our picture of the everyday

world is difficult if not impossible. For example, the principle of superposition

tells us that particles can have mutually excluding properties at the same time.

Erwin Schrödinger explained the strangeness of this idea once using the analogue

of a cat which is dead and alive simultaneously. Another curious concept is that

of entanglement: multiple particles can be in a sort of ‘joint’ quantum state, in

1



2 1. Introduction

which each particle carries information about all others. Even after separating

them far apart, manipulating one of the entangled particles will immediately

affect all the other particles.

Most physicists however appreciate the practical power of quantum theory,

and consider the interpretation of the theory, if important at all, to belong to

the realm of philosophy rather than physics. The brilliant physicist and Nobel

prize winner Richard Feynman once even stated: “I think I can safely say that

nobody understands quantum mechanics.” Indeed, without worrying about the

philosophical implications of the theory, we can use quantum theory to accurately

describe the world at the atomic scale. It has proven to be a very rigid theory:

it provided an explanation for many phenomena which could not be understood

within any other theoretical framework, and it was at the source of several major

technological advances.

1.1 Nanoscopic physics

In the last century, fabrication techniques have experienced a huge development,

allowing experimentalists to design and build increasingly small devices.

One of the intriguing aspects of this development is that, as devices become

smaller and smaller, at some point they will no longer obey the classical laws of

physics, but rather those of quantum mechanics. Already in the 1980s, physicists

could fabricate electronic systems which manifested quantum mechanical effects

such as interference of electrons [1]. These systems were typically of micrometer

size, which is still very large compared to the atomic scale (∼ 1 Å = 10−4 µm),

but comparable to the electronic correlation length. This implies that electrons

typically can travel through the whole system without their quantum mechanical

state being changed, and therefore can interfere coherently with electrons travel-

ing via another path. Nowadays, state-of-the-art fabrication produces electronic

systems rather of nanometer scale and quantum effects such as superposition and

entanglement can be clearly observed in some experiments.

A field which has recently emerged in the rapid advance of experimental tech-

niques is that of spintronics, its central theme being the active manipulation of spin

degrees of freedom in nanoscopic solid state systems. Although spin is a quantum

mechanical property of particles, most of the spintronic devices involve rather the

average spin of large ensembles, which is manifested by spin density or magneti-

zation. These properties, being collective, macroscopic variables, behave mainly

classically: they usually can be described by a single vector giving the strength

and direction of a magnetization or of a local spin density. Quantum effects, such
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as superposition or entanglement of these vectors have never been observed.

The field of spintronics has produced some important scientific discoveries,

e.g. the spin Hall effect [2] and magnetic semiconductors [3]. Some spintronic

phenomena, such as magnetoresistance, led to widely used applications: the giant

magnetoresistance effect, only discovered in 1988 [4, 5], is nowadays commonly

used for the read-out of the bits stored on a hard disk. For an excellent review

of the field of spintronics, we refer to [6].

1.2 Quantum information

In the 1980s, theorists already speculated that quantum systems might be able to

perform certain information processing tasks much more efficiently than classical

systems [7]. Based on clever exploitation of the quantum concepts of super-

position and entanglement, several futuristic applications were invented, such

as schemes to transfer information encoding complete quantum states (quan-

tum teleportation [8]), infallible cryptography of messages (quantum cryptogra-

phy [9]), and performing complex calculations using quantum states as compu-

tational units (quantum computation [10]).

Let us focus on quantum computation, and give a simplified picture of the dif-

ference between a ‘classical’ and a quantum computer. As mentioned above, the

superposition principle tells us that a quantum system can be in several distinct

states at a time. Where a classical two-level system can only occupy one out of

the two levels (such as a classical bit being either 0 or 1), a quantum two-level

system can be in any superposition of the two states. A computational operation

f performed on a classical bit will give as result f(0) or f(1), depending on the

input state of the bit. Using a quantum bit (qubit), one could perform the same

operation on a superposition of |0〉 and |1〉 and get as result a superposition of

f(|0〉) and f(|1〉), i.e. both possibilities are evaluated simultaneously. For a multi-

qubit system, the gain becomes even more significant: it can be shown [11] that

the computing power of a quantum computer scales exponentially with the num-

ber of bits, whereas this scaling is only linear for a classical computer. Therefore,

a large enough quantum computer could outperform any classical computer.

Based on this simple idea, several quantum algorithms have been developed,

such as for factoring integers [10], simulating quantum systems [12] and searching

databases [13]. From a theoretical point of view the quantum computer seems to

be feasible, the challenge being rather a technical one.

A major fundamental problem is the interaction of the qubit with its (un-

controlled) environment. This interaction inevitably leads to ‘decoherence’, i.e.
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unwanted evolution of the qubit states, introducing errors in the computation.

After some time, typically the decoherence time, the states of the qubits are

significantly different from what they should be, this setting a practical length

limit for quantum computations. To overcome this problem, some algorithms for

detecting and correcting errors have been developed [14, 15]. These algorithms

however still impose an accuracy boundary on single quantum operations, for

which an optimistic estimate gives around 10−4, implying that the decoherence

time of a qubit must be minimally equal to the time it takes to do roughly 104

operations. This defines two important challenges: (i) to reduce the coupling of

the qubit with its environment, thereby extending the decoherence time, and (ii)

to develop ‘fast’ quantum operations.

Apart from the fundamental problem of the environment, there also exist

several technical difficulties. First of all, the number of coupled qubits needed

to do a useful computation is at least of the order of 100. This demands from a

qubit design that it should be easily scalable to large numbers. Also, the physical

implementation of single quantum operations is not always straightforward, since

any error due to inaccurate operations adds effectively to decoherence.

Motivated by all these different constraints, a number of physical implemen-

tations of the qubit have been proposed in the past few decades, part of which

is presently under experimental investigation. Among them are atomic systems

(such as atoms in optical lattices [16], ions in electrostatic traps [17], and en-

sembles of nuclear spins in a liquid [18]) and solid state systems (such as super-

conducting circuits containing Josephson junctions [19] and single electron spins

trapped in quantum dots [20], in impurities [21], or in nitrogen defects in dia-

mond [22]). Each of these approaches has its own advantages and disadvantages.

The ‘conflicting’ requirements of good controllability and weak decoherence

create an interesting tension in the design of the qubit: on the one hand one

wants to have accurate control over the states of the qubits, which demands

for an effective coupling to some environmental degrees of freedom, but on the

other hand, from the point of view of decoherence, one would rather have qubits

which are completely isolated from their environment. An attempt to meet both

requirements in one design is, for instance, the electron spin qubit in a quantum

dot: most fluctuations in the environment couple to the charge of the electron, and

therefore do not influence the qubit states, which are encoded in the spin degree

of freedom of the electrons. The qubit states could then be effectively addressed

by applying well controllable magnetic fields to the sample. A third requirement,

already mentioned above, is that of scalability of the qubit, i.e. it should be not

fundamentally more difficult to create a circuit of 100 qubits than just one. Most

microscopic qubit proposals (such as trapped atoms or ions, or nuclear spins in
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a liquid) have very good coherence properties, but are badly scalable. Although

the most remarkable realization of quantum computing to date is the factoring

of the number 15 in a liquid-state NMR quantum computer [23], there exists

no systematic way for scaling up these systems to work for a larger number of

qubits. Larger, artificially engineered systems on the other hand, such as solid

state devices, are in principle easily scalable, but usually have bad coherence

properties or do not give accurate control over the qubit states. To meet all these

different criteria in a single design is a major challenge: the perfect qubit still

has to be invented.

Of course, apart from the more ‘fundamental’ challenges, also practical aspects

of a qubit design such as the complexity and economic cost of the fabrication pro-

cess should be taken into account. If scaling up from a single qubit to multiple

qubits would involve an exponential growth of fabrication costs, the gain in in-

formation processing power would be completely canceled out by the economic

drawbacks. Presently however, most research is still focused on creating oper-

ational single and double qubits: the specific problems which will arise when a

certain design has to be scaled up to a multiple qubit system do not yet get too

much attention.

1.3 Outline of this thesis

In this thesis we investigate effects of interaction between electron spins and

nuclear spins in two nanoscopic devices, the quantum dot and the spin valve.

In Chapter 2 we will introduce the devices. First, we discuss the quantum

dot and its derivative, the double quantum dot. We explain its basic physics

and one of its proposed applications, which is the implementation of electron

spin qubits. We discuss a number of possible types of interaction of an electron

spin in a quantum dot with its environment, and explain how these will lead

to decoherence of the spin qubit. We focus on the interaction which dominates

decoherence: the hyperfine interaction of the electron spin with all the nuclear

spins in the quantum dot host material. We finally show how this interaction not

only affects the electron spin, but also can lead to the build-up of large nuclear

polarizations. In the last Section, we introduce the spin valve, one of the basic

spintronic devices. It consists of a small ferromagnet-normal metal-ferromagnet

junction which exhibits strong magnetoresistive effects: the conductance of the

junction can vary strongly when changing the directions of magnetization in the

two ferromagnets. We also discuss what is generally seen as the role of hyperfine

interaction in metallic spintronic devices.
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In Chapters 4–8 we investigate in more detail effects of hyperfine interaction

in quantum dots and spin valves. A few specific theoretical techniques we apply

in these Chapters are introduced and briefly explained in Chapter 3.

In Chapter 4 we start by investigating the coupled electron-nuclear spin dy-

namics in a single quantum dot under conditions of electron spin resonance. We

show how the non-equilibrium electron spin dynamics can cause strong nuclear

spin pumping. The resulting nuclear spin polarization feeds back to the electron

spin, and will thereby be clearly observable in experiment. Then, in Chapters 5

and 6, we turn to the same effect in a double quantum dot. We develop a model

taking into account experimental complications such as electrical side-effects of

magnetic driving, and support our results with extensive experimental data. In

Chapter 7 we present the first step of our analysis of similar effects which have

been observed in quantum dots in materials with strong spin-orbit coupling, even

without driving the electron spin resonance. We show that the presence of spin-

orbit coupling drastically modifies the basic spin physics in the dots, and we

explain several unexpected experimental observations.

Finally, in Chapter 8, we investigate nuclear spin effects in a metallic spin

valve. It is widely believed that in metallic devices hyperfine interaction manifests

itself merely as a weak source of spin relaxation and that it does not influence

the electronic transport properties of the devices directly. We propose a simple

experiment in which a feedback effect of the interaction is expected to produce

clearly observable current oscillations.



Chapter 2

Spin devices

In this chapter we will introduce the systems which we investigate further in

Chapters 4–8, the quantum dot and the spin valve. After explaining the basic

physics of the quantum dot, we will focus on electron spin qubits in quantum dots

and discuss the most important interactions of the qubit with its environment.

We show that the nuclear spins in the quantum dot are an important source of

decoherence and we discuss ideas to overcome this problem. In the last Section

of this Chapter, we will introduce the spin valve, and explain what is commonly

believed to be the role of the nuclear spins in this device.

2.1 Quantum dots

Generally, a quantum dot is a small quantum well in which one can trap electrons.

The dot can be coupled by tunnel barriers to reservoirs or to other quantum dots,

with which it can exchange electrons (see e.g. Fig. 2.1). With gate electrodes one

can tune the electrostatic potential of the dot with respect to the leads, as well

as the strength of the tunnel barriers (not shown in the Figure).

Being such a general kind of system, quantum dots of many different sizes

and materials exist. A few examples of experimental realizations of quantum

dots are:

- Self-assembled quantum dots [25] are small three-dimensional islands of a

low-bandgap material embedded in a high-bandgap material, such as InAs

islands in a GaAs environment. Under certain conditions the dots nucleate

spontaneously during growth, due to the lattice mismatch between the two

materials (∼ 7 % for an InAs-GaAs system). The dots have typical dimen-

sions between 5 and 50 nm. With an applied gate voltage over the sample

one can accurately tune the average number of electrons in the dots. Ex-

7
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VgVSD I

Source Drain

Gate

e

Dot

Figure 2.1: Schematic picture of a quantum dot coupled to a source and drain reservoir
via tunnel barriers. With a gate voltage Vg the electrochemical potential of the electrons
on the dot can be tuned. In response to a bias voltage VSD a current I can flow through
the device. (Picture adapted from [24].)

perimental access to the dots is usually obtained by shining with a laser on

the dots, thereby creating excitons (excited electron-hole pairs), and subse-

quently measuring the photoluminescence from the dots. These dots have

potential application in quantum cryptography since they can behave as

single-photon sources. An important limitation of the self-assembled dots

is the lack of control over positioning of individual dots.

- Semiconductor lateral dots [26] are created in a two-dimensional electron

gas (2DEG) formed at the interface of two materials in a semiconductor

heterostructure. When a negative voltage is applied to gate electrodes on

top of the heterostructure, the 2DEG is depleted below the electrodes. This

allows to design barriers in the 2DEG, thereby creating separate islands

connected to each other or to large reservoirs by tunnel barriers. These

quantum dots have typically lateral dimensions exceeding 100 nm. They

are mainly of interest for experiments and applications involving electron

or hole transport, i.e. electrical currents.

- Semiconducting nanowires [27] provide a natural one-dimensional confine-

ment for electrons and holes, and are therefore interesting candidates for

hosting quantum dots. The wires have a typical diameter of several tens

of nanometers and can be gated with electrodes to create tunnel barri-

ers, thereby forming quantum dots typically smaller than the dots defined

in a 2DEG. When the two ends of the wire are contacted to large reser-

voirs, one can do similar transport measurements as on lateral dots. Since

the nanowire dots are not embedded in a large piece of host material, one

could also optically address the dots, or possibly use them as single-photon
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sources. In recent years the techniques for growing, contacting and gating

nanowires have improved rapidly.

Let us also refer to some of the many excellent reviews written on the topic of

quantum dots [24, 28, 29].

2.1.1 Single quantum dots

We start by considering the simple case of a single quantum dot. The electronic

properties of a quantum dot are mainly determined by two factors. (i) Due to

the small size of the dot, the electrons in it experience a strong confinement in

all directions. This confinement leads to a discrete energy spectrum of electronic

levels, so that the dot resembles, in a way, an atom [30]. (ii) A similar, but typi-

cally stronger effect results from the Coulomb repulsion between single electrons:

for adding an extra electron to the dot, one has to overcome the electrostatic po-

tential set up by all other electrons on the dot. This effect can lead to a complete

blockade of electron transport through the dot, also known as Coulomb blockade,

and it provides a practical way to tune the exact number of electrons on the dot.

Both of these effects can in principle be observed if one measures the current

through the dot when varying the gate voltage Vg, with a very small but finite

-7 -6
Vg (V)

∆
V

g
 (

V
)

G
 (

e
2
/h

) 0.2

0.0

0.15

0.08

(c)

(d)

(a)

eVSD

∆Vg

Vg

(b)

Figure 2.2: A single quantum dot coupled to two leads. (a,b) Schematic energy
diagrams for two different gate voltages Vg. In (a) there exists an electronic level with
its electrochemical potential lying within the bias window eVSD, causing current to
flow. In diagram (b) there is no available level within the bias window: the system
is in Coulomb blockade. (c) The conductance of the dot as a function of Vg with a
small bias voltage applied. (d) The distance between adjacent all peaks in (c). (The
experimental data in (c,d) are taken from [31].)
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bias voltage VSD applied (see Fig. 2.2). The current peaks observed in Fig. 2.2.c

indicate for which gate voltages a discrete electronic energy level lies within the

bias window (Fig. 2.2.a). The spacing between the peaks is therefore proportional

to the spacing of the levels.

The alternation of the spacings (Fig. 2.2.d) can be understood as follows: to

add a new electron to the dot, one always has to overcome the Coulomb repulsion,

causing all current peaks to be spaced in terms of energy by EC , the electrostatic

charging energy of the dot. However, if the total number of electrons on the dot is

even, in principle one expects them all to form pairs of spin singlets, and the next

electron added to the dot will have to occupy an empty orbital state with a higher

energy. Therefore every second peak spacing is expected to be EC + ∆, where

∆ is the spacing of the orbital levels involved. This implies that also for larger

numbers of electrons on the dot, the spin states might be well approximated by

a one-electron Zeeman doublet (when the number of electrons on the dot N is

odd) or by two-electron singlet or triplet states (when N is even).

2.1.2 Double quantum dots

A double quantum dot is a slightly more complex device consisting of two quan-

tum dots connected with a tunnel barrier, and both coupled to a reservoir (see

Fig. 2.3.a). With two gates Vg1 and Vg2 one can shift the electrochemical potential

of the electronic levels in the two dots separately.

If one applies a small bias and measures the current through the double dot

(or the differential conductance dI/dVg1) as a function of Vg1 and Vg2, again

electronic transport is only observed for distinct gate voltages. In these points all

potentials of the charge states involved in transport lie within the bias window

(Fig. 2.3.b). Outside of these points the number of electrons on both dots is in

principle well defined: the numbers (n,m) in Fig. 2.3.c denote a charge state with

n(m) electrons on the left(right) dot. (The numbers in the Figure are fictitious

and only meant for illustrational purposes. One can in principle determine the

electron numbers exactly by depleting the dots with large negative gate voltages

and then adding electrons one by one.) We can now identify e.g. the transport

in the green circle as the cycle (1, 1) → (2, 1) → (1, 2) → (1, 1), and transport in

the blue circle as (2, 2) → (2, 1) → (1, 2) → (2, 2).

The distances ∆Vg1 and ∆Vg2 observed in Fig. 2.3.c again correspond to the

spacing of the electronic energy levels in the left and right dot. For both dots an

electronic shell filling as in the single dot case can be expected. One complication

in the energy spectrum of the double dot is that due to the interdot tunnel

coupling two doublet states in the two dots can form a two-dot singlet or triplet.
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Figure 2.3: (a) A double quantum dot coupled to two leads. (b) Schematic energy
diagram of the double dot. Electrons can flow from the left lead to the right lead as
long as the electrochemical potentials of all charge states involved in the transport lie
within the bias window. (c) The differential conductance of a double quantum dot as
a function of the two gate voltages Vg1 and Vg2. (Experimental data taken from [32].)

If such a (1, 1) singlet or triplet is close to degeneracy with the corresponding

(0, 2) spin state, the two states will hybridize.

2.1.3 Pauli spin blockade

An interesting regime of the double dot is where electron transport involves the

cycle (0, 1) → (1, 1) → (0, 2), also known as the Pauli spin blockade regime [33].

As explained above, the (0, 2) as well as the (1, 1) states can form spin singlets and

triplets, which are coupled by the interdot tunnel coupling t. Let us investigate

the regime where the (0, 2) singlet state |S02〉 (which is typically the (0, 2) ground

state) is close to degeneracy with the (1, 1) singlet state |S〉. In this case, for not

too large external magnetic fields Bext, all three (1, 1) triplet states, |T±〉 and |T0〉,
are usually far from degeneracy with the (0, 2) triplet, i.e. this energy difference

is much larger than t. Therefore charge transitions from |T±〉 or |T0〉 to the

(0, 2) triplets are very unlikely, and for describing transport we can focus on the

subspace of the four (1, 1) states and |S02〉.
The Hamiltonian describing the energy spectrum of the five states then reads

Ĥ = gµBBext {|T+〉 〈T+| − |T−〉 〈T−|} −∆LR |S02〉 〈S02|
+ t {|S〉 〈S02|+ |S02〉 〈S|} ,

(2.1)
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where g is the effective g-factor of the electrons, µB the Bohr magneton, and ∆LR

the energy difference between |S〉 and |S02〉. In Fig. 2.4.a we plotted the resulting

energy spectrum as a function of the detuning ∆LR, where we chose gµBBext = 3t.

If one would tune the system to a finite detuning (e.g. as indicated by the vertical

dashed line), one can sketch the relevant energy levels as in Fig. 2.4.b.

The mechanism of spin blockade is now easy to understand. If ∆LR < 0, no

transport is expected as the system is in Coulomb blockade. For ∆LR ≥ 0 we

have to distinguish two situations. (i) An electron entering the left dot forms

a (1, 1) singlet state with the electron in the right dot. Then the state |S02〉
is energetically favorable over |S〉 and an electron will tunnel from the left to

the right dot. This transition can be the result of coherent coupling between

the states, or inelastic relaxation (for larger detuning). Finally |S02〉 decays to a

(0, 1) state, thereby contributing to the current through the double dot. (ii) The

electron entering the left dot forms a (1, 1) triplet state with the one in the right

dot. As the (0, 2) triplet states are inaccessible due to their high energy (Fig.

2.4.b), the left electron cannot move to the right dot and the current is blocked.

This spin-selective blockade can be harnessed such that it serves as a practical

tool for the read-out of single electron spin states [34, 35, 36, 37, 38].

2.2 Spin qubits in quantum dots

In 1998, Loss and DiVincenzo [20] proposed to use the spin up and down states

of electrons trapped in quantum dots as qubit states. As most environmental

∆LR
↑↑ û
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|T0* |S*and

(1,1) states
|S02*

↑

|S02*

|S*
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 t
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Figure 2.4: A double quantum dot in the spin blockade regime. (a) The energy
spectrum of the double dot in vicinity of the degeneracy point of |S〉 and |S02〉, following
from (2.1). (b) Energy diagram for finite detuning ∆LR. The (0, 2) triplets are split far
apart in energy, so the only accessible (0, 2) state is a spin singlet: charge transitions
from any (1, 1) triplet state to a (0, 2) state are forbidden and the current is blocked.
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ee e e

2DEG back gateshigh-g layer

Bext

Bac

top gates

Figure 2.5: Electron spin qubits in a multi-quantum dot structure defined in a two-
dimensional electron gas (Figure adapted from [39]). By changing the voltages on the
top gates one can couple or decouple two neighboring qubits. Single qubit rotations can
be performed by applying microwave excitation Bac resonant with the Zeeman splitting
of the qubit states.

fluctuations only couple to the charge of the electrons in a quantum dot, it

was expected that quantum dot spin qubits would be well isolated from their

environment, therefore possibly combining the properties of a long coherence

time and scalability. Motivated by this proposal, several systems for isolating and

manipulating single electron spins have been investigated, such as N-V centers in

diamond, self-assembled quantum dots, quantum dots defined in one-dimensional

structures as carbon nanotubes or semiconducting nanowires, and quantum dots

defined in a two-dimensional electron gas.

To distinguish the two spin qubit basis states in experiment, one can apply

an external magnetic field Bext, which splits the spin up and down state by

the Zeeman energy EZ . Using this splitting, one can think of ways to initialize

or read-out the qubit spin-selectively. To complete the set of requirements for

quantum computation, one needs a universal set of quantum operations, i.e. a set

of basic qubit operations from which any quantum operation can be compiled.

Single qubit rotations can be achieved by applying a small oscillating magnetic

field Bac cos(ωt) perpendicular to Bext: when the frequency of this oscillating field

matches the Zeeman splitting of an electron, i.e. ~ω = gµBBext, its spin will be

coherently rotated between up and down. Two-qubit operations can be achieved

by varying the coupling strength between a pair of quantum dots. In the case

of quantum dots defined in a two-dimensional electron gas (2DEG), this could

be carried out purely electrically, by varying the top gate voltage that controls

the potential barrier between two dots (see Fig. 2.5). When two neighboring

quantum dots are coupled via a tunnel barrier, single spins in the two dots will

interact via the Heisenberg exchange interaction, Ĥex = JŜ1 · Ŝ2, where Ŝ1(2) is

the electron spin operator in dot 1(2) and J the strength of the coupling [20].



14 2. Spin Devices

By turning on this interaction for a certain time, the two spins can be swapped

or even entangled. The combination of single spin rotations and this two-spin

interaction forms a universal set of quantum operations [20].

In recent years, all the ingredients for quantum computation have separately

been realized in semiconducting quantum dots: in self-assembled InAs/GaAs

quantum dots it was shown that with optical cooling one can initialize a qubit

in one of the two spin states with a fidelity exceeding 99.8 % [40]. Coherent

single qubit rotations have been demonstrated in GaAs quantum dots defined in

a two-dimensional electron gas, using a microwave magnetic [34] or electric [35]

field. In the same type of system, coherent interactions of two spins in two

coupled quantum dots were observed [36], and also a spin read-out scheme was

implemented which yielded a single-shot visibility of more than 80 % [41].

This all seems to be very promising, and has motivated many more experi-

ments on spin qubits in semiconducting quantum dots. However, although not

foreseen by all, the main drawback of the semiconducting quantum dot spin qubit

turned out to be the short spin coherence time. Even for high-purity GaAs quan-

tum dots this time was measured to be in the ns range [37, 36, 38]. In the next

section we will discuss the most important interactions of the quantum dot spin

qubit with its environment, leading to this short coherence time.

2.3 Interaction of a localized spin

with its environment

As explained earlier, the information stored in a qubit is in general very fragile

and easily lost in interactions with the environment. In this section we explain the

concepts of relaxation and dephasing of the qubit in the context of coupling to a

general fluctuating environment. We will then focus on spin-orbit interaction and

hyperfine interaction, which are believed to play an important role in relaxation

and dephasing of quantum dot spin qubits.

2.3.1 Relaxation and dephasing

The information stored in a qubit can be lost in two different ways. To understand

this, let us consider a qubit which is prepared in an arbitrary superposition state

|Ψqubit〉 = cos
θ

2
|↑〉+ eiϕ sin

θ

2
|↓〉 .

As there are only two degrees of freedom θ and ϕ, one can represent this state

uniquely by a point on a sphere where the two poles represent the basis states



2.3 Interaction of a localized spin with its environment 15

|↑〉 and |↓〉, as in Fig. 2.6.a. The first way in which this qubit can loose its

information, is by energy relaxation. If coupled to a dissipative environment, the

qubit will after some time relax to its ground state, here taken to be |↑〉 (Fig.

2.6.b). This loss of information involves the transfer of energy from the qubit to

the environment. Another way to loose its information is shown in Fig. 2.6.c: the

qubit looses merely its phase information ϕ, though its energy is conserved. This

process is generally called dephasing and obviously does not involve transfer of

energy to the environment.

To understand the nature of the processes leading to relaxation and dephasing,

let us present a simple model Hamiltonian describing the interaction of a single

spin qubit with a general environment,

Ĥenv =
EZ

2
σ̂z + q(t) · σ̂, (2.2)

where EZ is the Zeeman splitting of the spin up and down states,

σ̂x =

(
0 1

1 0

)
, σ̂y =

(
0 −i

i 0

)
, and σ̂z =

(
1 0

0 −1

)

are the Pauli spin matrices, and q(t) represents the environmental degrees of

freedom coupling to the three components of the electron spin operator. As

this Hamiltonian treats the environment as a classical vector (e.g. a fluctuating

magnetic field) acting on the electron spin, it is in many cases a too simple

representation. For example, if the electron spin is coupled to a bath of other

spins the electron spin can affect the bath spins as well, leading to much richer

dynamics than described by (2.2) [42]. To illustrate the basics of relaxation and

dephasing, this Hamiltonian however satisfies.

relaxation dephasing

⇒

|↑*

|↓*

θ

ϕ

z

x

y

(a) (b) (c)

Figure 2.6: Relaxation and dephasing of a qubit. (a) A Bloch sphere representation
of the state cos θ

2 |↑〉+ eiϕ sin θ
2 |↓〉. (b) Relaxation of the qubit to the ground state |↑〉.

(c) Dephasing of the qubit: the phase information ϕ is lost.
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We can now identify the origin of relaxation and dephasing as follows: (i)

As the environmental degrees of freedom qx,y(t) couple to σ̂x,y, they can cause

transitions between spin up and down. However, following energy conservation

arguments, only the frequency component EZ/~ in the noise power spectral den-

sity Sx,y(ω) ≡ ∫∞
−∞

∫∞
−∞ qx,y(t + τ)q∗x,y(t) dt e−iωτ dτ can contribute to relaxation.

For example, the x-component of the fluctuations in an applied magnetic field can

cause relaxation from |↓〉 to |↑〉 only when the field has a frequency component

matching the Larmor frequency EZ/~. The time scale on which any arbitrary

qubit state relaxes to its ground state is usually denoted by T1. (ii) Any change

in the total term coupling to σ̂z leads to a loss of phase information. Suppose

we have measured the total Zeeman splitting EZ + 2qz(t0) at a certain moment

of time t0. This leads us to the prediction that the phase of any qubit state will

constantly evolve with a frequency EZ/~ + 2qz(t0)/~. However, since the term

qz fluctuates in time, at a later moment of time t1 the total Zeeman splitting

will be different. Generally, only in a short time interval after the measurement

(short compared to the time scale of the fluctuations in qz) we know that the

total splitting is close to EZ + 2qz(t0). After this time interval there will be a

random offset with typical magnitude ∼ qz, which causes the phase to change

in an unpredictable way. We say that the phase information is completely lost

on a time scale T2 ∼ h/2qz, which corresponds to an extra unpredictable phase

change of ∼ π.

One can think of many processes that in principle could contribute to relax-

ation and dephasing of a quantum dot spin qubit. In the next Sections we will

concentrate on two processes which are believed to dominate in well isolated,

high-purity quantum dots: spin-orbit interaction and hyperfine interaction. For

specific circumstances, however, other processes can play an important role as

well. For example, in the regime of strong tunnel coupling between the dot and

a lead, one can expect cotunneling processes to contribute significantly to spin

relaxation: the electron carrying the qubit information tunnels from the dot to

the lead and simultaneously another electron with random spin tunnels from the

lead onto the dot. At low temperatures this process effectively relaxes the elec-

tron spin in the dot to the ground state on a time scale which is ∝ (Γ/Edet)
2EZ ,

Γ being the typical tunneling rate between the dot and the lead and Edet the

detuning of the electron levels in the dot relative to the Fermi level of the lead.

2.3.2 Spin-orbit interaction

Both spin-orbit and hyperfine interaction as manifested in quantum dots are rel-

ativistic corrections to the non-relativistic Pauli-Schrödinger equation. To derive
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the spin-orbit and hyperfine Hamiltonians, let us start from the Dirac equation

for a relativistic electron in a potential V (r),

i~
∂Ψ

∂t
= ĤDiracΨ ≡ {

α̂ · π̂ + βmc2 − eV (r)
}

Ψ, (2.3)

where m is the rest mass of the electron, c the speed of light, −e the electron

charge, and π̂ the ‘long’ momentum c(p̂ + eÂ) of the electron in an electromag-

netic field. The matrices

α̂ ≡
(

0 σ̂

σ̂ 0

)
and β ≡

(
1 0

0 −1
)

(2.4)

are the 4× 4 Dirac matrices.

Let us now search for solutions of the Dirac equation ĤDiracΨ = EΨ, where E

is the total energy of the electron E = mc2 + ε. We can split the four-component

spinor Ψ in two two-component spinors ΨA and ΨB, yielding the two coupled

linear equations

{
(σ̂ · π̂)(σ̂ · π̂)

2mc2 + eV (r) + ε
− eV (r)

}
ΨA = εΨA (2.5)

ΨB =
σ̂ · π̂

2mc2 + eV (r) + ε
ΨA. (2.6)

It is clear that in the non-relativistic limit follows that |ΨA| À |ΨB|, which allows

us to derive the Pauli-Schrödinger equation ĤPSΨA = εΨA, with

ĤPS =
1

2m
(p̂ + eA)2 +

e~
2m

(∇×A) · σ̂ − eV (r), (2.7)

where we used that 2mc2 + eV (r)+ ε ≈ 2mc2. In the presence of a magnetic field

B, this equation thus adds a term ∝ B · σ̂ to the standard Schrödinger equation.

One can correct equation (2.7) in higher orders of p2/m2c2 in a systematic way

using a Foldy-Wouthuysen transformation [43], yielding in first order Ĥ
(1)
PS ΨA =

εΨA with

Ĥ
(1)
PS = ĤPS +

e~
4m2c2

{E× (p̂ + eA)} · σ̂ +
e~2

8m2c2
∇ · E, (2.8)

where we used E = −∇V . The correction consists of two terms, the first describ-

ing spin-orbit interaction, and the second being the so-called Darwin term [44].

If we now focus on the spin-orbit term and assume A = 0, i.e. no magnetic

fields present, we note that it effectively describes a magnetic field ∝ E × p

acting on the electron spin, which scales with the electric field E experienced by
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the electron. For an electron trapped in a quantum well in a semiconducting

crystal, there generally are two important contributions to this electric field: (i)

If the crystal structure lacks inversion symmetry (as the zinc-blende structure of

GaAs does), the electron experiences a net local electric field set up by the atoms

in the crystal lattice. For electrons in a 2DEG in a heterostructure grown along

the (001) direction, this leads to the so-called Dresselhaus spin-orbit interaction

term [45], which in leading order of p reads

ĤD = β {−p̂xσ̂x + p̂yσ̂y} , (2.9)

β depending on material properties and the confinement in the z-direction. (ii)

An electron can also experience an electric field due to an asymmetric confin-

ing potential of the quantum well. Although the average electric field in the

conduction band is zero, this effect adds to spin-orbit interaction due to mixing

between different bands. For a confining field in the z-direction, this yields to a

contribution to spin-orbit coupling known as the Rashba term [46]

ĤR = α {−p̂yσ̂x + p̂xσ̂y} , (2.10)

α depending also on material properties and the confining potential.

As is clear from the spin-orbit Hamiltonian ĤSO = ĤD + ĤR, it causes the

electron spin to rotate while the electron moves through the 2DEG. The speed of

this rotation is proportional to the speed of the electron, and therefore the length

over which the spin performs a π rotation is independent of px,y. This length,

known as the spin-orbit length lSO, is estimated to be 1−10 µm in GaAs 2DEGs.

The size of a typical quantum dot (∼ 100 nm) is much smaller than lSO, and

therefore one expects in principle no strong spin-orbit effects in GaAs quantum

dots.

Indeed, closer investigation of ĤSO tells us that spin-orbit interaction in

quantum dots does not couple the Zeeman-split sublevels of a quantum dot

orbital state. As the average momenta 〈px〉 and 〈py〉 are zero, one finds that

〈nl↓ |ĤSO|nl↑〉 = 0, where n and l are the quantum numbers of the orbital state.

The effect of spin-orbit interaction manifests itself merely as a perturbation of

the wave functions, for e.g. a spin up state in first order approximated by

|nl↑〉(1) = |nl↑〉+
∑

n′l′ 6=nl

〈n′l′ ↓ |ĤSO|nl↑〉
Enl − En′l′ − EZ

|n′l′ ↓〉 . (2.11)

This implies that the doublet states in a quantum dot are not pure spin up and

down states, but rather admixtures of spin and orbital states [47]. One effect of
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this mixing is that it renormalizes the Zeeman energy of the electrons, observed

as a different effective g-factor.

Another effect, important in the context of spin relaxation, is that the per-

turbed doublet states |nl↑〉(1) and |nl↓〉(1) can be coupled by electric fields,

whereas the fields cannot mix pure spin states. Therefore, fluctuating electric

fields can now contribute to relaxation between the doublet states. This mecha-

nism, being a second order process involving electric fields and spin-orbit coupling,

is not very efficient. Indeed, in experiments on GaAs quantum dots, very long

relaxation times have been observed even approaching ∼ 1 s [41, 48].

In general, fluctuating electric fields could have many sources. Apart from

externally applied fields, one could think of fluctuations of gate potentials, back-

ground charge fluctuations [49], or lattice phonons [50, 51]. The latter are be-

lieved to be the dominating source of spin-orbit induced spin relaxation, and are

therefore extensively studied in theory and experiment. An estimate of the de-

pendence of the resulting relaxation rate on the Zeeman splitting EZ involves the

phonon density of states (∝ E2
Z [52]) and the electric field amplitude from single

deformation or piezo-electric phonons (∝ E
±1/2
Z ). The result is that 1/T1 ∝ E5

Z

for piezo-electric phonons [47] and 1/T1 ∝ E7
Z for deformation phonons. This

dependence of 1/T1 ∝ B5
ext has indeed been observed in experiment [53].

Let us also briefly comment on the effect of spin-orbit coupling on spin de-

phasing. Of course, any spin relaxation implies inevitably also the loss of phase

information on the same time scale, so T2 ≤ T1 always holds. However, as ĤSO

only contains the spin operators σ̂x and σ̂y, one expects to first approximation no

phase randomization due to spin-orbit interaction. Therefore one can say that

dephasing due to spin-orbit coupling takes place with T2 = T1.

2.3.3 Hyperfine interaction

Another effect present in most quantum dot structures is hyperfine interaction.

In materials with non-zero nuclear spin, the electron spins experience a small

magnetic field set up by the magnetic dipole moments of the nuclear spins. If

we zoom in on the interaction between a single electron and a single nucleus, the

vector potential describing this magnetic field reads

A =
µ0

4π

µ̂× r

r3
, (2.12)

where µ̂ is the nuclear magnetic dipole moment, r is the vector pointing from the

nucleus to the electron, and µ0 = 4π ·10−7 N/A2 is the permeability of free space.

This vector potential can be substituted in the Pauli-Schrödinger Hamiltonian
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(2.7), yielding the coupling Hamiltonian

Ĥ =
e~
2m

(∇×A) · σ̂ =
e~µ0

8πm

{
3(µ̂ · r)(σ̂ · r)

r5
− µ̂ · σ̂

r3

}
. (2.13)

As long as the two dipoles are sufficiently far apart (which holds for e.g. elec-

tronic p- and d-orbitals), one can evaluate this interaction straightforwardly by

averaging over the electron wave function. The electrons in s-orbitals however,

like the conduction band electrons in all systems investigated in this thesis, have

a non-zero wave function at the position of the nuclei. The large electrostatic

potential at these points causes the relativistic correction (e2~/4m2c2)(E×A) · σ̂
(see Eq. 2.8) to dominate the electron-nuclear spin-spin interaction instead of

(2.13). The electrostatic potential created by a charged nucleus reads

V (r) =
Ze

4πε0r
, (2.14)

where ε0 = 8.85 · 10−12 C2/Nm2 is the permittivity of free space. With this

potential it is straightforward to calculate the relativistic correction, and after

integrating over s-type wave functions, one finds [54]

ĤHF =
2

3
µ0g0µBγn~Ŝ · Î|Ψ(0)|2, (2.15)

where g0 is the free electron g-factor, γn the nuclear gyromagnetic ratio, Ŝ and Î

the electron and nuclear spin operators, and |Ψ(0)| the magnitude of the electron

wave function Ψ(r) at the position of the nucleus. If a single electron is in

contact with many nuclei, as in the case of a quantum dot, we can sum over the

contributions of all N nuclei, yielding

ĤHF =
N∑

k

AkŜ · Îk, (2.16)

where the Ak denote the coupling constants as in (2.15). In quantum dots in

GaAs 2DEGs typically N ∼ 106, in other structures such as self-assembled dots

and dots in semiconducting nanowires this number can be one or two orders of

magnitude smaller. The coupling constants can be written as Ak = Aν|Ψ(rk)|2
with ν being the volume of a crystal unit cell and A the average hyperfine coupling

constant. The coupling A is independent of N , and is for GaAs A ∼ 90 µeV [54].

As is clear from ĤHF, the state of the nuclear spins affects the electron spin,

but on the other hand, the electron spin can also affect the nuclear spins. Further,

both type of spins being quantum objects, one can also think of quantum effects
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such as entanglement between the electron spin and the nuclear spin bath [55].

These two effects can in principle lead to very rich and complex dynamics. For-

tunately, however, the time scales of typical nuclear field fluctuations and the

manifestation of quantum effects are large compared to those of the electron spin

dynamics. This allows for a semi-classical approximation in which the nuclear

spin bath is treated as an effective magnetic field, ĤHF = gµBBN · Ŝ, where BN

denotes the effective field, also known as Overhauser field.

In the semiclassical description, the nuclear field is maximal when all nuclear

spins are fully polarized. This yields an effective field of Bmax
N = IA/gµB T, where

I is the nuclear spin. In GaAs this would correspond to Bmax
N ∼ 5 T [54]. However,

under most experimental conditions (as in GaAs, when the temperature T &
10 mK and the external field Bext . 12 T), the thermal energy kBT dominates the

nuclear Zeeman splitting by far, and the nuclear spin system is in thermodynamic

equilibrium. The resulting average field is zero, but has a Gaussian distribution

with a width σN = IA/gµB

√
N T: the nuclear field will fluctuate in time and has

a typical magnitude BN ∼ σN . In GaAs quantum dots σN has been measured [37,

38], giving values in the range of a few mT, which agrees with N ∼ 106.

As we explained in Section 2.3.1, an unknown offset in the z-component

of the externally applied magnetic field always leads to dephasing of the elec-

tron spin. A typical z-component of a nuclear field in a quantum dot Bz
N ∼

2 mT changes the precession frequency of the electron by ∼ 107 Hz (using

g = 0.35) and causes the electron spin to pick up an extra phase of π on

a time scale of ∼ 50 ns. As any particular precession frequency added by

the nuclear field is sampled from a Gaussian distribution, the effective qubit

dephasing is best described by averaging the spin precession over this distri-

bution
∫∞
−∞

1√
2πσN

exp{−(Bz
N/
√

2σN)2} cos(gµBBz
N t/~) dBz

N = exp{−(t/T ∗
2 )2},

with T ∗
2 = ~

√
2/gµBσN [56]. For the same parameters as above, this gives

T ∗
2 ∼ 23 ns. Several ways to suppress this rapid dephasing have been proposed,

such as Hahn echo sequences [57], strong polarization of the nuclear system [42],

or measuring Bz
N before operating the quantum dot as a spin qubit [58].

The transverse components of the nuclear fields Bx,y
N are in principle expected

to play a role only for small external fields, Bext . Bx,y
N . In this regime they

can cause transitions between the electron spin up and down states, whereas for

larger fields these transitions are strongly suppressed [37, 38]. However, since the

exact magnitude and orientation of BN depends on the specific set of nuclei that

the electron wave function overlaps with, fluctuating electric fields can cause

Bx,y
N to fluctuate as well. If the frequency of these fluctuations matches the

Zeeman splitting of the electron spin, the nuclear fields can cause electron spin-

flip transitions for larger external fields as well [59].
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Let us now turn to the dynamics of the nuclear fields. Methods to suppress

dephasing, such as a Hahn echo or a measurement of Bz
N , would work perfectly if

the nuclear field BN would be static during the whole experiment. The fact that

the nuclear field also evolves in time reduces their efficiency significantly. The

time scale of the nuclear field fluctuations tnuc is believed to be mainly determined

by two mechanisms [24]: (i) The internuclear dipole-dipole interaction couples the

spins of neighboring nuclei [60, 61]. This leads to an evolution of Bx,y
N on a 100 µs

time scale, and predicts for Bz
N an even slower scale. (ii.a) Due to the hyperfine

interaction, each nucleus also experiences a small magnetic field set up by the

electron, known as the Knight field. The coupling of the z-components of spin

changes Bx,y
N on a 10 µs time scale, Bz

N will only be affected near Bext = 0.

(ii.b) The same hyperfine interaction can also affect BN indirectly. By a virtual

process, two nuclear spins can interact simultaneously with the electron spin,

thereby leaving the electron spin in its original state and in general effectively

modifying BN [62].

Altogether it is believed that BN fluctuates on moderate time scales (tnuc ∼
10 − 100 µs), although the fluctuations of the z-component Bz

N can be much

slower at high magnetic fields. Remarkably, this tnuc does not set the scale of

the dephasing time when applying Hahn echo sequences or measuring the nu-

clear field. The reason is that dephasing not only depends on tnuc, but also on

specific stochastic properties of the nuclear fluctuations. The real dephasing time

solely due to the fluctuations of the nuclear field is hard to calculate, but can be

estimated in various regimes to be 1− 100 µs.

2.3.4 Feedback effects of hyperfine interaction: DNSP

Let us now turn in more detail to the bi-directional nature of the hyperfine

Hamiltonian ĤHF. We rewrite (2.16) as

ĤHF =
N∑

k

AkŜ · Îk =
1

2

N∑

k

Ak

{
2Ŝz Îz

k + Ŝ+Î−k + Ŝ−Î+
k

}
. (2.17)

From the so-called flip-flop terms Ŝ±Î∓ in this representation it is clear that any

hyperfine induced electron spin flip is always accompanied by a nuclear spin flip.

This suggests that non-equilibrium electron spin dynamics in principle can lead

to dynamic nuclear spin polarization (DNSP).

Based on this idea, Overhauser predicted in 1953 that driving the electron

spin resonance (ESR) in a metal would lead to dynamical polarization of the

nuclear spins [63]. If one applies an external magnetic field Bext, the spin-up and

spin-down conduction bands are split by the Zeeman energy. In equilibrium this
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causes the low-energy band to be more populated than the high-energy band. A

perpendicular oscillating magnetic field Bac cos(ωt) matching the ESR condition

~ω = gµBBext causes rapid transitions from spin-up to spin-down and vice versa,

creating a non-equilibrium excess population of the electron spin excited state.

Several processes compete with this ESR driving and try to restore the equilib-

rium situation: they flip electron spins from the overpopulated high-energy band

to the low-energy band. Hyperfine induced flip-flops are one of these processes,

so flip-flops preferably flip an electron spin from high to low energy, leading to a

preferred direction of DNSP. The resulting sign of nuclear polarization is parallel

to the excited electron spin state. This prediction by Overhauser was confirmed

experimentally already in 1956 [64], and since then the Overhauser effect became

a widely used tool to increase the nuclear polarization in metals, e.g. to enhance

NMR peaks in experiment.

One can in principle expect the same kind of mechanism of DNSP in quantum

dots. If there is a process which drives the electron spin out of equilibrium,

causing the spin to populate an excited state, one can expect the build-up of

nuclear polarization parallel to that of the excited electron spin.

Let us briefly explain the direct analogue of Overhauser’s original proposal:

DNSP due to ESR excitation of a doublet state in a single quantum dot (we

investigate this further in Chapter 4 of this thesis). Assuming g < 0 and low

temperatures, the electron spin prefers to be in its ground state |↑〉 (see Fig.

2.7.a). ESR driving of the electron causes a rapid coherent evolution between

|↑〉 and |↓〉 (Fig. 2.7.b) and thereby creates a non-zero probability to find the

electron in its excited state |↓〉. Several relaxation processes compete with the

ESR driving, causing transitions from |↓〉 to |↑〉. In such a process, (i) the excess

↑

↑

(a)

↑

(b)

↑

↑

(c)

ESR HF

S+I−ˆˆ
EZ

nuclei

Figure 2.7: The Overhauser effect in a single quantum dot occupied by a single
electron. (a) In equilibrium the electron occupies its ground state. (b) ESR driving
causes coherent transitions between the two spin states. (c) While relaxing from the
excited state, the electron spin can transfer its angular momentum to one of the nuclei.
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Zeeman energy EZ is absorbed by the leads or by lattice phonons, and (ii) the

excess angular momentum is transferred to the electrons in the leads or, via the

hyperfine coupling
∑

k AkŜ
+Î−k , to one of the nuclei (Fig. 2.7.c). The resulting

nuclear polarization P is again expected to be parallel to the spin of the excited

electrons, that is P < 0.

The Overhauser effect in quantum dots has indeed been observed in ESR

experiments on self-assembled GaAs quantum dots [65], yielding a sign of nuclear

polarization as predicted above. Under optical pumping conditions the same

effect has been observed [66], the actual sign of DNSP then being determined by

the polarization of the pump laser as this sets the spin direction of the optically

excited electrons.

As any build-up of nuclear polarization also changes the Overhauser field

BN acting on the electron, these mechanisms of DNSP can be expected to lead

to complex feedback effects such as bistabilities and hysteresis [37, 67]. Let us

give a simple intuitive example: if ESR excitation ultimately leads to DNSP, the

resulting nuclear field adds to the external field Bext and thereby changes the ESR

condition to ~ω = gµB(Bext + BN). Obviously, this could lead to mechanisms

of nuclear self-tuning or -detuning of the ESR condition. This specific effect is

further investigated in Chapter 4 of this thesis.

However, one could also think of applications of this DNSP, since the nuclear

spin bath in a quantum dot was identified to be the main source of electron

spin dephasing. As mentioned in Section 2.3.3, strong polarization of the nuclear

spins could significantly improve the dephasing time of the electron spin [42]. The

degrees of polarization needed, however, are probably too large to be feasible: to

improve T2 by a factor of 100, a polarization of 99.99 % is needed. Another

way to improve coherence using DNSP could be to narrow the width of the

statistical distribution of nuclear fields σN (the dephasing time scales as ∝ 1/σN).

The strongly accelerated nuclear spin dynamics under conditions of DNSP could

possibly result in a significant narrowing of σN . These considerations motivated

in recent years much experimental and theoretical work on the coupled electron-

nuclear spin dynamics in quantum dots [58, 68, 69].

2.4 Spin valves

A spin valve, which is the subject of Chapter 8 of this thesis, is one of the basic

magnetoelectronic devices [6]. It consists of a small normal metallic island, which

is contacted to two ferromagnetic leads with magnetization directions mL and mR

(see Fig. 2.8.a). If a bias voltage is applied over this system, the current flowing
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through the system creates a spin accumulation in the normal metal island, the

size and direction of which depend on the specific configuration of the two lead

magnetizations.

If the dimensions of the island do not exceed the spin diffusion length in the

metal, this spin accumulation can strongly affect net electron transport properties

such as the conductance of the device. To understand this in simple terms, we

can consider the two simplest cases of lead magnetizations: (i) Suppose the two

leads have parallel magnetization vectors, both pointing ‘up’ (see Fig. 2.8.b).

Both leads then have an electronic density of states at the Fermi level which

is larger for spin up than spin down electrons. The current flowing from the

left lead into the metallic island is therefore carried by a majority of spin up

electrons. Due to the same difference in densities of states in both leads, the

majority spin up electrons can enter the right lead more easily than spin down

electrons, resulting in relatively good conductance. (ii) The two magnetization

vectors are anti-parallel (Fig. 2.8.c). In this case, most electrons arriving at the

interface of the right lead have the ‘wrong’ spin and will be scattered back into

the metallic island. The conductance of the spin valve will thus be suppressed as

compared to the case with parallel magnetizations.

2.4.1 Spin-polarized transport in spin valves

Let us describe the spin-polarized transport through the spin valve more for-

mally. Each FN-contact can be completely characterized by four conductance

parameters: the conductance for spin up electrons G↑↑, the conductance for spin

down electrons G↓↓, and a complex ‘mixing conductance’ G↑↓ = Re G↑↓+iIm G↑↓.

mL

GR

mR

GL

F N F

(a) (b)   parallel alignment

(c)   anti-parallel alignment

mL

mL mR

mR

IV

I

Figure 2.8: (a) A spin valve is a metallic island (N), coupled to two ferromagnetic
reservoirs (F) with magnetization vectors mL and mR. (b,c) The current I for a given
bias voltage V can depend on the relative orientation of mL and mR.
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These parameters are microscopically defined as

Gαβ =
e2

h

∑
mn

{
δmn − rmn

α (rmn
β )∗

}
, (2.18)

where rmn
↑(↓) is the reflection coefficient of the interface for reflection of spin up(down)

electrons from transport channel n to m. The charge and spin currents flowing

through the FN-interface then can be expressed as [70]

Ic = GV − PGm ·Vs

Is = (PGV −GVs ·m)m + 2Re G↑↓m× (Vs ×m) + 2Im G↑↓(Vs ×m),
(2.19)

where we introduced the total conductance G = G↑↑ + G↓↓ and the contact

polarization P = (G↑↑ − G↓↓)/G. Further, V denotes the bias voltage applied

over the contact, m the magnetization vector of the ferromagnet, and Vs the spin

accumulation in the normal metal. Using magnetoelectronic circuit theory [70,

71, 72], one can then derive an expression for the total conductance of a symmetric

spin valve as a function of the angle θ between mL and mR

Gsv(θ) =
G

2

(
1− P 2 tan2 θ/2

α + tan2 θ/2

)
, (2.20)

where the dimensionless parameter α = (2[Re G↑↓]2 + 2[Im G↑↓]2)/G Re G↑↓. As

expected, this function has a maximum at θ = 0 and a minimum at θ = π.

2.4.2 Hyperfine interaction in spin valves

Also in metals, the spins of conduction electrons interact with the nuclear spins

via the hyperfine interaction as introduced in Section 2.3.3. For the case of metal-

lic spintronic devices, two aspects of this interaction have been investigated. (i)

The contribution to electron spin relaxation or dephasing due to the randomly

polarized nuclear spins is believed to be negligible [73], mainly due to the itin-

erant nature of the conduction electrons. Electron spin decoherence in metals is

probably dominated by other processes involving spin-orbit interaction and the

electron-hole exchange interaction [6]. (ii) Under conditions of non-equilibrium

electron spin dynamics, hyperfine interaction can significantly affect the nuclear

spins in a metal, e.g. causing strong dynamical nuclear spin polarization [63].

In Chapter 8 we investigate the coupled electron-nuclear spin dynamics in

the normal metal part of a spin valve. Due to the non-equilibrium electron spin

accumulation in the normal metal part, a significant nuclear polarization can be

built up locally, which in turn can affect the electronic transport properties of the

system. We propose an experiment in which the driven nuclear spin dynamics

will manifest themselves as oscillations in the net current through the spin valve.
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Useful theoretical concepts

In this Chapter we will discuss some of the theoretical concepts we will use in

Chapters 4–8. The methods described here are relatively simple and widely used

in many fields. We will briefly outline the methods, and also discuss some of the

specific issues when applying the methods in the following Chapters.

3.1 Rotating frame

In Chapters 4 and 5 we investigate the coupled electron-nuclear spin dynamics

in quantum dots under conditions of electron spin resonance. As this resonance

is driven by a small oscillating magnetic field, the most convenient description of

the problem is in a reference frame rotating at the same frequency as that of the

oscillating field.

To appreciate this, let us start by considering an electron in the presence

of both a static magnetic field and a perpendicular rotating magnetic field, i.e.

Btot = B0ẑ + B1{cos(ωt)x̂ + sin(ωt)ŷ}. We can transform the corresponding

Schrödinger equation i~ψ̇ = {gµBBtot · Ŝ}ψ to a rotating frame of coordinates

by the substitution ψr = exp{iωŜzt}ψ. In this new basis one readily obtains the

effective Hamiltonian

ĤRF = (gµBB0 − ~ω)Ŝz + gµBB1Ŝx, (3.1)

which is no longer time-dependent.

In experiment however, rather oscillating than rotating fields are used. A

linearly polarized oscillating field B1 cos(ωt)x̂ can be considered as a superposi-

tion of two counterrotating fields, both with amplitude B1/2 and frequency ω.

A common approach, known as the rotating wave approximation, is to disregard

one of those fields and approximate B1 cos(ωt)x̂ ≈ 1
2
B1{cos(ωt)x̂+ sin(ωt)ŷ}. In

27
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terms of the rotating frame Hamiltonian (3.1), this corresponds to neglecting a

field rotating with frequency 2ω.

In the regime of interest, i.e. close to the electron spin resonance condition,

both energies in (3.1) are comparable: gµBB0 − ~ω ∼ gµBB1. As long as B1 ¿
B0, a field with frequency 2ω in (3.1) is far from resonance with the other energies,

and can justly be neglected. If one calculates the effect of this rapidly rotating

component to lowest order [60], one finds that it (i) shifts the resonance condition

to ~ω = gµBB0{1+(B1/4B0)
2} and (ii) has a component∼ 1

2
B1(3B1/8B0)

2 which

is resonant with the eigenstates of (3.1) at the frequency 3ω ≈ gµBB0. Indeed,

both effects can be disregarded in the limit B1 ¿ B0.

3.2 Perturbation theory

In many cases we are interested in effects of small perturbations, such as hyperfine

interaction, on a system which is otherwise in (quasi-)equilibrium. More precisely,

we would like to calculate rates at which this perturbation causes transitions

between the eigenstates of an unperturbed Hamiltonian. To do this, we use the

convenient tool of perturbation theory.

Let us briefly outline how to calculate transition rates form perturbation the-

ory. We consider a system described by the Hamiltonian Ĥ0 which is perturbed

by a small term V̂ . We assume that the system was in an eigenstate |i〉 of Ĥ0

at time t = −∞ and we would like to calculate the transition rate to the state

|f〉, another eigenstate of Ĥ0. We use the Schrödinger equation in the interaction

picture [74] and expand the time evolution operator for the wave function of the

system in powers of V̂ . The first and second order corrections to the probability

amplitude for finding the system in |f〉 can then be expressed as

a
(1)
f (t) =− i

~

t∫

−∞

dτ 〈f | e i
~ Ĥ0τ V̂ e−

i
~ Ĥ0τ |i〉

a
(2)
f (t) =− 1

~2

t∫

−∞

dτ

τ∫

−∞

dτ ′
∑

v

〈f | e i
~ Ĥ0τ V̂ e−

i
~ Ĥ0τ |v〉〈v| e i

~ Ĥ0τ ′V̂ e−
i
~ Ĥ0τ ′ |i〉 ,

(3.2)

where the summation in the second order term is performed over all eigenstates

of Ĥ0. The real probability to find the system in state |f〉 is given by the modulo

square of af (t), and the transition rate from |i〉 to |f〉 is then calculated as the

time derivative Γi→f = ∂t|af (t)|2.
The fact that e−

i
~ Ĥ0t |n〉 = e−

i
~Ent |n〉 for any eigenstate of Ĥ0 (with En the

energy of state |n〉) allows us to explicitly evaluate all integrals. The resulting
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first and second order transition rates for a time-independent perturbation read

Γ
(1)
i→f =

2π

~
|〈f | V̂ |i〉|2δ(Ei − Ef )

Γ
(2)
i→f =

2π

~

∣∣∣∣∣
∑

v

〈f | V̂ |v〉〈v| V̂ |i〉
Ev − Ei

∣∣∣∣∣

2

δ(Ei − Ef ).

(3.3)

The first order rate, also known as Fermi’s golden rule, describes direct transitions

from |i〉 to |f〉 caused by the perturbation V̂ . The delta function represents energy

conservation: a transition is only allowed if the initial and final state have the

same energy. The second order rate describes processes which involve a so-called

virtual state. This rate can dominate if the perturbation does not couple the

states |i〉 and |f〉 directly, or if the first-order transitions would violate energy

conservation.

For the case of hyperfine induced electron-nuclear flip-flops in a quantum

dot, the perturbing terms Ŝ±Î∓ couple states like |↑e↓k〉 and |↓e↑k〉, where the

index e(k) stands for electron(nucleus). Since the electron and nuclear Zeeman

energies differ by three or four orders of magnitude, these states are roughly

split by the electron Zeeman energy. Therefore the first order rate vanishes

and one has to consider second order transitions in which another perturbation

(e.g. interaction with the leads or with lattice phonons) takes care of the energy

mismatch. The total perturbation thus reads V̂ = ĤHF + Ĥenv, where Ĥenv

describes the interaction with the dissipative environment. The relevant terms

in the second order transition rate are then of the kind 〈f | Ĥenv |v〉〈v| ĤHF |i〉.
Let us mention two complications which arise when calculating hyperfine flip-

flop rates in a quantum dot under conditions of electron spin resonance:

1. The operators Ŝ± in the hyperfine flip-flop terms fully consist of transver-

sal electron spin operators, i.e. Ŝ± = Ŝx ± iŜy. In the rotating reference

frame discussed in Section 3.1, these operators will become time-dependent

operators Ŝ±e±iωt.

To implement this time-dependence, we derive a general second order tran-

sition rate for a perturbation consisting of two oscillating components V̂ =

Ĥ1e
iω1t+Ĥ2e

iω2t. After substituting the time-dependence in equations (3.2),

we find the modified second order transition rate

Γ
(2)
i→f =

2π

~

∣∣∣∣∣
∑

v

〈f |Ĥ1|v〉〈v|Ĥ2|i〉
Ev − ~ω2 − Ei

∣∣∣∣∣

2

δ(Ef − Ei − ~ω1 − ~ω2). (3.4)

As can be seen from this expression, an oscillating perturbation effectively

changes the energy splitting of two states that it couples.
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2. In Chapter 5 of this thesis we investigate the effect of the small oscillating

electric field unavoidably accompanying the magnetic driving field in the

experimental setup considered. We include these electrical side-effects by

introducing an oscillating component in the hyperfine coupling parameters,

i.e. Ak → Ak + Ãk cos(ωt). In the rotating frame this now introduces time-

independent flip-flop terms ÃkŜ
±Î∓k .

The two eigenstates of the rotating frame Hamiltonian (3.1) are both mix-

tures of spin up and down. As a result, the operators Ŝ± in the basis of

these eigenstates have non-vanishing diagonal matrix elements, i.e. gener-

ally 〈n| Ŝ± |n〉 6= 0 for an eigenstate |n〉 of ĤRF. This implies that there

exist contributions to the nuclear spin flip rate like Ãk 〈ne ↓k| Ŝ+Î−k |ne ↑k〉,
which are split in energy only by the nuclear Zeeman energy Ek. This could

lead to very small denominators in the transition rates, and therefore also

other small contributions to the electron spin dynamics have to be consid-

ered: there exist dissipative processes which are negligible on the scale B1

of ĤRF, but become relevant on the scale Ek. The correct denominators

are found by using a full propagator Û(t, 0), including the small dissipative

terms, instead of the basic time evolution e−
i
~ ĤRFt in (3.2).

3.3 Stochastics of the nuclear spin dynamics

As explained in Chapter 2, the fluctuating nuclear field in a quantum dot is

believed to be the main source of electron spin dephasing. In Section 2.3.4 we

suggested that the strongly accelerated nuclear spin dynamics in the presence

of dynamical nuclear spin polarization could possibly result in a significant sup-

pression of these fluctuations. In Chapters 4–6 we investigate the nuclear spin

dynamics under conditions of electron spin resonance in a single and double

quantum dot. We calculate the nuclear spin flip rates Γ±(x) as a function of

the nuclear spin polarization x ≡ (N↑ −N↓)/(N↑ + N↓), where N↑(↓) denotes the

number of nuclei with spin up(down) 1. The nuclear spin system is most likely

to be found in one of the stable polarizations x0 defined by Γ+(x0)− Γ−(x0) = 0

and ∂x{Γ+(x)−Γ−(x)}|x0 < 0. In this section we explain how we derive from the

spin flip rates Γ±(x) estimates for the typical magnitude of nuclear field fluctua-

tions around the stable points as well as for the typical switching time between

different stable points.

We consider all possible configurations of the nuclear spin system in the dot as

1In this Section we assume for simplicity nuclei with spin 1/2. In GaAs I = 3/2, which
generally gives rise to extra numerical prefactors in the results.
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discrete points, labeled n, defining n ≡ x/2N , where N = N↑+N↓. To investigate

the stochastic properties we derive a Fokker-Planck equation for the probability

distribution function P(n), starting from a simple master equation

∂P(n)

∂t
= −P(n)[Γ+(n)+Γ−(n)]+P(n−1)Γ+(n−1)+P(n+1)Γ−(n+1). (3.5)

In this equation P(n) gives the chance of finding the system in state n, and Γ±(n)

is the rate at which the spin bath flips from the configuration n to n± 1. We go

over to the continuous limit, justified by the large number of nuclei N ∼ 106 [75],

and expand all functions around n up to second order. We find

∂P
∂t

=
∂

∂n

{
(Γ− − Γ+)P +

1

2

∂

∂n
(Γ− + Γ+)P

}
, (3.6)

a Fokker-Planck equation where all rates Γ± are still functions of n.

We assume that, due to the large number of nuclei, the spin flip rates Γ± do

not change on their full scale when increasing n by only ±1. In the cases we

investigate, the features of Γ± occur on the scale of the width of the resonance

∼ B1 ∼ 1 mT, whereas changing n by ±1 corresponds to A/gµBN ∼ 5 µT.

This implies that |∂nΓ±| ¿ Γ±, which allows us to neglect one of the cross terms

resulting from the last term in (3.6). With this assumption we rewrite equation

(3.6) in terms of the polarization x

∂P
∂t

=
2

N

∂

∂x

{
(Γ− − Γ+)P +

1

N
(Γ− + Γ+)

∂

∂x
P

}
, (3.7)

where now P and all Γ± are functions of x. In this continuity equation, the

right-hand side corresponds to the derivative of a probability flux. In equilibrium

this probability flux must vanish, yielding the equilibrium equation

∂lnP
∂x

= N
Γ+ − Γ−
Γ+ + Γ−

, (3.8)

with the solution

P(x) = exp





x∫
N

Γ+ − Γ−
Γ+ + Γ−

dx′



 . (3.9)

Maxima and minima of this distribution are found at the zeros of the derivative

of the exponent, indeed where Γ+(x)− Γ−(x) = 0.

Suppose the point x0 is one of these solutions corresponding to a maximum of

P(x) (i.e. the second derivative in the point x0 is negative). We then expand the
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exponent of P(x) up to second order around the maximum, giving a Gaussian

approximation for P(x),

P(x) ≈ exp

{ x0∫
N

Γ+ − Γ−
Γ+ + Γ−

dx′ +
N

2

∂

∂x

Γ+ − Γ−
Γ+ + Γ−

∣∣∣∣
x0

(x− x0)
2

}

≡ P(x0) exp

{
− (x− x0)

2

2σ2

}
,

(3.10)

where σ gives the width of the distribution. Using that Γ+(x0)− Γ−(x0) = 0 we

find an expression for σ2 in terms of the nuclear spin flip rates

σ2 =
1

N

(
− ∂

∂x

Γ+ − Γ−
Γ+ + Γ−

∣∣∣∣
x0

)−1

=
1

N

Γ+ + Γ−
∂
∂x

(Γ− − Γ+)

∣∣∣∣∣
x0

. (3.11)

We also would like to estimate the rate ΓA→B at which the nuclear spin system

typically switches from one stable polarization xa to another xb. We do this using

a method initiated by Kramers [76], which we will briefly outline here.

First, we suppose that the two maxima of the probability distribution are

sharply peaked and can be approximated locally by a Gaussian as in (3.10). We

then define PA(B) as the probability to find the system in the neighborhood of

the stable point xa(b), which we approximate by integrating the local Gaussian

approximation over x ∈ [−∞,∞], yielding

PA,B ≈ P(xa,b)
√

2πσa,b. (3.12)

We then define the function Π(x) ≡ ∫ x

−∞P(x′)dx′ giving the probability to find

the system with a polarization smaller than or equal to x. We take the time-

derivative of Π(x) and write, using (3.7),

∂Π(x)

∂t
=

x∫

−∞

∂P(x′)
∂t

dx′ =
2

N

{
γ(x)P(x) +

1

N
D(x)

∂P(x)

∂x

}
, (3.13)

where we use the notations γ(x) ≡ Γ−(x) − Γ+(x) and D(x) ≡ Γ−(x) + Γ+(x).

We use the relation (3.13) to write

b∫

a

∂Π(x′)
∂t

N2

D(x′)
exp





x′∫

0

N
γ(x′′)
D(x′′)

dx′′



 dx′

=

b∫

a

(
2γ(x′)

N
P(x′) +

2D(x′)
N2

P ′(x′)
)

N2

D(x′)
exp





x′∫

0

N
γ(x′′)
D(x′′)

dx′′



 dx′,

(3.14)
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where we take to points a and b close to the two maxima xa and xb. We perform

all integrations and assume again that P(x) is sharply peaked around xa and xb

and that 1/P(x) has a sharp maximum at xmin, where P(x) is minimal. Around

these points, we approximate P(x) and 1/P(x) by Gaussians with corresponding

variances σa,b,min. This finally yields the expression

∂PA

∂t
=

2D(xmin)

N2

(P(xmin)

P(xb)

PB

2πσminσb

− P(xmin)

P(xa)

PA

2πσminσa

)
, (3.15)

which we can interpret as a master equation describing switching between two

stable states

∂PA

∂t
= ΓB→APB − ΓA→BPA. (3.16)

From this we extract e.g.

ΓA→B =
1

πN

√
D(xmin)

D(xb)

√
∂γ

∂x

∣∣∣∣
xb

∂γ

∂x

∣∣∣∣
xmin

exp



−

xmin∫

xa

N
γ(x′)
D(x′)

dx′



 . (3.17)

All parameters in this expression can be written in terms of Γ±(x). If the flip rates

are known, we can thus find estimates for switching rates between the different

stable points.
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Chapter 4

Nuclear tuning and detuning of

the electron spin resonance in a

quantum dot:

Theoretical consideration

We study nuclear spin dynamics in a quantum dot close to the conditions of

electron spin resonance. We show that at small frequency mismatch the nuclear

field detunes the resonance. Remarkably, at larger frequency mismatch its effect

is opposite: the nuclear system is bistable, and in one of the stable states the

field accurately tunes the electron spin splitting to resonance. In this state the

nuclear field fluctuations are strongly suppressed and nuclear spin relaxation is

accelerated.1

1This chapter has been published in Physical Review Letters 100, 056603 (2008).
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4.1 Introduction

Electrons confined in semiconductor quantum dots are being investigated inten-

sively in recent years. Much research is inspired by the possibility to use their spin

to implement qubits, i.e. the computational units in a quantum computer [20].

At present, the main obstacle for this development is the short spin coherence

time T ∗
2 in high-purity quantum dots, measured to be in the ns range [38, 36, 37].

Hyperfine coupling of the electron spin to randomly fluctuating nuclear spins was

identified to be the main source of this fast decoherence [38, 36, 77].

It was shown recently that hyperfine interaction in semiconductor quantum

dots can lead to much richer physics than just dephasing. Various experiments

have demonstrated a set of novel phenomena: random switching between two

stable states [37], current oscillations on a time scale of minutes [33], and strong

hysteresis [67]. All new effects were attributed to hyperfine induced dynamical

nuclear spin polarization (DNSP) resulting from a non-equilibrium electron spin

polarization. The nuclear polarization built up then feeds back to the electron

spin splitting and is thereby observed. Optical excitation of quantum dots exhib-

ited fine mode locking at multiples of the electron spin resonance frequency [78].

The large magnitude of the signal and slow dynamics suggest that DNSP tunes

the resonance in individual dots [66]. Numerical simulations seem to support

this point of view, but do not immediately supply a comprehensive picture of the

underlying physics [79].

These findings triggered ideas to try to make use of the strong feedback [80],

and several experiments were designed to optimize the effect of DNSP [81, 69].

It was observed that in a polarized state the fluctuations of the nuclear field are

strongly suppressed and their relaxation is accelerated. Both effects may result

in a significant improvement of T ∗
2 . On the other hand, controlled DNSP might

open up the possibility of processing quantum information in robust nuclear spin

ensembles [82]. All this feeds intensive research on the coupled electron-nuclear

spin dynamics in quantum dots [83, 68].

Recently, electron spin resonance (ESR) in a double quantum dot [34], has

been used to perform single electron spin rotations. Besides the demonstration

of spin rotations, the experiment gave a clear indication of DNSP. The resonant

response extended to a rather broad frequency interval without any amplitude

reduction. Remarkably, this broadening was asymmetric with respect to the ESR

frequency gµBB0/~. Besides, a significant hysteresis was observed: the response

depended on the sweep direction of frequency or magnetic field, suggesting that

the resonant condition is shifted during the sweep, as if something tunes the elec-

tron splitting. While these effects have been speculatively attributed to DNSP,
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their exact mechanisms are not yet understood.

In this Chapter we present a simple model to study the coupled electron-

nuclear spin dynamics in a single quantum dot close to the ESR condition, as-

suming that the ac driving is sufficiently strong to saturate the resonance. We

find that ESR polarizes the nuclei in a preferred direction. We show that this

results in tuning as well as detuning of the resonance by DNSP, depending on

the mismatch between the driving frequency and gµB|B0|/~: at small mismatch,

the nuclear field built up simply detunes the spin splitting away from ESR. At

larger mismatch, competition between ESR pumping and nuclear spin relaxation

causes a bistability, and in one of the stable states the nuclear field actually tunes

the system back to ESR. With this model, we find a number of recently observed

effects (strong asymmetric hysteresis [34, 67] and a reduction of nuclear field fluc-

tuations and accelerated dynamics [69]), and we provide a clear explanation of

the mechanisms involved. To achieve a quantitative agreement with the experi-

ments, one would have to use more detailed and specific models to account for,

e.g. the presence of two coupled dots [34] or the possibility of substantial electric

contributions to the ESR signal [59].

4.2 Model

In our model, a single electron is confined in a quantum dot with its energy well

below the Fermi levels of the nearby leads. To achieve ESR, one combines a

dc and ac magnetic field, Btot = B0ẑ + B1 cos(ωt)x̂, the ESR condition being

~ω = gµB|B0|. The interaction of the total magnetic field and the electron spin

Ŝ is given by the Hamiltonian Ĥ = −gµBBtot · Ŝ.

It is natural to assume that the ESR frequency mismatch ∆f ≡ ω−gµB|B0|/~
as well as the Rabi frequency B̃1 ≡ gµBB1/~ are much smaller than ω. This

justifies a rotating wave approximation. In a rotating frame, we can write the

Hamiltonian as

Ĥ0 = ~(∆f)Ŝz +
~
2
B̃1Ŝ

x. (4.1)

This Ĥ0 determines the effective electron spin eigenstates in the rotating frame,

|+〉 = cos 1
2
θ| ↑〉 + sin 1

2
θ| ↓〉 and |−〉 = sin 1

2
θ| ↑〉 − cos 1

2
θ| ↓〉, where θ =

π/2 + arctan(2∆f/B̃1). To determine the probabilities ρ± to be in one of the

eigenstates, we have to take into account dissipative processes accompanied by a

spin-flip. Those are due to the coupling to the environment, that very generally

can be represented as

Ĥcoup = Ĥz
e Ŝz +

1

2

{
Ĥ−

e Ŝ+eiωt + Ĥ+
e Ŝ−e−iωt

}
, (4.2)
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Figure 4.1: A quantum dot under ESR conditions. Left: The spin-split levels |+〉 and
|−〉 in the rotating wave approximation. The arrows show the first-order transitions
with a dissipative electron spin-flip (thick) and second-order transitions with a nuclear
spin-flip (thin). Right: The initial and final states of the transitions for the case when
dissipation is dominated by co-tunneling to the leads.

where Ĥz,±
e represent the environmental degrees of freedom coupled to corre-

sponding electron spin components. It is convenient to consider the environment

in the rest frame, while Ŝ is defined in the rotating frame. This makes the cou-

pling explicitly time-dependent. For quantum dots, relevant dissipation mech-

anisms are: (i) electron-hole pair creation in a nearby lead by a co-tunneling

process [84], (ii) spin-orbit interaction with phonons [47], (iii) direct coupling to

phonons perturbed by Zeeman energy. Mechanisms (i) and (ii) can lead to an

electron spin-flip in the z-direction in first order, not causing any nuclear spin

flips. Mechanism (iii) couples only to Sz and therefore it can flip the electron

spin only through a second-order process involving the nuclei [85].

We assume temperatures lower than ~ω. We then find from energy consid-

eration that the terms proportional to Ĥ−
e Ŝ+eiωt dominate the transition rates

between |+〉 and |−〉, since they correspond to the maximum energy transfer

≈ gµB|B0| ≈ ~ω from the dot to the environment (see Fig. 4.1). To find the

steady state probabilities ρ+ and ρ−, we compute these rates and solve the master

equation Γ−r [ω] (−M−+ρ+ + M+−ρ−) = 0, where Γ−r is the maximum relaxation

rate, Γ−r [ω] =
∫ 〈Ĥ−

e (0)Ĥ+
e (τ)〉e−iωτdτ/4~2. For mechanism (i) Γ−r ∝ ω, while

for (ii) Γ−r ∝ ω5. The matrix elements Mαβ ≡ |〈α|Ŝ+|β〉|2 are calculated from

|+〉 and |−〉, and this yields ρ± = 1
2
± cos θ/(1 + cos2 θ). Far from the resonance

(if θ → 0, π) the spin is in the ground state |↑〉 (corresponding with ρ+ → 1 or

ρ− → 1, see Fig. 4.1), while exactly at resonance (θ = π/2) one finds ρ± = 1/2.

This approach is valid provided that the energy splitting in the rotating frame is

sufficiently big, i.e. B̃1 À Γ−r [ω].
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Let us now consider the nuclear spins Î, which are coupled to the electron

spin via hyperfine interaction [54],

Ĥhf =
En

2N

∑

k

{
2Ŝz Îz

k + Ŝ+eiωtÎ−k + Ŝ−e−iωtÎ+
k

}
, (4.3)

where the sum runs over all nuclei. For simplicity we assume that all nuclear spins

are equally strongly coupled to the electron spin, so that the prefactor reduces

to the hyperfine coupling energy (for bulk GaAs IEn ∼ 100 µeV [54]) divided by

the effective number of nuclei N . For quantum dots, this number is big (N ∼
106), and this distinguishes the situation in quantum dots from that of a single

paramagnetic ion [86].

The effect of the hyperfine interaction is twofold. Firstly, the nuclei affect

the electron dynamics via the Overhauser field 〈Iz〉En, that adds to the static

z-component of the external magnetic field. Secondly, the interaction can cause

electron spin flips to be accompanied by flips of nuclear spins. If there is a

preferential direction for these flips, they can be the source of DNSP.

Let us evaluate the rate of the hyperfine induced nuclear spin flips. We keep

in mind that hyperfine interaction by itself cannot cause spin exchange between

the electron and the nuclear system owing to the energy mismatch ≈ ~ω between

the initial and final state. The rate thus arises from a second-order process, the

corresponding amplitude incorporating Ĥcoup and Ĥhf. In principle, there are

six processes capable of flipping nuclear spins. To estimate their relative magni-

tude, we note that the environment favors large positive energy absorption. This

brings us to the conclusion that the dominant process comes from combination

of Ŝ+eiωtÎ− in Ĥhf, and ŜzĤz
e in Ĥcoup (see Fig. 4.1). The corresponding energy

transfer is ≈ ~ω. This means that nuclear spins only flip from the ‘up’ to the

‘down’ state: there is a preferential direction, needed for DNSP.2 The resulting

polarization is negative, P ≡ (N↑−N↓)/N < 0, N↑(↓) being the number of nuclei

with spin ‘up’(‘down’).

The pumping rate is proportional to Γz
r[ω] =

∫ 〈Ĥz
e (0)Ĥz

e (τ)〉e−iωτdτ/~2, ac-

counting for the dissipation of ~ω. For mechanism (i), Γ−r = Γz
r owing to SU(2)

symmetry in spin space. For spin-orbit mechanism (ii), Γ−r and Γz
r are of the

same order of magnitude [47]. The total pumping rate reads

Γp = − Γz
r[ω]E2

n

4N2(~ω)2
N↑

∑

k,l∈{+,−}
Mklρl. (4.4)

We assume P ¿ 1, so that N↑ = N/2 (even small polarizations are enough to

(de)tune the resonance in a wide frequency range). At this stage we incorporate

2Although I = 3/2 in GaAs, this only gives rise to a difference in numerical prefactors.
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the effect of the Overhauser field: it is a simple shift of the frequency mismatch,

and we define the resulting mismatch ∆ = ∆f + IEnP/~. We note that the

validity of the rotating wave approximation now requires |∆| ¿ ω. The matrix

elements in (4.4) and ρ± are now functions of ∆ and the pumping rate assumes

a Lorentzian shape

Γp(∆) = − 5Γz
r[ω]E2

n

32N(~ω)2

1

1 + 8(∆/B̃1)2
, (4.5)

with the same width as e.g. 〈Sz(∆)〉. The numerical factor accounts for I = 3/2

for GaAs. We see that Γp ¿ Γr, provided the Zeeman splitting ~ω exceeds the

typical fluctuations of the nuclear field ~Ω = IEn/
√

N . This sets the limits of

validity of our perturbative approach.

4.3 Results

The resulting nuclear polarization follows from the competition between spin

pumping and intrinsic nuclear spin relaxation characterized by the rate 1/τn. In

terms of P , the balance equation reads

dP

dt
=

2Γp(∆)

N
− 1

τn

P, (4.6)

which is in combination with the Lorentzian in Eq. (4.5) the main result of our

work.

To proceed, let us note that the nuclear relaxation rate is very low, τn ∼
10 s [87]. We express this smallness in terms of a dimensionless parameter α =

(18/5
√

2)(τnΓz
r[ω])−1

√
N(B̃1ω

2/Ω3). As α ∝ B̃1/Γp(0)τn, a small α means that

Γp is sharply peaked compared to the slow relaxation rate 1/τn. Although the

theory outlined is valid for any α, a strong DNSP feedback requires α ¿ 1. We

assume this from now on.

Let us consider detuning first. The natural measure for the frequency mis-

match is the resonance width B̃1/
√

2. If the initial frequency mismatch is small,

∆f/B̃1 . 1, then the weak relaxation stops the building of nuclear polarization

only at significantly large ∆/B̃1 = 2−3/2α−1/3 À 1, that is, far from the resonance

(see Fig. 2a).

Counterintuitively, a larger frequency mismatch results in tuning. If ∆f/B̃1 >

3 · 2−13/6α−1/3, then Eq. (4.6) has three zeros, and the polarization becomes

bistable, as in Fig. 2b. This bistability is preserved till much bigger mismatches,

with upper boundary (∆f)max ≡ B̃12
−3/2α−1. In one of the stable configurations
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Figure 4.2: Two plots of dP/dt normalized by the maximum ESR pumping rate
Ṗmax = 2Γp(0)/N , versus the nuclear polarization P . The circles indicate the stable
configurations. (a) Detuning at small frequency mismatch (∆f = 0). (b) Bistability
and tuning at large frequency mismatch (∆f = 100B̃1). For both plots α = 10−3.

∆ ' B̃1, and the system is tuned to resonance. The other stable state is unpolar-

ized and thus far away from the ESR condition. We stress that the bistability is

asymmetric: if En > 0, as in GaAs (an antiparallel arrangement of electron and

nuclear spins is energetically favorable), the bistability occurs only at ∆f > 0. If

on the other hand En < 0, it occurs only at ω lower than gµB|B0|/~.
Such a bistability implies also hysteretic behavior. Let us adiabatically sweep

the frequency starting at ω < gµB|B0| far from the resonance (see Fig. 3). Upon

increasing ω we first cross gµB|B0| (i.e. the line ∆f = 0), and then get to the tuned

state at ∆f ' B̃1α
−1/3. We remain in this state until the frequency mismatch

reaches (∆f)max, provided that our sweep speed is much smaller than the typical

nuclear spin pumping rate, i.e. ω̇ ¿ 2EnΓp(0)/N~. If we cross (∆f)max, nuclear

relaxation becomes stronger than DNSP: the tuning ceases and the only stable

state is again the unpolarized one, which will be reached on a time scale of τn.

If we then go backwards decreasing ω, we will not get into the tuned state but

remain in the stable unpolarized state.

The overall structure in the (B0, ω)-plane is sketched in Fig. 3, where the

bistability occurs in the gray-shaded region. An experimentally accessible quan-

tity is the width of this region. It is equal to the maximum frequency mismatch

(∆f)max ∝ α−1 ∝ Γz
r[ω]/ω2, so it exhibits dependence on ω. At lower frequen-

cies, mechanism (i) (interaction with the leads) dominates the dissipative spin-

flips and Γz
r[ω] ∝ ω, so that (∆f)max ∝ 1/ω. At larger frequencies mechanism

(ii) takes over, resulting in (∆f)max ∝ ω3. This together implies that (∆f)max

reaches a minimum at a finite ωc. We illustrate this behavior in Fig. 3, choosing

(∆f)max = 0.04 ωc[3(ωc/ω) + (ω/ωc)
3]. The separate contributions of mechanism

(i) and (ii) are indicated with thin dashed lines.
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Figure 4.3: Stability diagram in the (ω, B0)-plane for ESR induced DNSP. Bistability
and tuning to the resonance occur in the gray-shaded region. The arrows show an
adiabatic frequency sweep leading to the tuned state. The dashed lines present the
separate contributions of mechanism (i) and (ii). This diagram qualitatively agrees
with [15], Fig. 2C

Let us give a numerical example supporting the assumptions made. Based on

typical experimental parameters [34], we use τn = 15 s, N = 106, B̃1 = 1.5 mT,

ω = 120 mT and Ω = 5 mT (for |g| = 0.35 [34], 1 mT ≈ 3 · 107 s−1). We

take Γz
r = 2 · 106 s−1, this is in accordance with a lower bound estimate set

by the typical leakage current of 100 fA [34]. We find that α ≈ 1.5 · 10−2, so

it is small indeed, and this suggests strong DNSP. The same set of parameters

gives (∆f)max ≈ 24B̃1, which is much bigger than the resonance width and even

comparable to the driving frequency (∆f)max ≈ 0.3 ω. This gives 40 mT, a

value that agrees well with experimental observations in a double dot ([34], Fig.

2C). The maximum polarization is achieved at the edge of the region, where

Pmax ≈ 7.2 · 10−3, so that P ¿ 1 indeed.

We also investigated both the switching rates between the tuned and the

unpolarized state, and the small fluctuations near these stable states. To estimate

the fluctuations, we use a Fokker-Planck equation for the distribution function of

the polarization P(P ). To derive the equation, we regard the nuclear dynamics

as a random walk on a discrete set of spin values n = 1
2
(N↑ −N↓). The pumping

rate Γp only causes transitions from n to n− 1, while the spin relaxation causes

transitions in both directions with almost equal rates (1/2τn)N↑,↓ À Γp. We go to

the continuous limit, justified by the large number of nuclei (∼ 106) to obtain [75]

∂P
∂t

=
∂

∂P

{
P

[
1

τn

P +
2

N
Γp

]
+

∂

∂P
P 1

Nτn

}
. (4.7)

From the steady state solution of (4.7) we evaluate the small fluctuations around

the unpolarized and tuned states. While 〈(∆P )2〉unp = 1/N is not affected
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by ESR, the fluctuations in the tuned state are suppressed roughly by a fac-

tor α−1 (67 for the numerical example), more precisely 〈(∆P )2〉tun = 1
2
α{q3(1−

q)}−1/2 〈(∆P )2〉unp , where q ≡ ∆f/(∆f)max ∼ 1. Importantly, this factor also

determines the acceleration of the nuclear dynamics: the local nuclear spin relax-

ation time in the tuned state, τ tun
n , is shorter than τn by the same factor.

This quenching of the fluctuations is also a justification for neglecting them. If

the fluctuations would have been fully developed, one could only neglect them if

the resonance width B̃1 À Ω. Since the fluctuations are suppressed, this condition

is now achieved at much smaller driving fields B̃1 À Ω
√

α. The same condition

guarantees that spontaneous switching between the tuned and unpolarized state

occurs with an exponentially small rate. We evaluate this rate from (4.7) with

Kramers method [75] to obtain

Γt→u =
1

2πτ tun
n

exp

(
− B̃2

1

4Ω2α
f(q)

)
, (4.8)

where f(q) = arctan
√

q−1 − 1−
√

q(1− q) ' 1. The values from our numerical

example give 1/Γt→u ' 4 s at q = 1
2
. The inverse rate Γu→t is yet smaller, so that

if the dot has switched to the unpolarized state, it is unlikely to switch back by

itself. One would have to make again a frequency sweep as described above.

4.4 Conclusion

To conclude, we have investigated DNSP under ESR conditions to find both de-

tuning and bistability-related tuning of the resonance. The simple model in use

explains qualitatively a set of recent experimental findings. The authors gladly

acknowledge useful communications with F.H.L. Koppens, L.M.K. Vandersypen,

M.S. Rudner, L.S. Levitov, D.R. Yakovlev and D.J. Reilly. This work was sup-

ported by the Dutch Foundation for Fundamental Research on Matter (FOM).
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Chapter 5

Multiple nuclear polarization

states in a double quantum dot

We observe multiple stable states of nuclear polarization and nuclear self-tuning

over a large range of fields in a double quantum dot under conditions of elec-

tron spin resonance. The observations can be understood within an elaborated

theoretical rate equation model for the polarization in each of the dots, in the

limit of strong driving. This model also captures unusual features of the data,

such as fast switching and a ‘wrong’ sign of polarization. The results reported

enable applications of this polarization effect, including accurate manipulation

and control of nuclear fields.1

1This chapter has been published in Physical Review Letters 103, 046601 (2009).
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5.1 Introduction

Great experimental progress in the last decade enabled the confinement, initial-

ization and read-out of single spins in quantum dots [41, 40]. Controlled coher-

ent single-spin rotations — a key ingredient for quantum manipulation — were

demonstrated recently using the electron spin resonance (ESR) [34, 35, 59, 65, 88].

The weak hyperfine coupling of the electron spin to the nuclear spins in the host

material appeared to be of great importance in this field. It was identified as the

main source of qubit decoherence and provides a significant hybridization of the

spin states [37, 36, 77]. This has stimulated intensive theoretical and experimental

research focusing on nuclear spin dynamics in quantum dots [38, 58, 67, 89, 69, 90].

Overhauser pointed out already in the the 1950s [63, 86] that ESR may pro-

vide the buildup of significant nuclear spin polarization. Indeed, most ESR ex-

periments on quantum dots, aimed at demonstrating electron spin rotations, also

clearly demonstrated dynamical nuclear spin polarization (DNSP) [34, 35, 59, 65].

For ESR driving of a single spin in an almost isolated quantum dot, or an

ensemble of such dots, the scenario is similar to that of the usual Overhauser

effect: the direction of DNSP is parallel to the spin of the excited electrons [63, 86]

(see also Chapter 4 of this thesis). Recent ESR experiments on self-assembled

quantum dots have confirmed this picture [65], and a similar reasoning holds for

spin experiments with optically pumped dots [66]. In some cases, a bistability

has been observed: under the same conditions, the nuclear spins in the dot can

be either polarized or unpolarized [67].

However, several issues can complicate the situation. In recent ESR experi-

ments in double quantum dots [34, 35, 59] (i) electrons participate in transport

during ESR driving, and (ii) there can be different nuclear spin dynamics in the

two dots. Furthermore, a driving magnetic field is in practice accompanied by an

electric field which modulates the electron-nuclear spin coupling at the resonance

frequency [59]. All this makes a straightforward extension of existing models

(as the one presented in Chapter 4) impossible and promises richer and more

interesting physics, which we indeed reveal.

In this Chapter, we report a study of ESR in a double quantum dot focus-

ing on DNSP. We have observed multiple stable states of nuclear polarization

(up to four states), not seen in single-dot experiments, nuclear self-tuning to the

ESR condition over a large range of magnetic fields (& 100 mT), and a sign of

DNSP opposite to that following from the Overhauser argument. We identify the

most probable mechanism governing DNSP and present a theoretical model ex-

plaining our findings. The results reported enable applications of this self-tuning

effect, including accurate manipulation and control of the nuclear polarization
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(see Chapter 6 of this thesis) and use of this for improving the electron spin

coherence time, possibly by orders of magnitude.

5.2 Experimental observations

The double quantum dot system is electrostatically defined in a two-dimensional

electron gas, located 90 nm below the surface of a GaAs/AlGaAs heterostructure,

by applying negative voltages to metal surface gates. The dots are tuned to

the Pauli spin blockade regime [91, 92], where the transport sequence of charge

states is (1, 1) → (0, 2) → (0, 1) → (1, 1), (n,m) denoting the charge state with

n(m) excess electrons in the left(right) dot. The current through the double dot

depends on the spin orientation of the electrons in the (1, 1) state since the only

accessible (0, 2) state is a spin singlet (Fig. 5.1).

Magnetic spin resonance is achieved by sending an alternating current through

a coplanar stripline (CPS) which lies on top of the surface gates, separated by

a thin dielectric layer. This current produces a small oscillating magnetic field

B1 ' 1 mT perpendicular to the external magnetic field B0 ' 100 mT. The ex-

perimental data are obtained with the same device and in the same measurement

run as the data presented in Ref. [34]. The difference is that the device is tuned

Lead
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µ
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Γ
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Γ
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∆
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Figure 5.1: Double dot setup. (a) The double quantum dot is coupled to two leads.
Due to a voltage bias, electrons can only run from the left to the right lead, imple-
menting the transport sequence (1, 1) → (0, 2) → (0, 1) → (1, 1). (b) Energy diagram.
The four possible (1, 1) states differ in spin projections on the quantization axes (red
arrows). Under ESR conditions the axes can be different in the two dots and do not
coincide with the direction of the external magnetic field. These states are coherently
coupled (green arrow) to the (0, 2) singlet that decays quickly (broadened line), leaving
the system in (0, 1).
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to a higher interdot tunnel coupling and coupling to the right lead.

When we apply a continuous wave RF current with fixed frequency ω to the

CPS and sweep the external magnetic field B0 passing the resonance condition

B0 = Bres ≡ ~ω/gµB, we make a remarkable observation. One would expect that

the resonance manifests itself as a peak in the current [34]. Indeed, if the external

field is swept from low to high values, the current jumps up upon achieving the

resonance condition. Unexpectedly, this resonant response extends over a wide

range of magnetic fields, that exceeds Bres by a factor of 2 (see Fig. 5.2a upper

panel). If the field is swept in opposite direction (Fig. 5.2a lower panel), the

current remains low till B0 is several mT above Bres. This indicates a strong hys-

teresis for B0 > Bres, whereas the hysteresis below Bres is much less pronounced.

Another unexpected observation is made at fixed B0 ≈ Bres. Instead of a

single value of the current corresponding to the maximum value of the ESR

satellite peak, we observe clearly distinguishable multiple stable values of the

current. Switching between these values gives rise to a random telegraph signal

(RTS) with time scales ranging from seconds to minutes. Typical time-resolved

measurements of the RTS are presented in Fig. 5.2b for three different values of

the energy level detuning ∆LR (Fig. 5.1).

We associate both the hysteresis and RTS with DNSP induced by the non-

equilibrium electron spin dynamics under conditions of ESR and transport in the

dots. Nuclear polarization is known to provide an extra effective magnetic field

BN acting on the electron spin [63, 86]. Where high current is observed in the

hysteresis region, this extra field should be such that the total field B0 + BN ≈
Bres, i.e. the nuclear field ‘tunes’ the system to the resonance condition (compare

Chapter 4). Low current indicates that the total field B0 + BN significantly

deviates from Bres: the nuclei are unpolarized. Both polarized and unpolarized

states are stable in the interval of hysteresis. Fluctuations of any kind could

provide spontaneous switching between stable states, leading to the RTS.

A number of experimental details does not fit into this simple picture. Firstly,

there are multiple values of the current observed, three are clearly visible in Fig.

5.2b (labeled A-C). This implies multiple stable states of nuclear polarization

with a total field close to Bres. Actually, we think that the RTS traces provide

evidence for the existence of a fourth state. There is a number of current dips

observed (labeled D) too big to be statistical fluctuations. We interpret those

dips as signatures of a fourth state that decays on the scale of a second, i.e.

different from state A, which decays on a larger time scale. Secondly, switching

between the different current levels is rather fast. The nuclear spin dynamics are

known to be slow, with a typical relaxation time τn ∼ 15 s [37, 89, 69]. If the

current is a direct measure of the nuclear polarization, then why is the duration
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Figure 5.2: (a) Magnetic field sweeps for ω fixed at 350 MHz. Upper panel: magnetic
field sweep from low to high values resulting in an ESR peak width exceeding 100
mT. Lower panel: sweep in the opposite direction, showing a much narrower ESR
peak. Another peak is observed at zero field which manifests the mixing of the four
(1,1) states by the fluctuating nuclear fields [34, 37]. An offset of ∼ 7 mT of the
external magnetic field due to the superconducting magnet is compensated for in both
traces. The nominal resonance condition Bres = ~ω/gµB is met at B0 ≈ 71 mT for
ω = 350 MHz and g = 0.35 [34] (see dashed line). Note that in both traces the
nuclear bath is unpolarized at the onset of electron spin resonance (see Section 5.6).
(b) Multiple values of the current through the double dot approximately at resonance.
The current switches between at least three stable values on a time scale of seconds
to minutes. The three panels correspond to three different values of the energy level
detuning ∆LR (increasing from the bottom to the upper panel). The values given for
∆LR may have a constant offset, as photon assisted tunneling processes broaden the
interdot transition which makes it difficult to separate resonant and inelastic transport.
In both (a) and (b) the lowest value of current was subtracted as offset. The data in
(b) were taken for a larger Γin and Γout than the data in (a).
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of the switching events so short? A third point is the sign of the polarization.

Usually, in ESR experiments the dominating mechanism of DNSP is described

by the Overhauser effect: the ESR excitation drives the electron spin(s) out of

equilibrium, and hyperfine induced electron-nuclear spin exchange is one of the

mechanisms contributing to electron spin relaxation. As reasoned by Overhauser,

on grounds of spin conservation, the direction of nuclear polarization should be

parallel to the spin of excited electrons, whatever its orientation is with respect

to the magnetic field applied. This is the case for most DNSP experiments,

e.g. [34, 65, 67]. Given the negative g-factor and positive hyperfine coupling in

GaAs [54], this would give a BN parallel to B0 (see Chapter 4). In our experiment,

its direction is clearly opposite, as high current is seen for B0 > Bres. All three

points are captured by the theory given below.

5.3 Model

The electron spin Ŝ and nuclear spins Îk in each dot are coupled by hyperfine

interaction [54]

Ĥhf =
1

2

∑

k

Ak

{
2Ŝz Îz

k + Ŝ+Î−k + Ŝ−Î+
k

}
, (5.1)

where the sum runs over all N ∼ 106 nuclei in the dot. The energy Ak is pro-

portional to the probability to find the electron at the position of nucleus k,

Ak ' 10−10 eV. With an external field applied in the z-direction, the ‘flip-flop’

terms Ŝ±Î∓k provide spin exchange between the electrons and nuclei. Owing to

energy conservation, these exchange transitions must be second-order processes

involving a mechanism supplying or absorbing the excess Zeeman energy. Con-

ventionally, the electron-nuclear spin exchange is due to the time-independent

hyperfine coupling Ak. However, as recently has been pointed out [34, 59], in

this setup a significant a.c. electric field moves the electrons in the dots with

respect to the nuclei. This can be accounted for by introducing a time-dependent

component in the hyperfine coupling Ak → Ak + Ãke
iωt + Ã∗

ke
−iωt. We estimate

that under the present conditions Ãk/Ak ' 0.1 [59, 93].

We have considered six candidate mechanisms for DNSP (see Section 5.6.3),

assuming a saturated ESR. We concluded that the dominant one involves the

time-dependent hyperfine coupling, which allows for ’photon assisted flip-flops’.

These flip-flops not have a preferred direction set by a large energy mismatch:

now the spin asymmetry is now provided by internal spin relaxation causing the

spin ground state (parallel to the external field) to be more populated than the

excited state.
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The theoretical consideration includes the following steps: (i) We consider

the four (1, 1) states using a rotating wave approximation, assuming a saturated

ESR and a negligible exchange splitting, i.e. min{t, t2/∆LR} ¿ B1, BN . The

eigenstates in a rotating frame are mixtures of spin-up and spin-down states,

with a mixing angle θL,R = 1
2
arctan{B̃L,R/2fL,R} which can be different in both

dots (see Fig. 5.1), due to e.g. different coupling of the electrons to the CPS. The

Rabi frequency in each dot B̃L,R ≡ gµBB
(L,R)
1 /~ gives the width of the saturated

resonance, and the ESR frequency mismatch fL,R ≡ |gµB(B0 + BL,R
N )/~| − ω

depends on the nuclear polarization in each dot. (ii) We evaluate the transition

rates between these states to obtain their quasi-stationary population and the

current through the double dot. We include tunneling (characterized by Γs =

t2/Γout ' 1 − 10 MHz) and single electron spin relaxation (c.f. Chapter 4) (∝
Γr ' 1 MHz at zero temperature, which will be enhanced by a thermal factor

kBT/gµBB0 ≡ ξ ' 5, in accordance with a lower bound estimate set by the

typical leakage current of 100 fA). This approach is valid in the limit B̃ À
Γs,r. (iii) We compute the rates of hyperfine-induced spin exchange. In the first

approximation we find rates symmetric with respect to nuclear spin, their scale set

by Γ2 ' Ã2
k/(64~2ξΓr) ∼ 0.5 Hz. Being symmetric, these rates do not contribute

to DNSP. They merely enhance the relaxation of the nuclear fields. (iv) The

small spin-asymmetric part of these rates Γ1 ' 5
3
(Ãk/8~B̃)2(Γs/ξ) ∼ 10−2 Hz,

due to electron spin relaxation, introduces a preferential direction of nuclear spin

pumping in each dot. (v) We construct equations of motion for the effective

nuclear fields BL,R
N and analyze the stable states of nuclear polarization given

by dBL,R
N /dt = 0. (vi) We use a Fokker-Planck equation to give a qualitative

analysis of fluctuations of nuclear polarization and switching rates between the

stable states.

5.4 Results

The evolution equation for BL
N thus found reads

dBL
N

dt
= −Γ1BovP (θL,R)−

{
1

τn

+ Γ2R(θL,R)

}
BL

N , (5.2)

and the equation for BR
N is obtained by permutation of L and R. The field Bov

is the Overhauser field of full polarization, Bov ≈ 5 T for GaAs. The functions P

and R are dimensionless functions giving the functional dependence of the reso-

nant nuclear spin pumping (P ) and resonantly enhanced nuclear spin relaxation

(R) on the mixing angles and on Γs/ξΓr, and have a maximum ∼ 1. While R is

roughly Lorentzian-shaped, the function P is zero far from resonance θ → {0, π},
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reaches maximum at |f | ' B̃, and falls off to zero again at the resonance θ = π/2.

This resonant dip is due to the vanishing of electron spin polarization at the sat-

urated resonance. In Eq. (5.2), the terms proportional to −BN give nuclear spin

relaxation: the first term presents the usual τn while the second term gives a reso-

nant enhancement owing to spin exchange with electrons. Nuclear spin pumping

is given by Γ1BovP (∼ 50 mT/s, much faster than the sweep rate in Fig. 5.2a),

with a sign opposite to that following from the Overhauser reasoning: spin ex-

change under conditions of electron transport is mostly due to electrons polarized

along the direction of the external field. The shape of a typical pumping curve

is shown in Fig. 5.3.

We are now also able to understand the extended interval of hysteresis: ESR

response can be observed as long as there exist stable solutions of dBN/dt = 0

close to resonance. Eq. (5.2) determines the interval of hysteresis as Bres . B0 <

Bres + |Bmax
N |, where the maximal nuclear field is Bmax

N = −BovΓ1/(Γ2 + τ−1
n ).

Using the parameters as estimated above we find that Γ2τn ∼ 10.

It is the two-peak shape of the pumping curve that is responsible for the

multiple stable states of nuclear polarization, even at the edge of the hysteresis

interval. If B0 ≈ Bres (Fig. 5.3, green curve), there are four stable states for the

double dot system. This is represented in Fig. 5.4a, where the circles indicate the
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Figure 5.3: (a) Time-derivative dBL
N/dt at the edge of the hysteresis interval B0 ≈

Bres (green) and in the middle of the interval B0 ≈ Bres + 0.5 |Bmax
N | (blue). (b,c)

Close-up at resonance. The curves consist of the usual relaxation (linear slope) which
is resonantly enhanced (dashed lines), and spin pumping that adds a two-peak shape
near the resonance. The circles indicate the stable states of nuclear polarization. We
used Γ1/Γ2 = 0.043, Γ2τn = 5, θR = 0, ξΓr/Γs = 0.75, and assumed equally strong
coupling Ãk of all nuclei to the electron.
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Figure 5.4: Stable polarizations in the plane (BL
N , BR

N ), for the cases (a) B0−Bres ∼
B1 and (d) B0 −Bres ∼ 0.5 |Bmax

N |. A contour plot of the current is included, the gray
shade indicating the region with highest current. Switching between the stable points
gives rise to RTS as presented in (b) and (c). A qualitative difference is that the point
e in (d) is ‘isolated’, i.e. having switched to e, the system will never switch back. In (a)
an asymmetry in B̃L,R and NL,R is included, resulting in four different current levels
for a-d, whereas (d) is plotted assuming a symmetric double dot. Note the different
scales at the axes in (a) and (d). The same plots (a) and (d) can be found in Section
5.6.5 where we included the local nuclear spin dynamics as a vector field.

stable points in the plane (BL
N , BR

N). It is now clear how, even close to B0 = Bres,

the system can have four stable states with different current. A rough estimate

for the duration of the switching between those states is the typical distance

(∼ B1) over the local speed of the spin dynamics (∼ Γ1Bov), giving ∼ 10−2 s,

which explains the fast switching. A typical time trace in this case will look like

Fig. 5.4b, which is to be compared with Fig. 5.2b.

When increasing B0, both dots will develop a separate third unpolarized stable

state (Fig. 5.3, blue curve), giving as many as nine stable points, as presented in

Fig. 5.4d. At higher fields the unpolarized state (labeled e) will become isolated
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from the other stable states: if the system switches to e, it will never switch

back (see Fig. 5.4c). This also has been observed in experiment (see Chapter

6). When subsequently sweeping back from high to low field, the barrier for

switching back from e to a high-current state is again gradually lowered. When

the typical switching time becomes comparable to the time scale of the sweep,

one can expect the current to switch to a high value (Fig. 5.2a, lower panel).

From Eq. (5.2) we construct a two dimensional Fokker-Planck equation to

study the stochastic properties of the polarizations in more detail. Importantly,

due to the accelerated dynamics, the fluctuations around all polarized states

are suppressed as 〈(∆BN)2〉/Ω2 ≈ (B1/|Bmax
N |), Ω2 ≡ (Ak/gµB)2N being the

field variance in the unpolarized state. Using Kramers’ method [75] we derive

an expression for the switching rates between the stable states. All rates have

the exponential dependence Γsw ∝ exp{−αB1|Bmax
N |/Ω2}, where α is a numerical

factor: the rates are suppressed exponentially with a power ∼ B2
1/〈(∆BN)2〉 À 1.

This exponential dependence explains the large RTS time scale as well as the

strong variation with ∆LR in Fig. 5.2. We calculated the exponent explicitly for

Γsw from a to d in Fig. 5.4d. We used Γ2τn = 10, Γs/ξΓr = 16
15

, and B0 − Bres =

0.5 |Bmax
N | and found that α ≈ 0.72.

5.5 Conclusion

To conclude, we have observed multiple nuclear polarization states and locking

of the ESR condition over a large range of magnetic fields in a double quantum

dot under ESR. We presented a theoretical model that captures the existence of

these phenomena and their unusual features as fast switching and a ‘wrong’ sign

of DNSP. We acknowledge useful discussions with M. Laforest. This work was

supported by the Dutch Foundation for Fundamental Research on Matter.

5.6 Appendix

5.6.1 Sample

The experimental data presented are obtained with the same sample as used in

reference [34]. A device with the same gate pattern as used in the experiment

is shown in Fig. 5.5a. The two coupled semiconductor quantum dots are defined

by surface gates (Fig. 5.5a) on top of a two-dimensional electron gas (2DEG).

The oscillating magnetic field that drives the spin transitions is generated by

applying a radio-frequency (RF) signal generated by a Rohde & Schwarz SMR40
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Figure 5.5: ESR device. (a) Scanning electron microscope (SEM) image of a device
with the same gate pattern as used in the experiment. The Ti/Au gates are deposited
on top of a GaAs/AlGaAs heterostructure containing a two-dimensional electron gas 90
nm below the surface. White arrows indicate current flow through the two coupled dots
(dotted circles). The directions of the external magnetic field and the ac magnetic field
are indicated. (b) SEM image of a device similar to the one used in the experiment. The
termination of the coplanar stripline is visible on top of the gates. The gold stripline has
a thickness of 400 nm and is designed to have a 50 Ω characteristic impedance, Z0, up
to the shorted termination. It is separated from the gate electrodes by a 100-nm-thick
dielectric (Calixerene).

source to an on-chip coplanar stripline (CPS) which is terminated in a narrow

wire, positioned near the dots and separated from the surface gates by a 100-nm-

thick dielectric (Fig. 5.5b). The current through the wire generates an oscillating

magnetic field B1 at the dots, perpendicular to the static external field B0 and

slightly stronger in the left dot than in the right dot.

The GaAs/AlGaAs heterostructure from which the samples were made was

purchased from Sumitomo Electric. The 2DEG has a mobility of 185×103 cm2/Vs

at 77 K, and an electron density of 4-5× 1011 cm−2, measured at 30 mK with a

different device than used in the experiment.

Background charge fluctuations made the quantum dot behavior excessively

irregular. The charge stability of the dot was improved considerably in two ways.

First, the gates were biased by +0.5 V relative to the 2DEG during the device

cool-down. Next, after the device had reached base temperature, the reference

of the voltage sources and I/V converter (connected to the gates and the 2DEG)

were biased by +2 V. This is equivalent to a −2 V bias of both branches of the

CPS, which therefore (like a gate) reduces the 2DEG density under the CPS.

The measurements were performed in a Oxford Instruments Kelvinox 400 HA

dilution refrigerator operating at a base temperature of 35-40 mK.
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5.6.2 Measurements

In both traces in Fig. 5.2a, the nuclear bath is unpolarized at the onset of elec-

tron spin resonance. In the case of the upper panel, B0 is swept just before the

measurement from 300 mT to −20 mT in about 40 s. During this sweep the

nuclear field relaxes (typical relaxation time τn ∼ 10 s) or is even actively depo-

larized. Residual polarization would be indicated by a shift of the zero field peak

and the onset of ESR response to a nominal non-resonant magnetic field, which

is both not observed. In the case of the lower panel the magnetic field is swept

from low to high magnetic field (to 300 mT) just before recording the trace. In

this case there could be polarization still present at the beginning of the trace,

however in that case that polarization relaxes much faster than the sweep rate of

60 mT/min, such that when reaching the resonant field the nuclear spin bath is

equilibrated.

5.6.3 Candidate mechanisms

Here we describe how we identify the dominating process of hyperfine induced

nuclear spin flips. The ‘flip-flop’ terms Ŝ±Î∓k in the hyperfine Hamiltonian are

responsible for the exchange of spin between the electron and the nuclei. How-

ever, as the nuclear Zeeman splitting is 3 or 4 orders smaller than the electron

splitting [24], the states coupled by Ŝ±Î∓k are roughly gµBB0 apart in energy.

Therefore, spin exchange is only allowed in a second-order process in which some

other mechanism supplies or absorbs the excess Zeeman energy.

This energy difference may (i) be dissipated by an environment (see Chap-

ter 4), or (ii) be given to an electron tunneling out of the dot. In case (i) the

environment, at sufficiently low temperatures, can only absorb energy, so that

the electron Zeeman energy can only be reduced. This results in the same sign

of DNSP as with the usual Overhauser effect [63]. In case (ii), owing to a voltage

bias much larger than the Zeeman energy, the change of energy in the course of

a spin-flip can be of either sign. In this case, a preferential direction of DNSP

will be determined by some other spin asymmetry of the system. Such an asym-

metry may arise from either (ii.a) a difference in spin-flip rates for different spin

directions (e.g. due to different overlap between initial and final states), or (ii.b)

different populations of the states with different spin directions (e.g. due to in-

ternal relaxation processes or differing decay rates).

Apart from these three mechanisms, there are two more options to choose

between: as mentioned above, the a.c. electrical component of the exciting field

B1 moves the electrons in the dots with respect to the nuclei, and this we account
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for by introducing a time-dependent component in the hyperfine coupling. The

time-dependent and time-independent couplings will give rise to different flip

rates, so this gives us in total six candidate mechanisms.

Let us first decide on the relative contributions of the time-dependent and

time-independent hyperfine couplings, Ak and Ãk. We compare the strength of

second order transition rates, in both cases proportional to the coupling amplitude

square and inversely proportional to the energy square of the virtual state. While

for the time-independent coupling this energy is the electron Zeeman energy EZ ≡
gµBB0, it is a much smaller energy for the resonant time-dependent coupling,

involving the a.c. resonant magnetic field Erf ≡ gµBB1. Therefore we have to

compare the factors (Ak/EZ)2 and (Ãk/Erf)
2. We estimate that for our conditions

Ãk/Ak ' 0.1 and Erf/EZ = B1/B0 ' 0.01, and conclude that the time-dependent

coupling dominates.

To decide upon the other three options mentioned above, we have to compare

the spin exchange rates involving electron tunneling, characterized by the broad-

Ak or Ak
energy

mismatch
asymmetry

~

Ak

tunneling overlap

relaxationAk
~

overlap

relaxation

tunneling

environment

environment

environment

environment

Figure 5.6: Overview of all mechanisms considered and the corresponding estimates
for the nuclear spin pumping rate. The two key ingredients for spin pumping are dissi-
pation of the energy mismatch and an asymmetry in spin giving a preferred direction
for nuclear spin flips. Furthermore, we considered both the effect of Ãk and Ak, i.e.
time-dependent and time-independent hyperfine coupling. We conclude that, under the
present experimental conditions, the dominant mechanism involves time-dependent hy-
perfine coupling, energy dissipation by electron transport and internal spin relaxation
causing an asymmetry in the populations of the electron spin states.
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ening of the (0, 2) singlet ~Γout and the typical decay rate of the (1, 1) singlet

Γs ' t2/Γout, and internal spin relaxation within the dots, characterized by a

rate Γr[ε], ε being the energy dissipated. For mechanism (i) we find the scale

(Ãk/Erf)
2Γr[Erf], i.e. spin relaxation dissipates the remaining energy difference

∼ Erf. In case (ii) the energy is dissipated during tunneling, which takes place

with a rate ∼ Γs, giving a scale for the nuclear spin flip rate of (Ãk/Erf)
2Γs. This

rate however is symmetric in spin direction, so to find a preferred direction of

DNSP we need to include an asymmetry: (ii.a) The states are split by ∼ Erf, so

decay to the broadened (0, 2) singlet introduces a relative difference of∼ Erf/~Γout

in the rates, setting the scale of the DNSP rate ∼ Ã2
kΓs/Erf~Γout. (ii.b) Internal

spin relaxation competes with tunneling processes, causing an asymmetry in the

population probabilities of the states of ∼ Γr[EZ ]/Γs resulting in (Ãk/Erf)
2Γr[EZ ]

for DNSP. In Fig. 5.6 we give a schematic representation of these considerations.

We show all mechanisms investigated and give the corresponding estimates of the

scale of nuclear spin pumping.

We estimate Ãk ∼ 10−11 eV, Erf ∼ 10−8 eV, Γs ∼ 10 MHz, ~Γout ∼ 10−4 eV

and Γr[EZ ] ∼ 100× Γr[Erf] ∼ 1 MHz, resulting in the estimates for the scales of

DNSP rate (i) 10−2 Hz, (ii.a) 10−4 Hz, and (ii.b) 1 Hz. Based on this argument

we conclude that mechanism (ii.b) dominates: electric field assisted hyperfine

flip-flops involve the absorption and emission of photons with energy ~ω. Close

to resonance this effectively reduces the energy mismatch of the states involved

in a flip-flop from gµBB0 to the energy scale of the ESR driving gµBB1. Since

this energy mismatch is too small to result in a significant nuclear spin pump-

ing rate based on a standard Overhauser argument, another spin asymmetry is

needed. Internal electron spin relaxation provides this asymmetry: it causes the

electron spin ground state to be (slightly) more populated than the excited state.

This difference in populations combined with photon assisted hyperfine flip-flops

(which do not have a preferred direction) results in DNSP parallel to the spin of

the electron ground state.

5.6.4 Theory

Here we will elaborate further on the six steps of the theoretical consideration as

sketched in Section 5.3.

(i) The Hamiltonian for the electron spin operators ŜL,R in the rotating wave

approximation reads

Ĥ = −~fLŜz
L − ~fRŜz

R +
~
2

(
B̃LŜx

L + B̃RŜx
R

)
, (5.3)

L(R) referring to the left(right) dot. The rotating wave approximation is justified
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by B̃, |f | ¿ ω. The eigenstates of Ĥ form the basis {|+〉L , |−〉L}⊗{|+〉R , |−〉R},
with |+〉 = cos θ |↑〉 + sin θ |↓〉 and |−〉 = sin θ |↑〉 − cos θ |↓〉, where the mixing

angle is θL,R = 1
2
arctan{B̃L,R/2fL,R}.

(ii) The master equation includes the decay and relaxation rates, and is justi-

fied if B̃ by far exceeds these rates [93]. The rates depend on the wave functions

of the states involved. Any basis state |n〉 ∈ {|++〉 , |+−〉 , |−+〉 , |−−〉} decays

via the (0, 2) singlet to (0, 1) with a rate Γn
s = |〈S|n〉|2 Γs, with |S〉 being (1, 1)

singlet. Such a decay process is followed by a charge transfer in the left junc-

tion (0, 1) → |m〉, whereby all four basis states |m〉 are re-initialized with equal

rates Γs/4. Internal relaxation processes are due to coupling to an environment

and involve energy dissipation of ±EZ (see Chapter 4). We believe that the

environment are mainly the electrons in the leads. Their temperature is typi-

cally large, ξ ≡ kBT/EZ ' 5 À 1, so we need to consider both emission and

absorption rates. They read Γabs = nB(EZ)Γr[EZ ] and Γem = Γabs + Γr[EZ ],

with nB(ε) being the Bose distribution and Γr[EZ ] being the emission rate at

zero temperature. In the high-temperature limit we find the transition rates

Γn→m
r ≈ {ξ −∑

L,R | 〈m| Ŝ−L,R |n〉 |2}Γr[EZ ]. We are now able to construct a mas-

ter equation

0 = −Γn
s pn +

1

4

∑
m

Γm
s pm +

∑
m

{Γm→n
r pm − Γn→m

r pn} , (5.4)

and solve it for the quasi-stationary populations pn. These populations gain, via

the rates Γn
s and Γn→m

r , a resonant dependence on fL,R on the scale f ' B̃ and

therefore also depend on the nuclear polarizations BL,R
N . From the populations pn

we can calculate the current through the double dot as Idot = eΓs

∑
n |〈S|n〉|2pn.

(iii-v) The rates of electron-nuclear spin exchange are calculated using second

order perturbation theory. The positive and negative spin flip rates per nucleus

in the left(right) dot read2

Γ
(1)
±,L(R) =

1

16
Ã2

kΓs

∑
n,m

∣∣∣∣∣
〈S |m〉 〈m| Ŝ∓L(R) |n〉

En − Em

∣∣∣∣∣

2

pn. (5.5)

Non-zero diagonal matrix elements such as 〈++| Ŝ± |++〉, will give rise to very

small denominators in (5.5), of the order of the nuclear Zeeman energy. Therefore,

we have to investigate the contribution of these, possibly dominating, terms in

another way. We write the second order perturbation in the hyperfine Hamiltonian,

dρ

dt
= −

t∫ [
Ĥ ′

L(t) + Ĥ ′
R(t),

[
Ĥ ′

L(t′) + Ĥ ′
R(t′), ρ

]]
dt′, (5.6)

2In this expression we assume for simplicity nuclei with spin 1/2. In GaAs I = 3/2, which
gives rise to an extra numerical prefactor in the later results.
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where the perturbation is Ĥ ′
L(R)(t) = 1

4

∑
k Ãk{Ŝ+

L(R)(t)Î
−
k,L(R)(t)+Ŝ−L(R)(t)Î

+
k,L(R)(t)}.

After separating the time scales of the electronic and nuclear spin dynamics, as-

suming that we can separate the electronic and nuclear part of the density matrix

as ρ = ρel⊗ρnuc, and tracing over the electron part of the density matrix, we find

that we can write for the time-evolution of the nuclear field in one of the dots

dBN

dt
=

Ã2
k

8~2

{
5

3
(χxy − χyx)Bov − (Rxx + Ryy)BN

}
, (5.7)

χab = −i
∫ t〈Ŝa(t)Ŝb(t′)−Ŝb(t′)Ŝa(t)〉dt′ and Rab =

∫ t〈Ŝa(t)Ŝb(t′)+Ŝb(t′)Ŝa(t)〉dt′,
i.e. the susceptibility and zero-frequency fluctuations of the electron spin in the

dot under consideration. In Eq. (5.7) we left out the contributions proportional

to the polarization in the x- and y-direction while they are averaged out to zero.

We focus on the contributions of the diagonal matrix elements and find that

χxy − χyx = 0 and Rxx + Ryy is only non-zero close to resonance, resulting in a

resonant enhancement of nuclear spin relaxation.

We can combine Eqs (5.5) and (5.7) in an evolution equation for BL,R
N

dBL
N

dt
= −Γ1BovP (θL,R)−

{
1

τn

+ Γ2R(θL,R)

}
BL

N , (5.8)

where we added a term describing diffusive spin relaxation ∝ 1/τn. The equation

for BR
N is obtained by permutation of L and R. The scales Γ1,2 are the same

as defined above, i.e. Γ1 = 5
3
(Ãk/8~B̃)2(Γs/ξ) and Γ2 ' Ã2

k/(64~2ξΓr), and the

functions P and R read

P (θL,R) =
32α(1 + 4α) cos θL cos θR cos(θL − θR) sin2 θL

16α(1 + 4α) + sin2(θL − θR)

+
4α{1 + 8α + cos2(θL − θR)} sin2 2θL

16α(1 + 4α) + sin2(θL − θR)

R(θL,R) =
16α sin2 θL

1 + 16α
· cos2(θL − θR) + 1 + 8α(3 + 16α)

sin2(θL − θR) + 16α(1 + 4α)
,

(5.9)

where α is the dimensionless variable α ≡ ξΓr[EZ ]/Γs. For this representation of

P we used the high temperature limit, i.e. ξ À 1 and assumed for simplicity all

electron-nuclear spin couplings Ãk equal.

(vi) We also investigated both the switching rates between the different stable

states, and the small fluctuations near these states. To estimate the fluctuations,

we use a two-dimensional Fokker-Planck equation for the distribution function of

the nuclear fields P(BL
N , BR

N), where −1 ≤ BL,R
N /Bov ≤ 1. To derive the equation,

we regard the nuclear dynamics in both dots as a random walk on a discrete set

of spin values n = 1
2
(N↑ − N↓), where N↑(↓) is the number of nuclei with spin



5.6 Appendix 61

up(down). The DNSP rate Γ1 only causes transitions from n to n + 1, while the

spin relaxation rates Γ2 and 1/τn cause transitions in both directions with a rate

(1/2τn + Γ2/2)N↑,↓ À Γ1N , with N ≡ N↑ + N↓. We go to the continuous limit,

justified by the large number of nuclei per dot (N ∼ 106) to obtain [75]

∂P(BL
N , BR

N , t)

∂t
=

∂

∂BL
N

{
−P dBL

N

dt
+

2B2
ov

N

∂

∂BL
N

P
(

1

2τn

+ Γ2

)}

+
∂

∂BR
N

{
−P dBR

N

dt
+

2B2
ov

N

∂

∂BR
N

P
(

1

2τn

+ Γ2

)} (5.10)

From the steady state solution of (5.10) we evaluate the small fluctuations of

the nuclear fields around the stable states. For any unpolarized dot we find

〈(∆BN)2〉 = A2
kN ≡ Ω2, i.e. the fluctuations are not affected by ESR. If one

or both of the dots are polarized, then we can express the resulting nuclear

field fluctuations in the polarized dot in terms of the maximally reachable field

as 〈(∆BN)2〉 ≈ (B1/|Bmax
N |)Ω2, i.e. the fluctuations are suppressed by a factor

B1/|Bmax
N |.

5.6.5 More detailed results

Here we will present three plots in addition to Fig. 5.4. The plots in this sec-

tion are generated using the same parameters as in Fig. 5.4, but supply some

extra details which were omitted from Fig. 5.4 for reasons of clarity: here we in-

clude vector field plots of the time-derivatives {ḂL
N , ḂR

N} in the plane (BL
N , BR

N).

Starting from a specific nuclear field configuration (BL
N , BR

N), following the arrows

shows the evolution in time of the nuclear fields. We added the current through

the system Idot as color background, this gives a more quantitative picture of the

current levels in the different stable points.

As mentioned above, the current through the double dot can be calculated

from the quasi-stationary populations pn as Idot = eΓs

∑
n |〈S|n〉|2pn, and is

a function of fL,R/B̃L,R (and therefore of the nuclear polarizations in the two

dots), the temperature ξ and the ratio Γr[EZ ]/Γs. In Fig. 5.7 we plotted Idot

close to the point where both dots are on resonance, i.e. where fL = fR = 0. The

function has the structure of two crossing Lorentzians, with a suppression at the

resonant point fL = fR = 0. In all current plots in this section, we subtracted the

leakage current far away from resonance: it is a measure for the spin relaxation

rate Γr[EZ ].

In Fig. 5.8 we replotted Fig. 5.4a, and added {ḂL
N , ḂR

N} as vector field and the

current Idot as color background. In this case B0 − Bres ∼ B1, i.e. the detuning

of B0 and ω is relatively small. In the whole plane we distinguish four stable
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points: two with low and two with high current. As can be seen from the close

ups in Figs 5.8b and c, the two values of high current can differ with ca. 15 %.

The asymmetry in B̃L,R and NL,R is implemented by using ΓL
1 /ΓR

1 = 0.097 and

ΓL
2 /ΓR

2 = 0.44. This corresponds to a difference in a.c. magnetic fields BL,R
1 of

∼ 50 % and a difference in effective numbers of nuclei of ∼ 30 %.

In Fig. 5.9 we present the same plot as in Fig. 5.4d, again with the vector

field of time evolution and the current added. Here B0 ≈ Bres + 0.5 |Bmax
N |, i.e.

the system is in the middle of the hysteresis interval and we assume a symmetric

double dot, i.e. equal parameters for both dots. In the whole plane nine stable

points can be distinguished. In four of those points the current through the

double dot is relatively high. The unpolarized point BL
N = BR

N = 0 is so far

away from the other stable states that, as soon as the system switches to the

unpolarized state, it will stay there forever.
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Figure 5.7: The current through the double quantum dot Idot as a function of fL

and fR. We find high current when only one of the two dots is on resonance and low
current in the rest of the plane. To generate this plot we used ξ = 5 and Γs = 20Γr[EZ ]
and we subtracted the leakage current far away from both resonances.
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Figure 5.8: On the edge of the hysteresis interval, B0 − Bres ∼ B1, assuming an
asymmetric double dot (Fig. 5.4a). Here we add vector plots of {ḂL

N , ḂR
N} in the plane

(BL
N , BR

N ) and the current Idot as color background. The circles indicate the stable
points of nuclear polarization. (a) Overview of the whole region where stable points
are expected: four stable points can be distinguished. (b,c) Close ups around the
two stable points with high current (corresponding respectively to points c and b in
Fig. 5.4a). From the background colors we can see that the difference in current is
∼ 15 %. To generate these plots we used for both dots ξΓr[EZ ]/Γs = 0.25. In the
left dot Γ1/Γ2 = 3.6 · 10−3, Γ2τn = 9.04, and B0 − ω = 3.3BL

1 , and in the right dot
Γ1/Γ2 = 16 · 10−3, Γ2τn = 20.3, and B0 − ω = 7.1BR

1 .
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Figure 5.9: In the middle of the hysteresis interval, B0 ≈ Bres +0.5 |Bmax
N |, assuming

a symmetric double dot (Fig. 5.4d). Again we show vector plots of {ḂL
N , ḂR

N} in the
plane (BL

N , BR
N ). (a) Overview of the whole plane, where the circles indicate the stable

points of nuclear polarization. Owing to the double-peak structure of the pumping
curve, the left(right) dot has three stable points along the line B

R(L)
N = 0, i.e. where

the right(left) dot is unpolarized. (b) Close up of the region where the right dot is
unpolarized and the left dot is close to resonance. One of the stable points in this
region corresponds to a high current through the system, the other to low current.
(c) Close up of the region where both dots are close to resonance. Four additional
stable points can be distinguished, two of which correspond to low current and two to
high current. To generate these plots, we used ξΓr[EZ ]/Γs = 0.75, Γ1/Γ2 = 21 · 10−3,
Γ2τn = 5, and B0 − ω = 0.47Bmax

N .



Chapter 6

Locking electron spins into

magnetic resonance by

electron-nuclear feedback

Quantum information processing requires accurate coherent control of quantum

mechanical two-level systems but is hampered by their coupling to an uncon-

trolled environment. For electron spins in III-V quantum dots, the random

environment is mostly given by the nuclear spins in the quantum dot host mate-

rial; they collectively act on the electron spin through the hyperfine interaction,

much like a random magnetic field. Here we show that the same hyperfine in-

teraction can be harnessed such that partial control of the normally uncontrolled

environment becomes possible. In particular, we observe that the electron spin

resonance frequency remains locked to the frequency of an applied microwave

magnetic field, even when the external magnetic field or the excitation frequency

are changed. The nuclear field thereby adjusts itself such that the electron spin

resonance condition remains satisfied. General theoretical arguments indicate

that this spin resonance locking is accompanied by a significant reduction of the

randomness in the nuclear field.1

1This chapter has been accepted for publication in Nature Physics.

65



66 6. Locking electron spins into magnetic resonance

6.1 Introduction

Individual electron spins in semiconductor quantum dots are attractive for appli-

cations in quantum information processing, as demonstrated by the considerable

progress that has been made towards this goal [24]. Nearly all experiments in this

direction have been realized in III-V materials where all isotopes carry nuclear

spin. In thermodynamic equilibrium, the nuclear spins in the quantum dot host

material are randomly oriented, even at dilution refrigerator temperatures and

in magnetic fields of a few Tesla. An electron spin confined in the quantum dot

interacts via the hyperfine coupling with N ∼ 106 nuclear spins and as a result

experiences a random nuclear field BN . This random nuclear field is sampled

from a distribution with a root mean square width ∝ IA/gµB

√
N , where g is

the electron g-factor, µB the Bohr magneton, I the nuclear spin and A the hy-

perfine coupling constant (IA ≈ 135 µeV in GaAs). Measurements typically give

a width of ∼ 1 mT. As a result, we lose track of the phase of a freely evolving

electron spin within a time T ∗
2 of a few tens of nanoseconds [77, 56, 36, 94, 78].

Similarly, when the spin evolves under an oscillating driving field, the nuclear

field leads to a random offset in the resonance condition which has a comparable

amplitude to presently achievable driving fields. This results in poorly controlled

spin rotations [34].

It is therefore of great importance to develop the ability to control and ma-

nipulate the nuclear field with great precision. In particular, it would be highly

desirable to set the nuclear field to a narrow distribution of values at the start

of every experiment [95, 58, 96, 97]. This would immediately reduce the rapid

dephasing, and the electron spin would lose phase coherence only from the slow

subsequent evolution of the nuclear field, giving a predicted spin coherence time

of 1 − 10µs [98, 42]. Such narrowing has been achieved in an ensemble of self-

assembled quantum dots by synchronizing the precessing spins with a series of laser

pulses [99]. Also, the spread of the difference in nuclear fields in two neighboring

quantum dots was reduced via a gate voltage controlled pumping cycle, giving a

70-fold increase in the T ∗
2 for states in the two-electron mz = 0 subspace [69].

Here we exploit electron-nuclear feedback in order to control and manipulate

the nuclear fields in two coupled quantum dots during continuous wave (CW)

driving of the electron spins in the dots. We observe that each nuclear field ad-

justs itself such that the electron spin in the corresponding quantum dot remains

in resonance with a fixed driving frequency, even when we sweep the external

magnetic field away from the nominal resonance condition. Similarly, the elec-

tron spin resonance frequency remains locked to the excitation frequency when

the excitation frequency is swept back and forth. These distinctive features set
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our observations apart from the many previous observations of dynamic nuclear

spin polarization in quantum dots, both in transport [33, 37, 100, 101, 102] and

optical measurements [67, 103, 104]. We investigate the origin of this feedback

by studying its dependence on the amplitudes of the applied ac magnetic and

electric fields and on the sweep rates. Furthermore, we show theoretically that

the spin resonance locking must be accompanied by a narrowing of the nuclear

field distribution, in the present experiment by more than a factor of 10.

6.2 ESR detection scheme

The measurements are performed on an electrostatically defined double quantum

dot tuned to the Pauli spin blockade regime [91], with effectively one excess

electron on each dot (the actual electron number is small but unknown). We

measure the dc current through the double quantum dot device, which depends

on the spin states of the electrons residing on the dots. When the two electrons

have parallel spins, the electron flow through the dots is blocked. When one

of the spins is flipped, the spin blockade is lifted and electrons flow through

the two dots until the system returns to a state with parallel spins on the two

dots. As previously demonstrated [34], it is possible to flip the electron spins

via magnetic resonance, by ac excitation of an on-chip wire which generates an

oscillating magnetic field at the dots: when the excitation frequency, f , matches

the electron spin resonance (ESR) frequency, |g|µBB0/h, a finite current flows

through the device. Here h is Planck’s constant, and B0 the external magnetic

field. In addition, current can flow at zero magnetic field, where the electron

spins can flip-flop with the nuclear spins in the substrate [37]. We use this

zero-field feature to determine and adjust for small magnetic field offsets present

in our setup. The zero-field peak and the ESR response are seen in current

measurements under CW excitation with increasing excitation frequency at fixed

magnetic fields (Fig. 6.1a), similar to the data published in Ref. [34], and taken

on the same device but in a different cooldown.

6.3 Locking to the spin resonance condition

Surprisingly, when we reverse the sweep direction, a distinctly different behavior

is observed over a wide range of dot settings (see Section 6.9.1 for details of

the tuning parameters). Current starts flowing when the driving frequency hits

the spin resonance frequency but remains high even as the frequency is swept

well below the nominal resonance condition (Fig. 6.1b). The fact that the current
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remains high implies that the electron spin is still on resonance with the excitation

frequency, and that an effective field, Beff, counteracts the external magnetic

field B0: hf = |g|µB(B0 + Beff). From the fact that the current is strongly

reduced when we simultaneously excite any of the three nuclear spin species in

the substrate (data not shown), we conclude that this effective field is created

by dynamical nuclear spin polarization, i.e. Beff = BN . This nuclear field builds

up exactly at the right rate in order to keep the electron spin in resonance with

the changing driving frequency, which implies there is a built-in electron-nuclear

feedback mechanism.

Similar dragging of the resonance is observed when sweeping the magnetic

field for a fixed excitation frequency. In Fig. 6.2a we show typical data obtained

from measurements where the magnetic field is swept from −33 mT to 97 mT

(right vertical axis) in about 25 seconds. We first see the zero-field peak, as

expected, and next the current jumps up around B0 = 67 mT, which is slightly

below the nominal resonance condition (f = 400 MHz, |g| = 0.36). The current

remains high as the field is swept further to 97 mT, which is well outside the ESR

linewidth in the absence of feedback (see Fig. 6.4b). Similar to the case of the

frequency sweeps, a nuclear field builds up exactly in such a way as to maintain

the ESR frequency locked to the excitation frequency. When we subsequently
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Figure 6.1: Electron spin resonance locking during frequency sweeps. (a) Current
through the double dot (colorscale) subject to CW magnetic excitation, when sweeping
the frequency up at fixed magnetic fields. The bright fork indicates the position of the
ESR condition. (b) Similar to (a) but sweeping the frequency down. The ESR frequency
remains locked to the excitation frequency when the excitation frequency is swept past
the nominal resonance condition. The feature at 180 MHz is due to a resonance in the
transmission line in our dilution refrigerator.
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Figure 6.2: Electron spin resonance locking during magnetic field sweeps. (a) Current
through the double dot as a function of time, while the magnetic field is first ramped
up (right axis) and subsequently held fixed, under CW excitation (f = 400 MHz).
(b-c) Two current traces similar to (a), but after the magnetic field is ramped up, it is
repeatedly swept down and back up over a 30 mT range (right axis). After the ESR
condition is first met, the electron spin remains locked into magnetic resonance for up
to two minutes, even though the resonance condition is shifted back and forth.

keep the field fixed at 97 mT, we observe that the electron spin can remain

locked into magnetic resonance for well over a minute.

It is even possible to drag the nuclear field back and forth under fixed-

frequency excitation. In Figs. 6.2b and 6.2c, B0 is ramped up from −33 mT to

117 mT, and is subsequently swept back and forth between 117 mT and 87 mT in

a triangular pattern. The current again jumps up as we sweep through resonance

and subsequently remains high independent of the sweep direction, implying that

after the system is locked on resonance the sign of dB0/dt (df/dt) does not matter

as long as the condition B0 > Bres = hf/gµB (f < f res = gµBB0/h) remains

fulfilled. In Fig. 6.2c the resonance is lost after approximately 1 minute, whereas

in Fig. 6.2b the spin remains locked on resonance during the entire experiment.
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6.4 Locking characteristics

These remarkable observations of spin resonance locking due to electron-nuclear

feedback are characterized by a number of common features. First, the current

jumps up abruptly, in many cases in less than a few 100 ms, at a field value

that varies over 10-30 mT around the nominal resonance condition (see the green

circles in Fig. 6.4 below). This is a further indication that the system is actively

pulled into resonance – without feedback a current peak with smooth flanks and

a width of a few mT is expected [105]. Second, the resonance dragging generally

occurs only for fields larger than the nominal resonant field, or for frequencies

lower than the nominal resonance frequency. This is opposite to the case of the

usual Overhauser effect, as discussed further below. Third, the initial current

jump is usually followed by a second current jump, before the current drops back

to zero. A possible explanation for this double step is that the first current

plateau corresponds to a situation where both dots are on-resonance, and that

only one dot remains on resonance after the second jump (see Section 6.9.4 for a

discussion of the current levels). When the resonance is lost in this last dot too,

the current returns to zero.

This interpretation of the double current step is supported by pump-probe

measurements shown in Fig. 6.3. Starting from the second current plateau with

B0 = 80 mT and f = 276 MHz, we switch off the CW excitation and probe the

position of the ESR frequency as the nuclear field returns to equilibrium (we use

short bursts for probing in order to minimize feedback during the probe phase).

We see that the ESR frequency returns to its nominal value, slightly above 400

MHz, within 20 seconds, corresponding to the relaxation time of the local nuclear

spin polarization (white dashed line). This signal must originate from a dot that

is still locked into magnetic resonance at the end of the pump phase. In addition,

we see a response at the nominal resonance frequency already from the start of

the probe phase (red dashed line). Presumably, this signal arises from the other

dot, where the resonance was lost during the pump phase and the nuclear field

has (nearly) relaxed by the time the probe phase starts.

6.5 Dependence on sweep and excitation

parameters

In order to better understand the locking mechanism, we study how far the nuclear

spin polarization can be dragged by performing magnetic field sweeps as a function

of the applied microwave power, the microwave frequency and the magnetic field
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sweep rate. Specifically, we repeatedly ramp the magnetic field from −28 mT

upwards and record (i) the field at which the current jumps up (circle in Fig. 6.4a),

(ii) the field where the current jumps to a still higher value (diamond), and (iii)

the field where the current drops back to zero (cross). The resulting data points

are shown as scatter plots in Figs 6.4c-e, using the same symbols.

The first current jump always occurs as the nominal resonant field (in the

absence of feedback) is first approached. The second jump and the current drop

occur at fields that increase with driving amplitude over the range that we could

explore (for still stronger driving, spin blockade was lifted by photon assisted tun-

neling so that we lost sensitivity to spin flips). For the highest powers accessible

in the experiment, the electron spin is maintained on resonance over a magnetic

field range of a few 100 mT. As the power is reduced, the locking effect vanishes.

Furthermore, the field that can be reached before the resonance is lost, increases
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Figure 6.3: Pump-probe measurement of the relaxation of the nuclear spin polariza-
tion. At a fixed magnetic field of B0 = 80 mT, we apply CW excitation (P = −13 dBm)
sweeping the frequency from 500 MHz to 276 MHz at 43 MHz/s, and dragging the nu-
clear field along (pump phase). Next we turn off the CW excitation and record the
current as a function of time while applying 140 ns microwave bursts every 2 µs at
frequency fprobe (vertical axis) throughout a 40 s probe phase. As the nuclear spin
polarization relaxes, the resonance condition |g|µB(B0 + BN (t)) = hfprobe will be ful-
filled at some point in time at which the current sets on again. Varying fprobe reveals
then the nuclear spin relaxation as indicated by the white dashed line (guide to the
eye) marking the onset of the current, where the probe pulses have had the least effect
on the nuclear polarization. Even though the excitation is applied only in bursts, the
electron spin nevertheless remains locked into resonance in some cases, stalling the nu-
clear spin relaxation. The red dashed line marks an additional signal at the nominal
resonance frequency already present from the start of the probe phase.
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Figure 6.4: ESR locking dependence on excitation power, frequency and sweep rate.
(a) Current through the double dot as the magnetic field is swept up (f = 400 MHz).
(b) Similar to (a) but now B0 is swept down. No dragging effects are observed; the
narrow peak gives the position of the nominal resonant field. (c) Scatter plot of the
switching fields as indicated by the symbols in (a) as a function of the power applied to
the on-chip wire, obtained from multiple sweeps as in (a). The corresponding resonant
magnetic field amplitude B1 at the dot is given as well. (d) Scatter plot similar to
(c), as a function of f . The electric field amplitude E1 estimated from photon assisted
tunneling generally increases with f , and is shown in the figure. (e) Scatter plot similar
to (c) as a function of magnetic field sweep rate. Blue lines: average and standard
deviation of the magnetic fields where the second current jump is observed. Purple
curve: fit of these average values with a theoretical model (see Section 6.9.3). We
note that there is no build-up of BN in the limit of zero sweep rate, so the predicted
switching field first increases with sweep rate, before decreasing.

with excitation frequency. Earlier measurements on the same sample showed that

along with the ac magnetic field an ac electric field is generated whose amplitude

for a fixed power (and magnetic field amplitude) increases roughly linearly with

the excitation frequency [34]. The dependence on driving frequency can there-
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fore also be interpreted as stronger locking for higher electric field amplitudes.

Finally, we see that for higher magnetic field sweep rates the resonance is lost at

lower fields.

6.6 A phenomenological model

A few basic considerations give insight into the mechanism behind these obser-

vations. To describe the nuclear spin dynamics we construct a phenomenological

model directly from the experimental data. For clarity we discuss the nuclear

spin dynamics in one of the dots; the results for two dots are qualitatively simi-

lar (see Chapter 5) and the fact that the tunnel coupling is small (smaller than

the typical nuclear field in equilibrium) justifies considering the electron spins as

independent. First we describe in general terms a mechanism which explains the

observed locking and the dragging of the nuclear polarization, and afterwards we

turn to the origin of this mechanism.

The nuclear spin polarization x in the dot is felt as an effective magnetic field

by the electron spin: IAx = gµBBN (x is defined as dimensionless −1 ≤ x ≤ 1;

in our experiments, |x| ¿ 1). In the absence of any excitation, the polariza-

tion naturally relaxes to zero on a characteristic time scale τn, due to nuclear

spin diffusion. However, the nuclear spin dynamics will be altered by hyperfine-

mediated electron-nuclear flip-flops when the electron spins are brought out of

equilibrium [33, 37, 100]. In the spin blockade regime at finite B0, such non-

equilibrium dynamics is induced when the electron spins are resonantly excited

by an external microwave magnetic or electric field. This occurs when the nuclear

polarization is close to xres with IAxres = gµBBres
N = |g|µBB0 − hf such that the

electron spin is in resonance with the excitation. Regardless of the relevant micro-

scopic processes, we thus expect in very general terms a polarization-dependent

pump rate Γp, which is non-zero only close to the resonance condition. The

dynamics of the polarization in the dot is then described by

dx

dt
= Γp(x− xres)− 1

τn

x, (6.1)

where Γp peaks when its argument (x−xres) is 0. Fig. 6.5 qualitatively visualizes

Eq. (6.1) in the form of a pumping curve for three different values of xres, where

we have (for now arbitrarily) chosen the resonant contribution to be positive.

From the figure we can see that stable points of nuclear polarization occur when

dx/dt crosses zero with a negative slope: if x is higher (lower) than the stable

polarization x0, dx/dt is negative (positive) and x gets pushed back to x0. Due to

nuclear spin relaxation there is almost always a stable point at x = 0. Depending
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on the particular shape of Γp, hence on the specific experimental regime, there

can be one or more additional stable points [93] (and see Chapters 4 and 5).

We now interpret the field sweep experiments within this simple picture. First,

given that the current remains high in field sweeps, a stable point must exist close

to resonance, in agreement with our expectation of a resonant peak in Γp. Next,

since dragging is generally observed only for x > 0, Γp must be positive, as in

Fig. 6.5. Finally, from the maximum nuclear field Bmax
N that can be achieved by

dragging, we can estimate the height of Γp: when the maximum of the pumping

peak falls below zero, i.e. when nuclear spin relaxation exceeds the resonant

pumping, the stable point at x > 0 disappears and BN relaxes to zero (Fig. 6.5,

red curve).

During actual field sweeps, the resonance is lost at fields below Bmax
N : since

a dynamic equilibrium is reached when dx/dt = |g|µBḂ0/IA instead of dx/dt =

0, the stable operating point moves up the pumping curve (see Fig. 6.5) and

disappears when the sweep rate exceeds the maximum of the pumping peak. In

practice we will lose the resonance even earlier, because intrinsic nuclear field

fluctuations can drive the nuclear field across the maximum. We model the

average switching field taking into account such fluctuations by assuming an

exponential dependence of the switching rate on the ‘barrier height’. The result is

illustrated in Fig. 6.4e. This combined picture captures very well the experimental

observation that for higher sweep rates the resonance is more easily lost, but not

at exactly the same field every time.

We next turn to the nature of the extrinsic pumping process, Γp. First,

x

dx
dt

 |g|µ B0 /IA
.

xmax

x0

B

Figure 6.5: Nuclear spin pumping curves. The nuclear spin polarization rate for one
dot (dx/dt) is shown as a function of its polarization x for three different values of
xres (the green, blue and red curve). The overall negative slope is due to nuclear spin
relaxation and the resonant peak is due to the external driving. Circles indicate stable
points in nuclear spin polarization and are found whenever the curve crosses the x-axis
with a negative slope. During a field (or frequency) sweep, a dynamic equilibrium is
reached where dx/dt = |g|µBḂ0/IA.
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the stable points in the experiment generally occur for x > 0, i.e. the nuclear

field points against the external magnetic field. This is opposite to the usual

Overhauser effect, where electron spins are excited by magnetic resonance and

relax back from ↓ to ↑ by flip-flopping with the nuclear spins, thereby creating

a nuclear polarization in the direction of the electron spin excited state. The

observed ‘reverse’ pumping is possible when there is an excess of ↑ electrons,

which are excited to ↓ by resonant electric fields, whereby the nuclear spins absorb

the angular momentum [93, 59]. Spin relaxation in general creates an excess of

↑ electrons, which favors reverse pumping. In our experiment, we believe the

dominating electron spin relaxation process to be spin-exchange with the leads

due to photon assisted tunneling (estimated to be 10 − 100 kHz). Second, the

locking effect gets stronger, hence Γp becomes larger, not only with stronger

driving in general (Fig. 6.4c), but also with stronger electric excitation by itself

(higher f , Fig. 6.4d). Based on these observations, we suggest that electric-

field assisted electron-nuclear flip-flops combined with electron spin relaxation

are mainly responsible for the resonant pumping (see Chapter 5).

6.7 Implications for electron spin dephasing

Finally, we analyze theoretically the implications of our observations for the width

of the nuclear field distribution. We define Γ±(x) as the total positive and nega-

tive nuclear spin flip rates that result from the intrinsic relaxation and resonant

response combined, so dx/dt = 2
N

(Γ+−Γ−), where N denotes the total number of

nuclei. We also define γ(x) as the total rate of nuclear spin flips, γ = 2
N

(Γ++Γ−).

Using the fact that the pumping curve exhibits a resonant peak at |x0| ¿ 1, we

can then approximate the variance of the nuclear polarization distribution around

x0 as (see Section 6.9.2)

σ2 ≈ 1

N

γ(x0)(− ∂
∂x

dx
dt

) |x0

. (6.2)

The numerator is the local diffusion rate, and the denominator is the restoring

force – the steeper the slope of dx/dt, the stronger the restoring force. When

labeling the number of nuclei with spin up (down) by N+(−) we get for the case

without pumping Γ± = N∓/2τn, so Eq. 6.2 gives us the usual result σ2 = 1/N .

(Note that we assume here for simplicity nuclear spin I = 1/2. For higher values

of spin, e.g. I = 3/2 as in GaAs, the results do not change qualitatively.) For

a stable point x0 > 0 near resonance, we take as a rough estimate for the local

slope the maximum of Γp divided by its width. This gives σ2 ≈ B1/NBmax
N (see

Section 6.9.2). Since Bmax
N was several 100 mT with B1 < 1 mT, these arguments
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imply that the nuclear field distribution was narrowed by more than a factor of

10. Future experiments will aim at a quantitative study of the impact of this

narrowing on the electron spin dephasing time via Ramsey-style experiments.

Narrowing of the nuclear field distribution would greatly enhance our level

of control of the electron spin dynamics. Furthermore, the observed locking

effect allows us to accurately set the spin resonance frequency of an electron in a

quantum dot to a value determined only by the externally controlled excitation

frequency. Finally, our measurements suggest that we can selectively control

the ESR frequency in one of the dots, which could be exploited for independent

addressing of electron spins in quantum dots that are less than 100 nm apart.
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6.9 Appendix

6.9.1 Tuning the double dot

The conditions for observing a pronounced electron-nuclear feedback are as fol-

lows. Qualitatively, the interdot tunnel coupling and the tunnel coupling to the

outgoing lead are increased compared to the regime of Ref. [34]. Furthermore,

the potentials of the double dot are tuned such that the interdot transition oc-

curs without energy loss: at low power, the configuration of the dot potentials

is such that electrons can tunnel elastically from the left to the right dot when

spin blockade is lifted. Thereby, the interdot transition is made from the (1, 1)

singlet to the (0, 2) singlet, where (m,n) represent the effective electron numbers

on the two dots. This working point cannot be used at strong driving, since the

electric field component of the excitation causes photon assisted tunneling to the

(0, 2) triplet, thereby lifting spin blockade irrespective of the spin states of the two

electrons. Instead, the double dot must be tuned such that the (0, 2) singlet elec-

trochemical potential is higher than that of the (1, 1) singlet. This is nominally

in the Coulomb blockade regime, but photon-assisted tunneling now provides the

missing energy in order to make the transition from the (1, 1) to the (0, 2) singlet.
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6.9.2 Suppression of fluctuations

In this section we derive an estimate for the typical magnitude of nuclear field

fluctuations around a stable point close to resonance. For the sake of argument we

show here the derivation for a single quantum dot, although a similar argument

holds for a double dot setup and the results are qualitatively similar as well. In the

double dot case, a two dimensional Fokker-Planck equation must be considered,

where stable points correspond to zeros of {∂tx1, ∂tx2} in the plane (x1, x2).

We consider all possible configurations of the nuclear spin system in the dot

as discrete points, labeled n, defining n ≡ 1
2
(N+−N−), where N+(−) denotes the

number of nuclei with spin up(down).2 This results in N ≡ N+ + N− possible

values for n, ranging from −N/2 to N/2. To investigate the stochastic properties

we derive a Fokker-Planck equation for the probability distribution function P(n),

starting from a simple master equation

∂P(n)

∂t
= −P(n)[Γ+(n)+Γ−(n)]+P(n−1)Γ+(n−1)+P(n+1)Γ−(n+1). (6.3)

In this equation P(n) gives the chance of finding the system in state n, and Γ±(n)

is the rate at which the spin bath flips from the configuration n to n± 1. We go

over to the continuous limit, justified by the large number of nuclei N ∼ 106 [75],

and expand all functions around n up to second order. We find

∂P
∂t

=
∂

∂n

{
(Γ− − Γ+)P +

1

2

∂

∂n
(Γ− + Γ+)P

}
, (6.4)

a Fokker-Planck equation where all rates Γ± are still functions of n. Due to

the large number of nuclei, the spin flip rates Γ± do not change on their full

scale when increasing n by only ±1 (the features of Γ± occur on the scale of

the width of the resonance ∼ 1 mT, whereas changing n by ±1 corresponds to

IA/N ∼ 5 µT). This implies that |∂nΓ±| ¿ Γ±, which allows us to neglect one

of the cross terms resulting from the last term in (6.4).

In the resulting continuity equation, the right-hand side corresponds to the

derivative of a probability flux. In equilibrium this probability flux must vanish,

which enables us to write down a general equilibrium solution of (6.4). In terms

of the bath polarization x ≡ 2n/N this solution reads

P(x) = exp





x∫
N

Γ+ − Γ−
Γ+ + Γ−

dx′



 . (6.5)

2We assume here for simplicity nuclear spin I = 1/2. For higher values of spin, e.g. I = 3/2
as in GaAs, the results do not change qualitatively.
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Maxima and minima of this distribution are found at the zeros of the derivative

of the exponent. Suppose the point x0 is one of these solutions corresponding

to a maximum of P(x) (i.e. the second derivative in the point x0 is negative).

We then expand the exponent of P(x) up to second order around the maximum,

giving a Gaussian approximation for P(x),

P(x) ≈ exp

{ x0∫
N

Γ+ − Γ−
Γ+ + Γ−

dx′ +
N

2

∂

∂x

Γ+ − Γ−
Γ+ + Γ−

∣∣∣∣
x0

(x− x0)
2

}

= P(x0) exp

{
− (x− x0)

2

2σ2

}
,

(6.6)

where σ gives the width of the distribution. So we find that

σ2 =
1

N

(
− ∂

∂x

Γ+ − Γ−
Γ+ + Γ−

∣∣∣∣
x0

)−1

=
1

N

Γ+ + Γ−
∂
∂x

(Γ− − Γ+)

∣∣∣∣∣
x0

, (6.7)

where we used that (Γ+ − Γ−)|x0 = 0. We now only still want to translate

this expression in terms of the ‘pumping curve’. We use the relation dx/dt =

(2/N)(Γ+ − Γ−) and define γ(x) = (2/N)(Γ+ + Γ−). In the limit of small polar-

izations, i.e. |x| ¿ 1, we can write

dx

dt
= L(x)− γ(x)x. (6.8)

In this notation the effect of Γp is separated into two parts: (i) a polarization-

dependent net spin pumping contribution, L(x), and (ii) a polarization-dependent

contribution to the relaxation, which together with the intrinsic relaxation rate

1/τn is written as γ(x). One can rewrite equation (6.7) in terms of dx/dt and

γ(x) using the relations given above. This gives us finally the expression

σ2 ≈ 1

N

γ(x0)(− ∂
∂x

dx
dt

)∣∣
x0

. (6.9)

To get an idea of the magnitude of this variance, we approximate the derivative

of the pumping curve at the stable point as roughly the height of L(x) over

the width (see Fig. 6.4), i.e. −∂x(dx/dt)|x0 ≈ Lmax/x̃, where x̃ is the width of

L(x). From equation (6.8) we see that we can write for the absolute maximum of

achievable polarization xmax = Lmax/γ(xmax). Combining these two expressions

and using that γ(xmax) ∼ γ(x0), we find the order of magnitude of the variance

σ2 to be

σ2 ∼ 1

N

x̃

xmax
. (6.10)
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In terms of the effective nuclear field BN , this variance reads

σ2
BN

∼ Ω2 B1

|Bmax
N | , (6.11)

where Ω ≡ IA/gµB

√
N are the diffusive fluctuations around the unpolarized

state, and B1 is the scale of the width of the pumping term L, in our case given

by the strength of the microwave driving field.

6.9.3 Statistics of switching

Here we explain how we calculated the purple curve in Fig. 6.4e. We suggest

that the second current jump (red diamonds in the Figure) corresponds to the

resonance being lost in one of the two dots. This occurs when the effective barrier

between the polarized and unpolarized states becomes small enough for a typical

nuclear field fluctuation to overcome. If we assume a simple linear decrease of

this effective barrier for increasing BN and include the effect of the finite sweep

rate Ḃ0, we find the polarization-dependent switching rate

Γsw(BN) = Γ0 exp

{
γ

(
BN

Bmax
N

+
Ḃ0

Ḃmax
0

)}
, (6.12)

where Ḃmax
0 is the maximal sweep rate to observe any locking at all. From this

expression we can derive the standard deviation in BN where the second jump is

observed, σsw, and the average switching field 〈Bsw
N 〉. Explicitly, we find

σsw =
Bmax

N

γ
and 〈Bsw

N 〉 = σsw ln
Ḃmax

0

σswΓ0

+σsw ln
Ḃ0

Ḃmax
0

−Bmax
N

Ḃ0

Ḃmax
0

. (6.13)

We analyzed the set of red diamonds in Fig. 6.4e. From (6.13) we expect σsw to

be constant in first approximation, which is indeed observed for lower sweep rates

(100-400 mT/min). The decrease of σsw for sweep rates above 400 mT/min could

be a consequence of the average switching field lying too close to the resonance

condition. Therefore we averaged the standard deviation over the first four values

to find σsw = 39 mT. Using this value for the standard deviation, we fitted

equation (6.13) to the data in Fig. 6.4e. This resulted in the fitting parameters

Bmax
N = 289.6 mT, Ḃmax

0 = 920.7 mT/min and γ = 6.946 · 10−4 s−1, giving a

sample correlation coefficient of R = 0.948. The resulting fitting curve is plotted

in purple in Fig. 6.4e. Another way to estimate Bmax
N and Ḃmax

0 is to extrapolate

the set of red diamonds in Fig. 6.4e to the two axes. In this way one finds

the estimates Bmax
N ≈ 300 mT and Ḃmax

0 ≈ 900 mT/min, both in reasonable

agreement with the results of the fit.
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6.9.4 Analysis of ESR current levels

Next to the position of the current jumps, we also analyzed the height of the

current plateaus between the jumps as function of driving amplitude. For different

microwave powers we repeatedly swept the external magnetic field from low to

high with a sweep speed of Ḃ0 = 400 mT/min, keeping the driving frequency

fixed at f = 400 MHz. For each trace we averaged the current of the first plateau

and the current of the second plateau, and we determined the height of the zero-

field peak. The result is plotted in Figure 6.6 as a scatter plot for the different

microwave powers. We clearly observe that in all traces the highest current was

measured in the zero-field peak, and that the second plateau exhibited higher

current than the first. As to the dependence of the current levels on driving

power, we see that (i) the height of the zero-field peak tends to decrease with

increasing excitation power and (ii) the height of the ESR current plateaus seems

nearly constant. As we attribute the observed double step feature to dragging of

the nuclear field, first in two and then only in one dot, we here give some general

considerations concerning the current levels during resonant electron transport

in double quantum dot ESR experiments.

Let us first consider the limit of strong microwave driving with a saturated

ESR, i.e. gµBB1/h much larger than all relaxation and decay rates. If both dots

are exactly on resonance, the driving causes the electrons to evolve entirely within

the triplet subspace [34], i.e. in the cycle |T+〉 → 1
2

{|T+〉+
√

2 |T0〉+ |T−〉
} →

|T−〉 → 1
2

{|T+〉 −
√

2 |T0〉+ |T−〉
} → |T+〉. As all three (1, 1) triplet states are

Pauli spin blockaded, current can only flow to the extent there is relaxation from

the triplets to the singlet. If only one of the two dots is on resonance, the system

will evolve due to driving in the cycle |T±〉 → 1√
2
{|T0〉 ± |S〉} → |T±〉, where in

the course of every cycle the state 1√
2
{|T0〉 ± |S〉} can decay via the (0, 2) singlet

to the outgoing lead, giving rise to a current. Therefore, we expect in this limit of

strong driving to observe the highest current when only one dot is on resonance.

Since the resonance is saturated in the strong driving regime, we expect to first

approximation no dependence of the current on microwave power.

In the limit of very weak driving, with gµBB1/h much smaller than the rele-

vant rates, one would expect quite the opposite. In this case the system spends

most time in a Pauli spin blockaded state. The blockade can be lifted by spin

relaxation in one of the two dots or by a spin flip in either of the dots caused

by the driving field B1. In this limit we therefore expect increasing current with

increasing driving power, and furthermore that current will be highest when both

dots are on resonance, simply because more spin flips take place.

During a field or frequency sweep, it is in principle possible that a nuclear
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Figure 6.6: Current levels of the zero-field peak and the two plateaus. An offset
is subtracted from all current levels given by the average current between the tail of
zero-field peak and the ESR resonance. The height of the zero-field peak is determined
by averaging 3 points around the position of its maximum, which is determined by
first averaging 10 consecutive measurements and determining the maximum current in
the averaged trace. The current levels of the first plateau are obtained by averaging
individual traces between the magnetic field values where the first step occurs (indicated
by green circles in Fig. 6.4a) and the field where the second step occurs or the field value
where the current drops to zero, if that occurs before the second step (red diamonds
and black crosses in Fig. 6.4a). We require these magnetic field intervals to be longer
than 10 measurement points (corresponding to 20 mT) in order not to be omitted.
The height of the second plateau is determined in a similar way but now by averaging
between the magnetic field values where the second step occurs and the field where
the current drops to zero. The resulting heights of the zero-field peak, first and second
current plateaus are represented here by respectively blue crosses, green circles and red
diamonds for different excitation powers.

field builds up in only one dot when the nominal ESR condition is first reached,

subsequently locking the dot to the ESR condition. However, it is very unlikely

that a nuclear field would build up in the other dot at a later time, when the

ESR frequency in that dot is very far away from the driving frequency. A much

more likely scenario is that a nuclear field builds up in both dots when the ESR

condition is first reached (first plateau, low current), and that at the second

current jump, the polarization in one dot relaxes to zero and only the other dot

polarizes further (second plateau, high current). This would suggest that our

experiments were performed in the regime of strong driving.

However, there is an issue which does not fit in this simple picture. The de-

crease of the zero-field peak height for increasing power suggests that the electric

field component of the excitation smears out the current peak in gate voltage
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space due to photon-assisted tunneling (at high frequencies, discrete sidebands

are visible, at low frequencies, the sidebands overlap). This could account for the

decrease of the zero-field current, but should presumably affect the ESR current

levels in the same way since the ESR transition is saturated at strong driving.

However, experimentally, the current levels at the two ESR plateaus are roughly

independent of power, rather than decreasing with power. This point remains at

present unresolved.

In order to develop a coherent picture of electron transport at zero-field and

at spin resonance, a more systematic and detailed study of the dependence of

the current levels on driving power and on the tuning of the double dot (tunnel

coupling, detuning) is needed. This is quite involved, since the behavior of even

the zero-field peak varies widely with tuning parameters.

6.9.5 Pump-probe measurements

Fig. 6.7 shows the full dataset for the pump-probe measurements presented in

Fig. 6.3, now including the pump phase (t < 0). The pump-phase data and

accompanying discussion was left out from Fig. 6.3 for brevity. We note that

the signal in the pump phase is much stronger than the signal in the probe

phase, since during the pump phase a strong (−13 dBm) continuous microwave

excitation is applied, whereas during the probe phase, the excitation is applied

only in bursts with a duty cycle of less than 10%. Even though the excitation is

applied only in bursts, the electron spin sometimes remains locked into resonance

during the probe phase as well, stalling the nuclear spin relaxation.
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Figure 6.7: Pump-probe measurement of the relaxation of the nuclear spin polariza-
tion. At a fixed magnetic field of B0 = 80 mT, we apply CW excitation (P = −13
dBm) sweeping the frequency from 500 MHz to 276 MHz at 43 MHz/s, and dragging
the nuclear field along (pump phase). Next we turn off the CW excitation and apply
140 ns microwave bursts every 2 µs at frequency fprobe throughout a 40 s probe phase.
This pump-probe cycle is repeated for different probe frequencies, 277 MHz ≤ fprobe ≤
450 MHz (see vertical axis). The horizontal axis indicates the time t into the probe
phase; the data for t < 0 correspond to the pump phase. In the pump phase, the cur-
rent (plotted in colorscale) jumps up twice, reaching the highest current plateau (traces
where the resonance is lost by the end of the pump phase are left out). When the fre-
quency is switched to fprobe at t = 0, the current drops to zero since the excitation is
now off-resonance. As the nuclear spin polarization relaxes, the resonance condition
|g|µB(B0+BN (t)) = hfprobe will be fulfilled at some point in time at which the current
sets on again. Varying fprobe reveals then the nuclear spin relaxation as indicated by
the white dashed line (guide to the eye) marking the onset of the current, where the
probe pulses have had the least effect on the nuclear polarization. The orange dashed
line marks an additional signal at the nominal resonance frequency already present
from the start of the probe phase.
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Chapter 7

Pauli spin blockade

in the presence of

strong spin-orbit coupling

We study electron transport in a double quantum dot in the Pauli spin blockade

regime, in the presence of strong spin-orbit coupling. The effect of spin-orbit

coupling is incorporated into a modified interdot tunnel coupling. We elucidate

the role of the external magnetic field, the nuclear fields in the dots, and spin

relaxation. We find qualitative agreement with experimental observations, and

we propose a way to extend the range of magnetic fields in which blockade can

be observed.1

1This chapter has been published in Physical Review B 80, 041301(R) (2009).
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7.1 Introduction

Blockade phenomena, whereby strong interactions between single particles affect

the global transport or excitation properties of a system, are widely used to con-

trol and detect quantum states of single particles. In single electron transistors,

the electrostatic interaction between electrons can block the current flow [106],

thereby enabling precise control over the number of charges on the transistor [107].

In semiconductor quantum dots, the Pauli exclusion principle can lead to a spin-

selective blockade [91], which has proven to be a powerful tool for read-out of the

spin degree of freedom of single electrons [34, 35, 36, 37, 38].

In this spin blockade regime, a double quantum dot is tuned such that current

involves the transport cycle (0, 1) → (1, 1) → (0, 2) → (0, 1), (n,m) denoting a

charge state with n(m) excess electrons in the left(right) dot (see Fig. 7.1(a)).

Since the only accessible (0, 2) state is a spin singlet, the current is blocked as

soon as the system enters a (1, 1) triplet state (Fig. 7.1(b)): transport is then

due to spin relaxation processes, possibly including interaction with the nuclear

fields [80]. This blockade has been used in GaAs quantum dots to detect coherent

rotations of single electron spins [34, 35], coherent rotations of two-electron spin
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∆
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Figure 7.1: Double quantum dot in the Pauli spin blockade regime. (a) The double
dot is coupled to two leads. Due to a voltage bias, electrons can only run from the left
to the right lead. (b) Energy diagram assuming spin-conserving interdot coupling. The
only accessible (0, 2) state is a spin singlet: all (1, 1) triplet states are not coupled to the
(0, 2) state and the current is blocked. (c) Energy levels and transition rates assuming
non-spin-conserving interdot coupling. We consider the ‘high’-field limit and neglect
the effects of the nuclear fields. Then three of the four (1, 1) states can decay, leaving
only one spin blockaded state |α〉. Isotropic spin relaxation ∼ Γrel causes transitions
between all (1, 1) states.
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states [36], and mixing of two-electron spin states due to hyperfine interaction

with nuclear spins [38, 37].

Motivated by a possibly large increase of efficiency of magnetic and electric

control over the spin states [108, 109], also quantum dots in host materials with a

relatively large g-factor and strong spin-orbit interaction are being investigated.

Very recently, Pauli spin blockade has been demonstrated in a double quantum

dot defined by top gates along an InAs nanowire [110, 111]. However, as compared

to GaAs, spin blockade in InAs nanowire quantum dots seems to be destroyed by

the strong spin-orbit coupling: significant spin blockade has been only observed

at very small external magnetic fields (. 10 mT [110]). An important question is

whether there exists a way to extend this interval of magnetic fields. To answer

that question, one first has to understand the physical mechanism behind the

lifting of the blockade.

In this Chapter we study Pauli spin blockade in the presence of strong spin-

orbit mixing. We show that the only way spin-orbit coupling interferes with

electron transport through a double dot is by introducing non-spin-conserving

tunneling elements between the dots. This yields coupling of the (1, 1) triplet

states to the outgoing (0, 2) singlet, thereby lifting the spin blockade. However,

for sufficiently small external magnetic fields this does not happen. If the (1, 1)

states are not split apart by a large Zeeman energy, they will rearrange to one

coupled, decaying state and three blocked states. When the external field B0 is

increased, it couples the blocked states to the decaying state. As soon as this field

induced decay grows larger than the other escape rates (i.e. B2
0Γ/t2 > Γrel, where

Γ is the decay rate of the (0, 2) singlet, t the strength of the tunnel coupling,

and Γrel the spin relaxation rate2) the blockade is lifted. Therefore, the current

exhibits a dip at small fields.

The presence of two random nuclear fields in the dots (of typical magnitude

K ∼ 1 mT) complicates matters since it adds another dimension to the parameter

space. We distinguish two cases: if the nuclear fields are small compared to t2/Γ,

they just provide an alternative way to escape spin blockade, which may compete

with spin relaxation. There is still a dip at small magnetic fields, and the current

and width of the dip are determined by the maximum of Γrel and K2Γ/t2. In the

second case, K À t2/Γ, the current may exhibit either a peak or a dip, depending

on the strength and orientation of the spin-orbit mixing. If there is a peak in this

regime, the cross-over from dip to peak takes place at K ∼ t2/Γ.

2Throughout this Chapter we present energies and magnetic fields in terms of frequencies.
This corresponds to setting ~ = gµB = 1.
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7.2 Model and approach

Let us now turn to our model. We describe the relative detuning of the (1, 1)

states and the (0, 2) states by the Hamiltonian Ĥe = −∆ |S02〉 〈S02|, where

|S02〉 denotes the (0, 2) spin singlet state. The energies of the four (1, 1) states

are further split by the magnetic fields acting on the electron spins, Ĥm =

B0(Ŝ
z
L + Ŝz

R) + ~KL · ~̂SL + ~KR · ~̂SR, where ~̂SL(R) is the electron spin operator

in the left(right) dot (for InAs nanostructures g ∼ 7 [112]). We chose the z-axis

along ~B0, and included two randomly oriented effective nuclear fields ~KL,R re-

sulting from the hyperfine coupling of the electron spin in each dot to N nuclear

spins (in InAs quantum dots N ∼ 105 (see Ref. [112]), yielding a typical magni-

tude K ∝ 1/
√

N ∼ 0.6 µeV). We treat the nuclear fields classically, disregarding

feedback of the electron spin dynamics which could lead to dynamical nuclear

spin polarization (see also Chapter 5).

Let us now analyze the possible effects of spin-orbit coupling. (i) It can mix

up the spin and orbital structure of the electron states. The resulting states

will remain Kramers doublets, thus giving no qualitative difference with respect

to the common spin up and down doublets. (ii) The mixing also renormalizes

the g-factor that defines the splitting of the doublets in a magnetic field. This,

however, is not seen provided we measure B0 in units of energy. (iii) The coupling

also can facilitate spin relaxation [47], but this is no qualitative change either.

Some of these aspects have been investigated in [113, 114].

The only place where strong spin-orbit interaction leads to a qualitative

change, is in the coupling between the dots. (i) The interdot tunnel coupling

provides a finite overlap of states differing in index of the Kramers doublet (in

further discussion we refer to this index as to ‘spin’), effectively introducing non-

‘spin’-conserving tunneling elements. (ii) The mutual Coulomb interaction be-

tween electrons in different dots introduces an effective spin-spin coupling scaling

with B2
0 (see Ref. [108, 115]). Both these mechanisms influence the electron spin

dynamics in the system and could be responsible for lifting of the spin blockade.

However, when all energy scales investigated are much smaller than the typical

orbital energy splitting Eorb in the dots, the effect of the tunnel coupling domi-

nates that of the Coulomb interaction [108, 115]. Since most lifting effects were

observed at B0 ∼ 10 mT ¿ Eorb, we are working in this regime and therefore

focus on the spin-orbit modified tunnel coupling.

The most general non-spin-conserving tunneling Hamiltonian for two doublet

electrons in a left and right state reads Ĥt =
∑

α,β

{
tLαβâ†LαâRβ + tRαβâ†RαâLβ

}
, α, β

being the spin indices, â†L(R) and âL(R) the electron creation and annihilation oper-
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ators in the left(right) state, and tL,R coupling matrices. We impose conditions of

hermiticity and time-reversibility on Ĥt and concentrate on the matrix elements

between the (1, 1) states and |S02〉 in our double dot setup. In the convenient

basis of orthonormal unpolarized triplet states |Tx,y〉 ≡ i1/2∓1/2{|T−〉∓|T+〉}/
√

2,

|Tz〉 ≡ |T0〉, and the (1, 1) singlet |S〉, this Hamiltonian reads

Ĥt = i~t · ~|T 〉 〈S02|+ t0 |S〉 〈S02|+ h.c., (7.1)

with ~|T 〉 ≡ {|Tx〉 , |Ty〉 , |Tz〉}. The model therefore adds a 3-vector of new cou-

pling parameters, ~t = {tx, ty, tz}, to the usual spin-conserving t0, the vector

being a ‘real’ vector with respect to coordinate transformations. The degree of

spin state mixing by spin-orbit interaction, and therefore the typical ratio |~t|/t0,
is estimated as Eso/Eorb, Eso being the energy scale of the matrix elements in

the spin-orbit interaction Hamiltonian. We assume that Eso & Eorb (which is

believed to be the case in InAs structures), and then all four coupling parameters

are generally of the same order of magnitude t0,x,y,z ∼ t. As the structure of the

localized electron wave functions is very much dependent on the nanostructure

design and its inevitable imperfections, the direction of ~t is hard to predict: we

consider arbitrary directions.

We describe the electron dynamics with an evolution equation for the density

matrix [80]. Next to the Hamiltonian terms, we complement the equation with

(i) the rates ∼ Γ describing the decay of |S02〉 and the refill to a (1, 1) state,

and (ii) a small electron spin relaxation rate Γrel ¿ Γ. The full evolution of the

electron density matrix then can be written as

dρ̂

dt
= −i[Ĥe + Ĥm + Ĥt, ρ̂] + Γρ̂ + Γrel ρ̂. (7.2)

Experimentally, the temperature exceeds the Zeeman energy [110], allowing us to

assume isotropic spin relaxation: each (1, 1) state will transit to any of the other

(1, 1) states with a rate Γrel/3. Explicitly, we use Γrel ρ̂ = −Γrelρ̂+1
6
Γrel

∑
α,d σ̂α

d ρ̂σ̂α
d ,

σ̂α
L(R) being the Pauli matrices in the left(right) dot.

Motivated by experimental work, we assume that the decay rate Γ of |S02〉 is

by far the largest frequency scale in (7.2), i.e. Γ À B0, K, t, Γrel (in principle Γ

can be comparable with the detuning ∆). Under this assumption, we separate

the time scales and derive the effective evolution equation for the density matrix

in the (1, 1) subspace

dρ̂

dt
= −i[Ĥm + Ĥ ′

t, ρ̂]−Goutρ̂ + Ginρ̂ + Γrel ρ̂. (7.3)

The decay and refill terms are now incorporated into

Gout
kl,mn = 2{δkmTn2T2l + δlnTk2T2m}Γ/(Γ2 + 4∆2)

Gin
kl,mn = δklTn2T2mΓ/(Γ2 + 4∆2),

(7.4)
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where Ta2 ≡ 〈a|Ĥt|S02〉. The coupling between the dots gives also rise to an

exchange Hamiltonian (H ′
t)ij = 4Ti2T2j∆/(Γ2 + 4∆2), with H ′

t ∼ Gout provided

Γ ∼ ∆. This anisotropic exchange interaction has been investigated in detail in

Ref. [116]. The diagonal elements of Gout give us the decay rates: If we consider

|T±〉 and |T0〉, the three triplet states split by an external magnetic field, we find

Γso
± ≡ Gout

±±,±± = 2Γ(t2x + t2y)/(Γ
2 + 4∆2) and Γso

0 ≡ Gout
00,00 = 4Γt2z/(Γ

2 + 4∆2), all

of which are ∼ Γso ∼ t2/Γ.

Let us neglect for a moment the nuclear fields, and focus on zero detuning,

∆ = 0. This allows us to grasp qualitatively the peculiarities of the spin blockade

lifting, determined by competition between the Hamiltonian (∼ B0) and dissipa-

tive terms (∼ t2/Γ, Γrel) in Eq. 7.3.

At sufficiently large fields, the basis states |T0〉 and |S〉 are aligned in energy.

The spin-orbit modulated tunnel coupling then sets the difference between these

states, which is best seen in a basis that mixes the states, |α〉 ≡ {t0 |T0〉 +

itz |S〉}/
√

t20 + t2z and |β〉 ≡ {itz |T0〉 + t0 |S〉}/
√

t20 + t2z. Now |α〉 is a blocked

state, i.e. Gout
αα,αα = 0, while |β〉 decays with an effective rate Γso

β ≡ Gout
ββ,ββ =

4Γ(t20 + t2z)/(Γ
2 + 4∆2). In Fig. 7.1(c) we give the energy levels of the five states

and all transition rates in the limit of ‘large’ external fields. It is clear that the

system will spend most time in the state |α〉. The current is determined by the

spin-relaxation decay rate of this state to any unblocked state, 3Γrel/3 = Γrel.

Let us note that if nb states out of n states are blocked, such a decay produces

on average n/nb electrons tunneling to the outgoing lead before the system is

recaptured in a blocked state. Therefore, the current is I/e = 4Γrel.

This picture holds until the decay rates of the three non-blocked states become

comparable with Γrel, which takes place at B0 ∼
√

ΓsoΓrel. To understand this,

let us start with considering the opposite limit, B0 ¿
√

ΓsoΓrel. In this case all

four (1, 1) states are almost aligned in energy, and the instructive basis to work in

is the one spanned by a single decaying state |m〉 ≡ {i~t · ~|T 〉+ t0 |S〉}/
√
|~t|2 + t20,

and three orthonormal states |1〉, |2〉 and |3〉 that are not coupled to |S02〉. At

B0 = 0 three of the four states are blocked, and spin relaxation to the unblocked

state proceeds with a rate Γrel/3. A relaxation process produces on average

n/nb = 4/3 electron transfers, so that the total current is reduced by a factor of

9 in comparison with the ‘high’-field case, I/e = 4
9
Γrel. This factor of 9 agrees

remarkably well with experimental observations (see Fig. 2b in Ref. [110]).

We now add a finite external field B0 to this picture. Since ~t is generally not

parallel to B0, the external field will split the states |1〉, |2〉 and |3〉 in energy and

mix two of them with the decaying state |m〉. This mixing results in an effective

decay rate ∼ B2
0/Γ

so, which may compete with the spin relaxation rate Γrel. At



7.3 Results 91

B0 ∼
√

ΓsoΓrel, we cross over to the ‘high’-field regime described above, where

only one blocked state is left. Therefore, the current exhibits a dip (suppression

by a factor 9) around zero field with a width estimated as
√

ΓsoΓrel (Fig. 7.2).

Let us now include the effects of the nuclear fields ~KL,R on a qualitative level.

If the fields are small compared to the scale t2/Γ, their only relevant effect is

to mix the states described above. This mixing creates a new possibility for

decay of the blocked states, characterized by a rate ΓN ∼ K2/Γso. This rate

may compete with spin relaxation ∼ Γrel, and could cause the current to scale

with ΓN and the width of the dip with K. In the opposite limit, K À t2/Γ, the

nuclear fields dominate the energy scales and separation of the (1, 1) states at

B0 . K. Then, generally all four states are coupled to |S02〉 on equal footing and

the spin blockade is lifted. Qualitatively, this situation is similar to that without

spin-orbit interaction (see Eqs 10-12 in [80]). Without spin-orbit interaction, an

increase of magnetic field leads to blocking of two triplet states, resulting in a

current peak at zero field. With spin-orbit interaction, tx,y still couple the split-off

triplets to the decaying state. Depending on the strength and orientation of ~t,

the current in the limit of ‘high’ fields can be either smaller or larger than that at

B0 = 0, so we expect either peak or dip. If it is a peak, the transition from peak

to dip is expected at K ∼ Γso, that is, at t ∼ √
KΓ. Indeed, such a transition

has been observed upon varying the magnitude of the tunnel coupling (Fig. 2 in

Ref. [110]). If we assume that K ∼ 1.5 mT and associate the level broadening

observed (∼ 100 µeV) with Γ, we estimate t ∼ 8 µeV, which agrees with the

range of coupling energies mentioned in [110].

7.3 Results

Let us now support the qualitative arguments given above with explicit analytical

and numerical solutions. The current through the double dot is evaluated as

I/e = ρ22Γ, ρ22 being the steady-state probability to be in |S02〉, as obtained

from solving Eq. 7.2. We give an analytical solution for ∆ = 0, neglecting the

nuclear fields, and expressing the answer in terms of the dimensionless parameter
~t/t0 = ~η. Under these assumptions, we find

I = Imax

(
1− 8

9

B2
c

B2 + B2
c

)
, (7.5)

with Bc = 2
√

2(1 + |~η|2)(η2
x + η2

y)
−1/2t0

√
Γrel/Γ and Imax = 4eΓrel. The current

exhibits a Lorentzian-shaped dip (see Fig. 7.2, compare with Fig. 2b in Ref. [110]).

The width Bc and the limits at low and ‘high’ fields agree with the qualitative

estimations given above.
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To include the effect of the two nuclear fields, we compute steady-state solu-

tions of (7.2) and average over many configurations of ~KL,R [80]. In Fig. 7.3 we

present the resulting current versus magnetic field and detuning for three different

regimes. To produce the plots we turned to concrete values of the parameters,

setting Γ = 0.1 meV, Γrel = 1 MHz, ~η = 0.25 × {1, 1, 1}. We averaged over

5000 configurations of ~KL,R, randomly sampled from a normal distribution with

a r.m.s. of 0.4 µeV.

In Fig. 7.3(a) and (b) we assumed large tunnel coupling, t20/Γ = 6 µeV so that

KΓ/t20 = 0.07 is small. In (a) we plot the current at ∆ = 0, while in (b) we plot

it versus detuning for different fixed B0. We observe in (a) a Lorentzian-like dip

in the current at B0 = 0. While it looks similar to the plots in Fig. 7.2, the width

is determined by the nuclear fields since K À Γrel. The curve can be accurately

fit with the Lorentzian (7.5), giving Bc = 7.4 K and Imax = 0.62 K2Γ/t0. Fig.

7.3(b) illustrates the unusual broadening of the resonant peak with respect to its

natural width determined by Γ. The width in this case scales as ∼ t20/K and is

determined by competition of Γso and ΓN . These plots qualitatively agree with

data presented in Fig. 2b in Ref. [110]. In Fig. 7.3(c) and (d) we present the

same plots, for smaller tunnel coupling, t20/Γ = 0.2 µeV = 0.5 K. We included

in plot (c) the curves for two random nuclear field configurations: it is clear that

the current strongly depends on ~KL,R, which agrees with our expectation that

in the regime Γrel < ΓN the current I ∝ ΓN ∝ K2. Remarkably, averaging over

many configurations smooths the sharp features at small B0 (c.f. [80]). Plots (d)

exhibit no broadening with respect to Γ, in correspondence with Fig. 2a of Ref.

[110]. In Fig. 7.3(e) and (f) we again made the same plots for yet smaller tunnel

coupling, t20/Γ = 2 neV ¿ K. Since the nuclear fields now dominate the splitting

of the (1, 1) states, we see a peak comparable to the one in Fig. 4 of Ref. [80]

surmounting a finite background current due to spin-orbit decay of the split-off

triplets.
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→
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→

Figure 7.2: Current as a function of B0, at ∆ = 0, and neglecting the nuclear fields.
Around zero field a dip is observed, its width depends on the magnitude and orientation
of ~η.
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Figure 7.3: The current I = eρ22Γ for (a,b) large, (c,d) intermediate, and (e,f) small
tunnel coupling. The dip observed around zero field (a) disappears when t20/Γ ∼ K (c)
and evolves into a peak for even smaller tunnel coupling (e).

We expect our results to hold for any quantum dot system with strong spin-

orbit interaction. Indeed, recent experiments on quantum dots in carbon nan-

otubes in the spin blockade regime [117] display the very same specific features,

as e.g. a zero-field dip in the current.

Now that we understand the origin of the lifting of spin blockade, we also

propose a way to extend the blockade region. If one would have a freely rotatable

magnet as source of the field B0, one would observe a large increase in width of

the blockade region as soon as ~B0 and ~t are parallel. One can understand this

as follows. If ~t effectively points along the z-direction, tx and ty and thus Γso
±

are zero: the states |T±〉 are blocked (see Fig. 7.2). As |T±〉 are eigenstates of

the field B0, this blockade could persist up to arbitrarily high fields. Since |T0〉
and |S〉 are rotated into |α〉 and |β〉, current will then scale in general with the

anti-parallel component of spin instead of only the spin singlet.

7.4 Conclusion

To conclude, we presented a model to study electron transport in the Pauli spin

blockade regime in the presence of strong spin-orbit interaction. It reproduces

all features observed in experiment, such as lifting of the spin blockade at high

external fields or at low interdot tunnel coupling. We explain the mechanisms

involved and identify all relevant energy scales. We also propose a simple way to
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extend the region of spin blockade.

We acknowledge fruitful discussions with A. Pfund, S. Nadj-Perge, S. Frolov,

and K. Ensslin. This work is part of the research program of the Stichting FOM.



Chapter 8

Nuclear spin effect

in a metallic spin valve

We study electronic transport through a ferromagnet normal-metal ferromagnet

system and we investigate the effect of hyperfine interaction between electrons

and nuclei in the normal-metal part. A switching of the magnetization directions

of the ferromagnets causes nuclear spins to precess. We show that the effect of

this precession on the current through the system is large enough to be observed

in experiment.1

1This chapter has been published in Physical Review Letters 97, 146602 (2006).
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8.1 Introduction

In recent years considerable theoretical and experimental work is aimed at the

controlled manipulation of electron spin in nanoscale solid state systems, a field

commonly referred to as spintronics [6]. The main motivations for this research

are applications in conventional computer hardware [118] as well as the futuristic

possibility of quantum computation [119], using single electron spins as informa-

tion carrying units (qubits). For both purposes, understanding the mechanisms

of spin polarization, relaxation, and dephasing in solid state systems is crucial.

The branch of metallic spintronics has quickly evolved after the discovery of

the giant magnetoresistance (GMR) in hybrid ferromagnetic normal metal struc-

tures [4, 5]. Theoretical and experimental studies on magnetic multilayers have

not only revealed interesting physics, but also already led to several applications

in magnetoelectronic devices. Magnetic recording read heads based on the GMR

were first developed some ten years ago [120], but nowadays can be found in

nearly all hard disk drives.

In the context of quantum computation, semiconductor quantum dots are re-

garded as promising candidates for storing electron spin based qubits [20]. Recent

progress in quantum manipulation of single spins [36] has overcome the effects

of various spin relaxation processes in these devices. The unavoidable hyperfine

interaction between electron and nuclear spin presently attracts much attention.

It has been identified as the main source of spin relaxation in high-purity sam-

ples at low temperatures [56, 121] and can even govern the electron transport in

double dots [37]. At present, hyperfine interaction is seen as the main obstacle

to demonstrate quantum computation with electron spins in solid state devices.

In many other fields, for instance nuclear magnetic resonance (NMR) ex-

periments, hyperfine interactions play a central role already for decades. The

Overhauser effect [63] is a common way to increase the degree of nuclear polar-

ization in metals enhancing NMR peaks. In semiconductors, optical orientation

techniques [122] are used to polarize the nuclear system. In the context of metal-

lic devices, hyperfine interaction has been thought to be too weak to influence

charge transport directly, and it has been regarded merely as an extra source of

spin relaxation [6].

8.2 Overview

In this Chapter, we predict a clearly observable hyperfine effect on electron trans-

port in a metallic device. Thereby we demonstrate that hyperfine interactions

may be important and possibly even dominant also for metallic spintronic devices.
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We consider electronic transport through a ferromagnet normal-metal ferromag-

net multilayer. This so-called spin valve is the basic magnetoelectronic device

and the core component of all GMR based read heads. By changing the magne-

tization directions of the two ferromagnetic leads, one alters the total resistance

of the device as well as the degree and direction of electronic polarization in the

normal metal part in the presence of a current.

Although the spin and particle transport properties of spin valves are well

investigated and understood [72], effects of hyperfine interaction in magnetic

multilayers have been hardly studied at all. One may think that these effects

are negligible owing to the small value of the hyperfine interaction constant

A ' 10−6 eV in metals. We show, however, that electron spins accumulating

in the normal metal part can build up a significant polarization of nuclear spins.

The direction of this polarization is determined by the magnetizations of the

leads. If the magnetizations are suddenly changed, this affects the electronic spin

distribution in the normal metal part immediately (at a time scale τe ' 10−11

s). The nuclear spin polarization reacts on a much longer time scale and will

start to precess slowly around its new equilibrium direction. In this paper we

are mainly interested in the feedback of the nuclear polarization on the electronic

system. We show that due to such feedback the precession manifests itself as

oscillations in the net current through the device. The amplitude of these os-

cillations is estimated as A/Eth. Here Eth is the Thouless energy characterizing

the typical electron dwell time in the valve. The estimation is valid provided this

time is shorter than the spin relaxation time τsf , which sets an upper bound for

the effect, Aτsf/~. For typical parameters, the relative magnitude of the current

oscillations can be of the order 10−4 ∼ 10−5, which is clearly large enough to be

measured in experiments.

8.3 Model

We model our system as a small metallic island connected to two ferromagnetic

leads (Fig. 8.1). We assume the island to be smaller than the spin diffusion length

lsf and the time an electron spends in the island much smaller than τsf , which

allows us to disregard spin-orbit relaxation mechanisms in the island. We also

assume that the resistance of the junctions by far exceeds the resistance of the

island itself. In this case, we can describe the electronic states in the island with

a single coordinate-independent distribution function f(E, t).

The two ferromagnetic leads are modeled as large reservoirs in local equi-

librium, with magnetizations in arbitrary directions ~mL and ~mR. Assuming for
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Figure 8.1: A schematic picture of the system considered. A small metallic island
is connected to two large ferromagnetic reservoirs with magnetizations ~mL and ~mR.
The contacts are characterized by conductances GL and GR, which consist of spin-
dependent parts G↑ and G↓, and a mixing conductance G↑↓. The length of the normal
metal part is significantly smaller than the spin diffusion length.

simplicity T = 0, we approximate the electronic distribution function in the leads

as fL(R)(E) = θ(µL(R) − E). The difference in chemical potentials is due to the

bias voltage applied eVb = µL − µR. We can disregard temperature provided

eVb À kBT .

In our model, the electron spin polarization is mainly determined by the

balance of spin-polarized currents flowing into and out of the ferromagnetic leads.

However, a significant correction to this balance comes from hyperfine coupling

between the electron and nuclear spins. The resulting change of the polarization

affects the net electric current in the device. So we will first derive an expression

for hyperfine induced polarization of electrons and nuclei, and then we combine

the result with the known expressions for spin transport through spin valves.

The Hamiltonian we use to describe the electronic and nuclear states in the

island consists of an electronic part and a part describing the hyperfine interac-

tions,

Ĥ = Ĥel + Ĥhf

Ĥel =
∑

k

εk

(
â†k↑âk↑ + â†k↓âk↓

)

Ĥhf =
∑

n

An
~̂Sn(t) · Ψ̂†(~rn)

1

2
~σ Ψ̂(~rn),

(8.1)

where â
(†)
kα are electron annihilation (creation) operators for spin up and down

(α =↑, ↓). We expressed the usual hyperfine contact Hamiltonian in electronic

field operators, defined as Ψ̂(~r) = Ω−1/2
∑

k,α âkαeik~r, where Ω is the volume of

the island. An is the hyperfine coupling coefficient between an electron and the
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nucleus at position ~rn, the vectors ~̂Sn are the nuclear spin operators and ~σ the

Pauli spin matrices.

8.4 Approach

We apply a second order perturbation expansion to find an expression for the

time dependence of the electronic distribution function f(k, t) = 〈â†kα(t)âkβ(t)〉

df(k, t)

dt
≈

〈
i

~

[
Ĥ(t), â†kαâkβ

]〉
−

〈 t∫

−∞

dt′

~2

[
Ĥ(t),

[
Ĥ(t′), â†kαâkβ

]]〉
, (8.2)

where the indices α and β now span a 2×2 spin space. We see that the expansion

can be completely expressed in the commuting operators ~̂Sn and â(†).

Using Wick’s theorem, we write the terms with four and six creation and

annihilation operators as products of pairs, which then again can be interpreted

as distribution functions f(E, t). Further, we assume that the electrons are dis-

tributed homogeneously on the island and approximate An = A/n0, A being

the hyperfine coupling energy of the material and n0 the density of nuclei with

non-zero spin [123]. We find up to the second order

(
d~fs

dt

)

hf

=
A

~
〈~S(t)〉 × ~fs(t)− 1

τhf

[
1

2
− ~fs(t) · 〈~S(t)〉

]
~fs(t)

+
1

τhf

fp(t) [1− fp(t)] 〈~S(t)〉,
(8.3)

where we used the notation f = fp1 + ~fs · ~σ, i.e. we split f in a particle and

spin part. Nuclear spin enters here as the average polarization 〈~S(t)〉. The first-

order term describes the precession of electron spin in the field of the nuclei

and disappears if electron and nuclear polarizations are aligned. The second-

order terms are all proportional to the hyperfine relaxation time defined as τhf =

~n0/πA2ν, ν being the density of states at the Fermi energy. Since hyperfine

interaction affects the electron spin only, the contribution to the time derivative

of fp is zero.

This contribution is not the main one in the balance in the spin valve. Mainly,

it is determined by electron transfers through the spin-active junctions. To de-

scribe this, we use the approach of [72] that is valid for non-collinear magnetiza-
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tions. This yields

(
d~fs

dt

)

sv

= ~Be × ~fs(t)− 1

τe

~fs(t) +
1

τe

{
αL [1− fp(t)] + βL ~mL · ~fs(t)

}
~mL

+
1

τe

{
αR [−fp(t)] + βR ~mR · ~fs(t)

}
~mR.

(8.4)

Following [72], we describe each spin-active junction with four conductances, G↑,
G↓ and G↑↓ = (G↓↑)∗. (If the junction is not spin-active, G↑ = G↓ = G↑↓ = G↓↑ =

G). The electron spin is subject to an effective field

~Be = − 1

τe

Im(G↑↓
L )~mL + Im(G↑↓

R )~mR

Re(G↑↓
L + G↑↓

R )
,

and we introduce dimensionless parameters characterizing the spin activity of the

junctions

αL(R) =
G↑

L(R) −G↓
L(R)

2Re(G↑↓
L + G↑↓

R )
, PL(R) =

G↑
L(R) −G↓

L(R)

G↑
L(R) + G↓

L(R)

βL(R) =
2Re(G↑↓

L(R))−G↑
L(R) −G↓

L(R)

2Re(G↑↓
L + G↑↓

R )
.

The order of magnitude of (8.4) is estimated as 1/τe, τe being a typical electron

dwell time in the island, τe = e2νΩ/2Re(G↑↓
L + G↑↓

R ).

Since by the essence of the spin valve, the spin balance affects the particle

current through the device, the time derivative of fp is non-zero now,

dfp

dt
=

1

τe

{αL

PL

[1− fp(t)]− αR

PR

fp(t)− (αL ~mL + αR ~mR) · ~fs(t)
}
. (8.5)

We also need an equation for the time dependence of the nuclear spin po-

larization. One can obtain it from a perturbation expansion similar to (8.2) or

directly inherit it from the fact that hyperfine interaction conserves the total spin

of electrons and nuclei

n0

(
d〈~S〉
dt

)

hf

= −νeVb

(
d~fs

dt

)

hf

. (8.6)

We see from this that the relaxation time of nuclear spins τd ' τhfn0/νeVb. We

assume that no other relaxation mechanism provides a shorter relaxation time.

Let us now estimate and compare the time scales involved. For the nuclear

system, the precession frequency ω = AνeVb|~fs|/~n0 and the relaxation time



8.4 Approach 101

τd ' ~n2
0/πA2ν2eVb. Typical values for A range from 10−7 eV for weak coupling

to 10−4 eV (e.g. in GaAs [123]); we chose A = 5× 10−6 eV. We take typical solid-

state parameters to estimate n0 = 2.9 × 1029 m−3 and ν = 1.3 × 1047 J−1m−3.

For an applied bias voltage of Vb = 10 mV, this results in a precession frequency

ω ∼ 105 Hz and a nuclear relaxation time τd ∼ 0.5 s. For the electronic system,

the spin relaxation rate consists of two terms ∝ 1/τe and ∝ 1/τhf . We set the

conductance of the F/N-interfaces to G ∼ 3 Ω−1 [124]. If we choose dimensions

of the metal island of 0.1× 0.1× 5 µm3, we find τe ∼ 10−11 s. This corresponds

to a Thouless energy Eth = ~/τe ' 0.06 meV. The estimation for the hyperfine

relaxation time reads τhf ∼ 10−4 s.

We conclude that on the time scale of all nuclear processes, ~fs and fp instantly

adjust themselves to current values of voltage, magnetization, and importantly,

nuclear spin polarization. Their values are determined from the spin balance,

(
d~fs

dt

)

hf

+

(
d~fs

dt

)

sv

= 0 and
dfp

dt
= 0. (8.7)

As to nuclear polarization at constant voltage and magnetization, it is of the

order of 1 owing to a sort of Overhauser effect produced by non-equilibrium

electrons passing the island. Indeed, it follows from Eq. 8.6 that the stationary

2〈~S〉 = ~fs/[fp(1−fp)+|~fs|2]. We see that 〈~S〉 and ~fs are parallel under stationary

conditions. This is disappointing since this will not result in any precession.

The essential ingredient of our proposal is to change in time the magnetiza-

tion(s) of the leads. Let us consider the effect of sudden change of the magneti-

zation in one of the leads at t = 0. The electrons will find their new distribution,

characterized by ~fnew, on a timescale of τe. As we see from (8.6), the nuclear spin

system will start to precess around ~fnew with the frequency estimated. The pre-

cessing polarization will contribute to the effective field ~Be, ~Be → ~Be +A〈~S(t)〉/~
in (8.7). This will result in a small correction to ~fnew, ~f (1), which is visible in

the net current through the junction, due to its oscillating nature. A simple ex-

pression for this correction is obtained in the limit of weakly polarizing junctions

(αL,R, βL,R ¿ 1),

~f (1)(t) =
Aτe

~
〈~S(t)〉 × ~fnew ∝ A/Eth, (8.8)

while a more general expression is obtained by solving (8.7) up to first order in

A. The oscillatory part of the resulting current is given by

Ĩ(t) = Vb
e2νΩ

2τe

[PR ~mR − PL ~mL] · ~f (1)(t). (8.9)



102 8. Nuclear spin effect in a metallic spin valve

The time dependence of nuclear polarization is still governed by Eq. 8.6.

Combining Eqs 8.8 and 8.9, we find that the time-dependent current follows

the behavior of 〈~S(t)〉 and therefore exhibits oscillations with frequency ω that

are damped at the long time scale τd. The amplitude of these oscillations ∆I in

the limit of small α and β reads

|∆I|
〈I〉 ≈ Aτe

~
|〈~Sold〉 × ~fnew||PR ~m⊥

R − PL ~m⊥
L |, (8.10)

again proportional to A/Eth. In this equation 〈~Sold〉 refers to the nuclear po-

larization before switching the magnetizations and ~m⊥
L(R) is the part of ~mL(R)

perpendicular to ~fnew. This relation makes it straightforward that one needs

non-collinear magnetizations to observe any effect.

In the same limit, the damping time and precession frequency are given by

τd = τhf
n0

νeVb

{
ξ + ξ−1 + 2

}
, (8.11)

and

ω =
A

~
νeVb

n0

|PR ~m⊥
R − PL ~m⊥

L |
ξ + ξ−1 + 2

. (8.12)

where ξ = GL/GR characterizes the asymmetry of the conductance of the con-

tacts.

In Fig. 8.2a we plotted a numerical solution for the current Ĩ(t)/〈I〉 and in

8.2b the dependence of ω and τd on the asymmetry in conductance of the contacts.

For 8.2a we made use of equations (8.6) and (8.7), and inserted realistic αL,R and

βL,R. For the parameters used, the estimate (8.10) of the amplitude is 4.4×10−5.

Eqs (8.11) and (8.12) give τd = 0.63 s and ω = 1.0 × 105 Hz, in agreement with

the plot. Typical currents through spin valves of these dimensions using a bias

voltage of 10 mV range between 10 and 100 mA. Oscillations of the order of 10−5

- 10−4 should be clearly visible in experiment. The unavoidable shot noise due to

the discrete nature of the electrons crossing the junctions will not prevent even

an accurate single-shot measurement, since the measurement time can be of the

order of τd. An estimate using (δI)2 ' 2eI/τd gives a relative error of 10−8 -

10−9, at least three orders smaller than the oscillations.

So far we have assumed precisely uniform electron distributions. In a realistic

situation however, the finite resistance of the island results in a voltage drop

over the island, thus causing spatial variation of f0 and ~fs. Importantly, this

gives variations in the precession frequency ω ∝ A|~fs|/~. Such variation ∆ω

over the length of the island will contribute to an apparent relaxation of the spin
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Figure 8.2: (a) Numerical calculation of the relative current fluctuations as a function
of time. For t > 20 µs the t-axis is compressed. We used the parameters chosen in the
text and further we took for both contacts α = 0.128, β = 0.115 and P = 0.333. The
magnetizations switch at t = 0 from mL = (0, 0, 1), mR = (0, 0,−1) to mL = (0, 1, 0),
mR = (0, 0,−1). (b) The dependence of the relaxation time and the frequency of the
fluctuations on the asymmetry ξ in the conductances, where τ̃ = ~n0/πA2ν2eVb and
ω̃ = AνeVb/~n0.

polarization, since precession in different points of the island occurs with a slightly

different frequency. This effect adds a term 1/τ ∗ = ∆ω to the damping rate

1/τd. Assuming a simple linear voltage drop over the normal metal part, we find

1/τ ∗ = (Gjunc/Gisl)ω0, i.e. the ratio of the total conductance of the spin valve and

the conductance of the metal island times the average oscillation frequency ω0.

Although the effect can reduce the apparent relaxation time, provided (∆ω)τd À
1, it will not influence the time-dependent current just after t = 0.

8.5 Conclusion

In conclusion, we have shown how hyperfine-induced nuclear precession in the

normal metal part of a spin valve can be made experimentally visible. The

precession should give a clear signature in the form of small oscillations in the net

current through the valve after sudden change of the magnetizations of the leads.



104 8. Nuclear spin effect in a metallic spin valve

We found a coupled set of equations describing the nuclear and electron spin

dynamics resulting from a second order perturbation expansion in the hyperfine

contact Hamiltonian. We presented a numerical solution for the net current and

derived an estimate for the amplitude of the oscillations. We found that the

relative amplitude of these oscillations is sufficiently big to be observable.

The authors acknowledge financial support from FOM and useful discussions

with G. E. W. Bauer.
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Summary

In this thesis we investigate effects of interaction between electron spins and

nuclear spins in two nanoscopic devices, the quantum dot and the spin valve.

A quantum dot is a small quantum well in which one can trap electrons. One

of the proposed applications of quantum dots is the implementation of electron

spin qubits. Since most of the environmental degrees of freedom couple only

to the charge of an electron in a quantum dot, it was widely believed that its

spin is very well isolated from the environment, and therefore could be used as

a reliable qubit. In experiment however, it turned out that electron spin qubits

in quantum dots are subject to rapid decoherence. All evidence points at the

nuclear spins in the quantum dot host material as being the main problem: a

million randomly fluctuating nuclear spins couple via the hyperfine interaction

to the electron spin, and thereby act as a small but unknown effective magnetic

field. This field introduces rapid electron spin dephasing and thus decoherence of

the qubit. Hyperfine interaction however, works both ways: the electron spin, in

turn, also affects the nuclear spins. Recently, several experiments showed clear

signs of dynamical nuclear spin pumping driven by the electron spin dynamics

in a quantum dot. It was realized that there might exist ways to harness this

electron-nuclear spin interaction such that the fluctuations in the nuclear field

become suppressed and, thereby, the electron spin coherence time improved.

In Chapter 4 of this thesis we investigate the coupled electron-nuclear spin

dynamics in a single quantum dot under conditions of electron spin resonance.

We show how the non-equilibrium electron spin dynamics can cause strong nu-

clear spin pumping. At small frequency mismatch the nuclear field detunes the

resonance. Remarkably, at larger frequency mismatch its effect is opposite: the

nuclear system is bistable, and in one of the stable states the field accurately

tunes the electron spin splitting to resonance. In this state the nuclear field

fluctuations are strongly suppressed and nuclear spin relaxation is accelerated.

Then, in Chapters 5 and 6, we turn to the same effect in a double quantum dot.

We experimentally observe in the double dot under conditions of electron spin
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resonance multiple stable states of nuclear polarization and nuclear self-tuning

over a large range of fields, even when the external static magnetic field or the

excitation frequency are changed back and forth. The nuclear field apparently

adjusts itself such that the electron spin resonance condition remains satisfied. We

explain these observations within an elaborated theoretical rate equation model

for the polarization in each of the dots, in the limit of strong driving. This model

also captures unusual features of the data, such as fast switching and a ‘wrong’

sign of polarization. The results reported enable applications of this polarization

effect, including accurate manipulation and control of nuclear fields.

In Chapter 7 we present the first step of our analysis of similar effects which

have been observed in quantum dots in materials with strong spin-orbit coupling.

We study electron transport in such a system in the Pauli spin blockade regime.

It had been experimentally observed that the presence of spin-orbit coupling

drastically modifies the basic spin physics in the dots: when a small external

magnetic field is applied the spin blockade is lifted. This is inconvenient since

spin blockade is a useful tool for electron spin manipulation and read-out. In our

model, we incorporate the effect of spin-orbit coupling into a modified interdot

tunnel coupling. We finally elucidate the role of spin-orbit interaction, the exter-

nal magnetic field, the nuclear fields, and spin relaxation in the basic transport

properties of the system. We find qualitative agreement with experimental ob-

servations, and we propose a way to extend the range of magnetic fields in which

blockade can be observed.

In the last Chapter, we consider a spin valve, one of the basic spintronic de-

vices. A spin valve is a small ferromagnet-normal metal-ferromagnet junction

which exhibits strong magnetoresistive effects: the conductance of the junction

can vary strongly when one changes the directions of magnetization in the two

ferromagnets. It is widely believed that in metallic devices hyperfine interaction

manifests itself merely as a weak source of spin relaxation and that it does not

influence the electronic transport properties of the devices directly. We study

transport through the spin valve and we investigate the effect of hyperfine in-

teraction between electrons and nuclei in the normal-metal part. We show that

a switching of the magnetization directions of the ferromagnets causes nuclear

spins to precess. The effect of this precession on the current through the system

is large enough to be observed in experiment.

Jeroen Danon

July 2009



Samenvatting

In dit proefschrift onderzoeken we effecten van de wisselwerking tussen elek-

tronspin en kernspin in twee nanoscopische systemen, de quantum dot en het

spinventiel.

Een quantum dot is een kleine potentiaalput waarin elektronen opgesloten

kunnen worden. Een van de voorgestelde toepassingen van quantum dots is de

implementatie van qubits van elektronspin. Aangezien de meeste vrijheidsgraden

van de omgeving van de quantum dot alleen maar koppelen aan de lading van het

elektron, werd algemeen aangenomen dat zijn spin goed gëısoleerd zou zijn van de

omgeving en daarom gebruikt zou kunnen worden als betrouwbaar qubit. Echter,

uit experimenten bleek dat ook elektronspin-qubits zeer snelle decoherentie ver-

tonen. Het lijkt erop dat het belangrijkste probleem bestaat uit de kernspins

in het materiaal waarvan de quantum dot gemaakt is: een miljoen willekeurig

fluctuerende kernspins koppelen via de hyperfijnwisselwerking aan de elektron-

spin, en manifesteren zich op die manier als een klein maar willekeurig magnetisch

veld. Dit veld zorgt ervoor dat er snel onzekerheid ontstaat in de fase van de

elektronspin, en veroorzaakt dus snelle decoherentie van de qubit. Echter, hyper-

fijnwisselwerking werkt twee kanten op: de elektronspin, op zijn beurt, bëınvloedt

ook de kernspins. Een aantal recente experimenten heeft duidelijk laten zien hoe

de kernspins in een quantum dot dynamisch gepompt kunnen worden door de

elektronspindynamica. Men realiseerde zich al snel dat het wellicht mogelijk is

om deze wisselwerking tussen de elektron- en kernspin zo te gebruiken dat de fluc-

tuaties in het kernveld onderdrukt worden. Op die manier zou de coherentietijd

van de elektronspin aanzienlijk verlengd kunnen worden.

In Hoofdstuk 4 van dit proefschrift onderzoeken we de gekoppelde spindy-

namica van het elektron en de kernen in een enkele quantum dot, wanneer het

systeem in het regime van elektronspinresonantie is. We laten zien hoe de niet-

evenwichtige elektronspindynamica kan leiden tot een sterk pompen van de kern-

spins. Bij een klein frequentieverschil wordt het systeem door het opgebouwde

kernveld van de resonantie af gedreven. Opvallend is dat bij een groter frequen-
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tieverschil het effect juist tegengesteld is: het systeem wordt bistabiel, en in een

van de twee stabiele staten zorgt het kernveld ervoor dat de Zeemansplitsing van

het elektron juist precies op resonantie gehouden wordt. In deze staat zijn de

kernspinfluctuaties sterk onderdrukt, en is de kernspinrelaxatie versneld.

Vervolgens, in Hoofdstukken 5 en 6, kijken we naar hetzelfde effect in een

dubbele quantum dot. Experimenteel observeren we, wanneer elektronspinreso-

nantie toegepast wordt, meerdere stabiele staten van kernspinpolarisatie en ‘zelf-

afstemming’ door het kernveld in een groot gebied van frequenties, zelfs wanneer

het externe statische magneetveld of the excitatiefrequentie afwisselend groter en

kleiner gemaakt worden. Blijkbaar past het kernveld zich constant aan zodat

de resonantieconditie vervuld blijft. We leggen deze observaties uit in een uit-

gebreid theoretisch model voor de polarisatie in de twee dots, in de limiet van

sterke drijving. Dit model beschrijft ook ongebruikelijke kenmerken van de data,

zoals snelle schakeling en een ‘verkeerd’ teken van polarisatie. Onze resultaten

kunnen leiden tot toepassingen van dit polarisatie-effect, waaronder bijvoorbeeld

nauwkeurige manipulatie van en controle over de kernvelden.

In Hoofdstuk 7 presenteren we de eerste stap van een analyse van vergelijkbare

effecten, waargenomen in quantum dots in materialen met een sterke spin-baan

wisselwerking. We bestuderen elektrontransport in zo’n systeem in het regime

van Pauli spin blokkade. Experimenteel is gebleken dat sterke spin-baan wis-

selwerking de spinfysica in de dots drastisch kan veranderen: wanneer een klein

extern magneetveld wordt aangelegd, dan wordt de blokkade opgeheven. Dit is

vervelend, aangezien spin blokkade een nuttig hulpmiddel is voor manipulatie en

uitlezing van elektronspins. In ons model nemen we het effect van spin-baan wis-

selwerking mee in een veranderde interdot tunnelkoppeling. We laten zien wat

de rol is van spin-baan wisselwerking, het externe magneetveld, de kernvelden

en spinrelaxatie, in de transporteigenschappen van het systeem. Onze resultaten

komen kwalitatief overeen met de experimentele waarnemingen en we stellen ook

een manier voor om het gebied waarin spin blokkade geobserveerd kan worden

aanzienlijk uit te breiden.

In het laatste Hoofdstuk beschouwen we een spinventiel, een van de basis-

apparaten in de spintronica. Een spinventiel is een kleine ferromagneet-normaal

metaal-ferromagneet junctie, die sterke magnetoresistieve eigenschappen heeft:

de geleiding van de junctie kan sterk variëren wanneer de richting van de mag-

netisaties van de twee ferromagneten veranderd wordt. Het wordt algemeen

aangenomen dat in metallische structuren de hyperfijnwisselwerking zich slechts

manifesteert als een zwakke bron van spinrelaxatie en dat het de elektronische

transporteigenschappen niet direct bëınvloedt. We bestuderen het transport door

het spinventiel en onderzoeken het effect van hyperfijnwisselwerking tussen de
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elektronen en kernen in het middengedeelte. We laten zien dat een verandering

van de richting van de magnetisaties van de ferromagneten ervoor zorgt dat de

kernspins gaan precesseren. Het effect van deze precessie op de stroom door het

systeem is groot genoeg om duidelijk waargenomen te worden in een experiment.

Jeroen Danon

Juli 2009
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