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Abstract— Various methods for in vivo range estimation during 
proton therapy based on the measurement of prompt gamma (PG) 
photons have been proposed. However, optimizing the method of 
detection by trial-and-error is a tedious endeavor. Here, we 
investigate the feasibility of using the Cramér-Rao lower bound 
(CRLB) to more quickly arrive at an optimum detector design. The 
CRLB provides the smallest possible variance on the proton range 
obtained from any unbiased estimator, given a statistical model of 
the observations.  

We simulated clinical proton pencil beams targeting a cylindrical, 
soft-tissue equivalent phantom and scored the PG photons around 
the phantom. Spatially, temporally and spectrally resolved PG 
emission profiles corresponding to different proton ranges were 
generated. We calculated the proton range estimation uncertainty 
as a function of several detector setup parameters such as detector 
size, bin size, and photon acceptance angle.  

We found a minimum uncertainty for the proton range 
estimation based on either spatial, spectral, or temporal information 
of 2.13 mm, 1.97 mm and 2.05 mm, respectively, if the detection 
parameters were optimized for each case.  

We conclude that the CRLB is a promising tool for the 
optimization of the detector setup for PG based range estimation in 
particle therapy. 
 

Index Terms—Prompt gamma photon detection, proton 
therapy, Cramér-Rao theory, detector optimization, Monte Carlo 
simulations. 
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I. INTRODUCTION 
With the growing use of proton therapy worldwide, there is also 
an increasing interest in state-of-the-art quality assurance to 
ensure patient safety and treatment quality. Because of the 
highly localized dose deposition of individual pencil beams, a 
small geometric uncertainty (e.g. a small anatomical change) or 
an incorrect proton range prediction can greatly impact the dose 
distribution [1]. An important form of quality assurance for 
proton therapy is real-time treatment monitoring based on the 
detection of secondary photons generated by nuclear 

interactions of the incoming protons with the elements that 
make up the patient. These photons can be either annihilation 
photons that are the result of generated positron emitters, or 
prompt gamma (PG) photons that are directly emitted by 
excited nuclei returning to the ground state [2], [3]. The 
detection of these secondary photons could also be applied in 
an adaptive treatment setting. The measured signal would then 
be used to obtain information about deviations in the treatment 
due to, for example, day-to-day anatomical variations or an 
incorrect proton range prediction and, where needed, to adapt 
the treatment. 

Annihilation photons are typically measured using 
conventional positron emission tomography (PET) detector 
systems by transporting the patient to such a system after 
irradiation or with newly developed in-room PET systems [4], 
[5]. The detection of PG photons has to be done during radiation 
delivery since the emission occurs essentially instantaneously 
(within < 1 ns) [6]. The energy of the PG photons that can be 
observed in clinical proton therapy are typically in the order of 
1.0-7.5 MeV [7]. Different properties of the detected PG 
photons have been shown to carry information on the proton 
range. Properties such as: the location of detection of the photon 
on the detector (i.e. spatial information), the energy of the 
detected photon (i.e. spectral information) or the time of 
arrival/detection (i.e. temporal information) [8]–[11]. 
Regardless of what technique is being used, extensive studies 
are often needed in order to optimize the detector system. 

Different detector systems have been described and reported 
to be successful in detecting PG photons and using the data for 
range verification during proton therapy, all with different 
measurement techniques, detector systems, and methods of 
analysis [3], [7]–[10], [12]–[36]. These studies describe 
different detector setups, detection limits, and factors that could 
influence the obtained results. 

Typical detector setup parameters that affect the results are: 
detector size, detector location, bin size, and energy resolution. 
In addition, a typical PG photon detection system also requires 
a collimator to obtain spatial information from the incoming 
photons, the design of this collimator also greatly impacts the 
measurement results. For example, large slit widths result in 
more counts on the detector but reduce the spatial resolution. 
Such trade-offs are typically of great interest since these 
determine the final performance of the system. 

The optimization of detector systems can e.g. be done using 
Monte Carlo simulations, sweeping through the parameter 
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space and analyzing which system results in prompt gamma 
signals that provide the best resolution on the proton range. An 
example of such a trial-and-error study is the work from Pinto 
et al. where an impressive total number of 14730 different 
collimator geometries were simulated [14].  

A different and potentially more efficient approach to 
optimize detector systems is to apply Cramér-Rao theory, 
which allows for the calculation of the lower bound on the 
variance of any unbiased estimator of a parameter of interest 
(e.g. the proton range) as a function of the different detector 
setup parameters. The calculation of this Cramér-Rao lower 
bound (CRLB) requires a statistical model of the data. The 
CRLB thus offers a convenient way of optimizing detector 
systems without having to run the large number of simulations. 
Cramér-Rao theory has been shown to be useful in similar cases 
where it was used to optimize the detector design of PET 
systems and to determine the limits on the spatial and time 
resolutions of such systems [37]–[39]. 

The aim of this work is to illustrate the application of 
Cramér-Rao theory for the optimization of detector systems that 
are to be used for the estimation of the proton range in an 
irradiated medium based on the measurement of prompt gamma 
signals. Three simple Monte Carlo simulations were performed 
to obtain the required data and from there a full detector 
optimization could be performed, regardless of which 
information was taken from the photons (i.e. spatial, spectral or 
temporal information). The proposed method allows for a 
characterization of how the accuracy of a detector system 
depends on the setup parameters and helps to better understand 
the influence of specific setup parameters on the measurement 
results. 

II. MATERIALS AND METHODS 

A. Cramér-Rao Lower Bound Formalism 
The CRLB is based on the Cramér-Rao inequality [40] and can 
be used to find the theoretical lower bound on the variance of 
any unbiased estimator of a parameter, given a statistical model 
of the observables. This work focuses on determining the 
proton range (𝑅) from the detected prompt gamma (PG) signals. 
The PG photons are generated in the irradiated medium at the 
nuclear interaction sites between the incoming protons and the 
nuclei of the medium. Next, the photons are detected in a 
detector system outside the irradiated medium. The information 
contained by the photons can be subdivided into spatial, 
spectral and temporal information. All three types of 
information can be considered as giving rise to a 1-dimensional 
(1D) observable in the detector system, that could be used to 
determine 𝑅 . In the following we illustrate the CRLB 
formalism when using the spatial information of the measured 
PG photons to determine 𝑅 ; for the spectral and temporal 
observables, the derivations are similar. 

The measurement area (i.e. detector) is one-dimensionally 
subdivided into 𝑖 bins along the beam axis and each bin detects 
𝑛$ photons. The number of detected photons per bin scales with 
the number of protons and thus, in extension, with the total 
number of emitted photons (𝑁&) and its expectation value can 

be written as the product of 𝑁&  and the fraction 𝑓$(𝑅)  of 
photons that reaches bin 𝑖. The fraction 𝑓$(𝑅) is dependent on 
𝑅  since the proton range determines the number of emitted 
photons that reach a certain bin. The expectation value for the 
number of detected photons in a bin 𝑖 is given by: 

 
Ε[𝑛$] = 𝑁& ∙ 𝑓$(𝑅).                (1) 
 
The emission and detection process of the PG photons can be 

described by Poisson statistics, resulting in a probability 𝑝$ to 
detect 𝑛$ photons in bin 𝑖 (given 𝑅 and 𝑁&): 

 

𝑝$1𝑛$|𝑅, 𝑁&4 =
567∙89(:);

<9

=9!
∙ 𝑒@67∙89(:).       (2) 

 
It is noted that (2) ignores the influence of the variance of 𝑁& 
on 𝑛$ . Since 𝑁& ≫ 1  and 𝑓$(𝑅) ≪ 1 in a typical clinical PG 
detection setup, this can be considered a valid approximation in 
most cases of practical interest. 

It follows that the likelihood to detect 𝑛D = (𝑛E, 𝑛F,… , 𝑛H)I 
photons in the 𝑃 detector bins is given by: 

 
𝐿1𝑛D|𝑅, 𝑁&4 = ∏ 𝑝$1𝑛$|𝑅, 𝑁&4H

$ME .         (3) 
 
Using this likelihood function, we can define the Fisher 

information matrix: 
 

𝑴 = −EQ
RS TU5V1=D|:,674;

R:S
W,            (4) 

 
where E gives the expectation value. Combining (3) and (4) and 
following the steps from [37], the Fisher matrix can be written 
as (see Appendix): 
 

𝑴 = 𝑁& ∙X
1

𝑓$(𝑅)
𝑑𝑓$(𝑅)
𝑑𝑅

𝑑𝑓$(𝑅)
𝑑𝑅

H

$ME

	

= 𝑁& ∙ ∑
E

89(:)
5\89(:)

\:
;
F

H
$ME .           (5) 

 

The term 5\89(:)
\:

;
F
 results from the fact that we are dealing 

with a 1D problem where we are only interested in estimating 
the proton range 𝑅. The lower bound 𝑴@E on the variance of an 
unbiased estimator now follows from the Cramér-Rao 
inequality: 

 
𝑐𝑜𝑣1�̀�, �̀�4 = 𝑣𝑎𝑟1�̀�4 ≥ 𝑴@E,           (6) 

 
where �̀� is the estimated value of the proton range 𝑅.  

The lower bound on this variance can now be calculated by 
evaluating the Fisher information matrix at �̀� . The smallest 
possible uncertainty in the estimated proton range (𝜎:) can then 
be calculated by taking the square root of the calculated smallest 
possible variance of the estimated proton range: 
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𝜎: = e𝑣𝑎𝑟1�̀�4 .                (7) 

 
As mentioned before, the preceding derivation holds for all 

three of the proposed 1D PG photon observables: spatial 
information on a 1D detector as well as spectral and temporal 
information. For the last two observables, the detector bins 	𝑖 
simply correspond with the energy and the time of arrival of the 
detected photon, respectively, regardless of the position on the 
detector where the photon was detected. 

It is emphasized once more that the CRLB provides the lower 
bound on the uncertainty of the estimated range shift for any 
unbiased estimator. In this work, we will not elaborate on the 
various methods currently being investigated for estimating 
range shifts from experimentally obtained PG signals (either 
spatial, spectral or temporal). Obviously, the accuracy achieved 
in practice may be different for different methods and some 
methods may approach the lower bound more closely than 
others. That is, in statistical terms, some methods may be more 
efficient than others. Thus, the CRLB is also useful for 
quantifying the efficiency of different estimators. 

In order to calculate 𝜎:, the derivative \89(:)
\:

 (see (5)) must 
be known. This derivative can be approximated by the 
numerical derivative: 

 
\89(:)
\:

= 89(:fg)@89(:@g)
Fg

+ 𝑂(ℎF),         (8) 
 

where the higher order terms were neglected. This numerical 
derivative can be calculated straightforwardly using Monte 
Carlo simulations. 

In this study we assumed that the PG photon emission 
process is covered by Poisson statistics and because the photon 
detection process is a binomial selection of 𝑁&, 𝑛$ also follows 
a Poisson distribution. We can therefore express the variance of 
𝑛$ as: 

 
𝑣𝑎𝑟(𝑛$) = 〈𝑁&〉𝑓$(𝑅).              (9) 
 

Where 〈𝑁&〉𝑓$(𝑅) is the mean number of photons measured by 
bin 𝑖 . In addition, the covariance between different bins is 
expressed by [40]: 

 
𝑐𝑜𝑣1𝑛$, 𝑛m4 = 〈𝑁&〉𝑓$(𝑅)𝛿$,m,           (10) 
 

where 𝛿$,m  is the Kronecker’s delta function. Therefore, the 
covariance between different bins is zero and the covariance of 
a bin is equal to its variance. A non-zero covariance between 
bins (i.e. pixels) could, for example, be caused if an incoming 
high-energy PG photon would scatter multiple times in the 
detector, giving rise to crosstalk and therefore a signal in 
multiple pixels. 

B. Monte Carlo Simulations 
In order to obtain the dataset that could be used to calculate the 
fractions 𝑓$(𝑅)  as well as the derivative given in (8) we 

performed Monte Carlo simulations. The simulations were 
performed using the TOPAS (version 3.1.p1) (Geant4 10.3.p01 
based) Monte Carlo code [41] and were performed on the Dutch 
national computing cluster LISA (SURFsara, Amsterdam, the 
Netherlands). The default physics list was used, which has been 
shown to yield similar results for proton therapy research as the 
earlier suggested Geant4 physics lists [42]. Since this work 
aims to provide a first demonstration of how Cramér-Rao 
theory can be applied for detector optimization when using 
detected PG photons for proton range verification, neutrons 
were excluded in the simulations. 

The geometry that was simulated consisted of a cylindrical 
phantom with a radius of 100 mm and a length of 300 mm. The 
material was made out of ICRU-soft-tissue-4. This is a 
predefined material (ρ= 1.0 g/cm3) in TOPAS that consists of 
10.12% hydrogen, 11.10% carbon, 2.60% nitrogen and 76.18% 
oxygen, the four most abundant elements in the human body 
and the ones that produce the majority of the PG photons [7]. 
The phantom was irradiated with a mono-energetic proton 
beam and the resulting PG photons were scored on a coaxially 
placed cylinder with a radius of 400 mm and a maximum length 
of 800 mm. Fig. 1 shows a schematic illustration of the 
experimental setup that was used in the simulations. 

The proton range that was used to calculate the CRLB values 
was 150.0 mm. To be able to calculate the derivatives given by 
(8) we performed three simulations with different proton 
energies corresponding to a predefined proton range of 150.0 
mm, 149.5 mm and 150.5 mm ( 𝑅  and 𝑅 ± ℎ ). The 
corresponding proton energies were: 146.208 MeV, 145.930 
MeV and 146.487 MeV, respectively. For each energy we 
simulated 4´109 protons, each time using a different random 
seed, resulting in a 𝑁&  of ±6.3×108. Since the PG emission 
process is dependent on the cross sections for the nuclear 
interactions, each simulation resulted in a slightly different 𝑁&. 
The value of ℎ should ideally be as small as possible (see (8)). 
However, if ℎ would be too small, the noise in 𝑓$(𝑅) would 
become a limiting factor. The currently chosen value of 0.5 mm 
was the smallest value that resulted in an acceptable noise level 
in the simulated PG signals within the available calculation time 
and in combination with the smallest spatial bin size of 1.0 mm 
that was used (Table I). 
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Fig. 1.  Schematic of the setup used in the Monte Carlo simulations. The figure 
illustrates the definitions of the prompt gamma (PG) photon angle of incidence 
(𝜃), the detector size, the detector location (centered around the proton range in 
this example; location is 0 mm) and the bin size. 

C. Optimization of Detector Setup/Parameters 
To illustrate the optimization process of a PG detection setup 
using the CRLB, we investigated the influence of the different 
detection setup parameters shown in Fig. 1, while measuring 
different properties of the incoming PG photons: position of 
detection (spatial distribution), photon energy (spectral 
distribution) and time of arrival (temporal distribution). 

For each combination of setup parameters studied, we plotted 
the detected profiles for range 𝑅 and 𝑅 ± ℎ. Next, we plotted 
the derivative as given in (8). This plot already indicates where 
the information is located in the measured data; if the derivative 
has a nonzero value at a certain point, then there is a change in 
the measured profile due to the range shift (ℎ) and this change 
could be exploited to detect the range shift. From the derivative 
we calculated the Fischer information matrix according to (5) 

and plotted the E
89(:)

5\89(:)
\:

;
F
 term from (5). The resulting plot 

gives a more accurate indication of the information density 
since it is corrected for the signal strength at each bin. 

The resulting CRLB values will be calculated using (7) and 
this was done using a number of protons per pencil beam that is 
comparable to what can be expected in actual treatment plans. 
The average number of protons in a clinical pencil beam used 
in a prostate treatment is between 107−108 [43]. In this study, 
we calculated the CRLB values for a pencil beam with 6.0×107 
protons, which can be considered as the average pencil beam 
intensity in a prostate treatment [44]. 

 
Spatial Information of the PG Photons 
We were only interested in the spatial distribution of the 
photons along the beam axis, since 1D intensity profiles are 
typically measured when using PG emission for proton range 
verification. A partial ring with a certain size of the detection 
cylinder was used (i.e. the ring only covers part of the phantom 
in the longitudinal direction) as PG photon detector and this 
detector was divided into ring-shaped bins with a certain width 
(Fig. 1). For measurements of 1D intensity profiles along the 
beam axis, e.g. a multi-slit collimator can be used. Such a 
collimator was simulated by discriminating the photons on 

angle of incidence (𝜃).  
Optimization of the detector was simulated by varying the 

detector size, bin size, and acceptance angle. The latter was 
done to simulate different types of multi-slit collimator, which 
would affect the acceptance angle. The ranges of values used 
for the different parameters are given in Table I. The energy 
cut-off was set to 0 MeV, i.e. no energy discrimination was 
applied, and the detector was always centered at the proton 
range 𝑅, which is referred to as a detector location of 0 mm. 
 
Spectral Information of the PG Photons 
For this part, we considered the entire detector surface as a 
single spatial bin and we only used the spectral information of 
the incoming photons. Again, we changed different parameters 
in order to simulate different detection setups. We varied the 
acceptance angle, energy resolution, and detector size (Table I). 
The energy resolution was modeled as a Gaussian blur of the 
spectrum with an energy-dependent full-width-at-half-
maximum of: FWHM = qrs(%)∙u

√u
; where 𝑟𝑒𝑠(%) is the value 

used for the scintillator energy resolution. Again, no energy cut-
off was applied and the detector was centered around the proton 
range. The energy of the detected photons is typically detected 
at a continuous scale, but in this study, we binned the energy, 
after applying the blurring, with a bin size of 0.01 MeV in order 
to calculate the CRLB. 

 
TABLE I 

DETECTOR SETUP PARAMETERS 
 Spatial Spectral Temporal 

Detector size (mm) 1.0-600.0 1.0-600.0 1.0-600.0 
Spatial bin size (mm) 0.001-40.0 NA NA 
Angle of acceptance (°) 0.01-90.0 0.01-9.0 NA 
Detector location (mm)1 0 0 -700.0-700.0 
Energy resolution (%)2 NA 1-50 NA 
Energy cut-off (MeV) 0 0 0 
Proton bunch width (ns)3 NA NA 1.0-2.5 

Abbreviations: NA = not applicable. 
1A location of 0 mm means that the detector is centered around the proton 

range 𝑅, while a negative value means proximal to 𝑅. 
2The energy resolution was modeled as a Gaussian blur of the spectrum with 

an energy dependent full width at half maximum of: FWHM = qrs(%)∙u
√u

. 
3FWHM of the Gaussian shaped proton bunch. 

 
Temporal Information of the PG Photons 
To use the temporal information of the PG photons for the 
detection of proton range shifts we again considered the 
detector as a single spatial bin and we varied the detector size, 
detector location, and the proton bunch width (Table I). The 
latter was done to investigate the influence of different proton 
bunch widths, as could be observed at different proton 
treatment clinics. That is, cyclotron-based treatment facilities 
deliver the protons in bunches, typically having a width in the 
order of ns, with a period of ~10 ns or more in between two 
subsequent bunches. Thus, the protons in a single bunch do not 
all enter the patient at the same time, whereas in the Monte 
Carlo simulation, all protons start at t=0. Therefore, to simulate 
the influence of different bunch widths, the arrival time of the 
detected PG photons was blurred with a Gaussian with a 
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variable FWHM. The time of arrival of the detected photons is 
typically detected at a continuous scale, but in this study, we 
binned the time of arrival with a bin size of 0.01 ns in order to 
calculate the CRLB. 

III. RESULTS AND DISCUSSION 

A. Detector Optimization 
Figure 2 shows an example of the detected PG emission profile 
when using the spatial information of the detected photons, 
including the derivative and the normalized elements of 𝑴. 
Figure 3 and 4 show the profiles when using the spectral or 
temporal information of the detected photons. For each possible 
combination of detector parameters, such a figure could be 
generated and the 𝜎: calculated. The values plotted in Fig. 2-4 
were normalized to the maximum value per curve to improve 
the readability of these figures. 
 

 
Fig. 2.  (a) measured spatial prompt gamma profiles for three different proton 
ranges (𝑅 and 𝑅 ± ℎ); (b) the derivative of this signal with respect to the proton 
range; and (c) the normalized elements of the Fisher information matrix. The 
latter curve indicates the information density as a function of the location on 
the detector. In this example, a 200 mm detector was used that was centered 
around the proton range 𝑅 and had a spatial bin size of 1 mm and an acceptance 
angle of 0.03°. 
 

By fixing all parameters except one, we investigated the 
𝜎:	dependence on the detector setup parameters. Figure 5 
shows the 𝜎: as a function of the photon acceptance angle and 
detector size of a system that uses the spatial information of the 
detected PG photons to determine the proton range. There is a 
relatively broad optimum for the acceptance angle (Fig. 5a), 
resulting from a trade-off between spatial resolution and 
number of detected photons. That is, the 𝜎: has a high value for 

very small angles (e.g. 0.03°), where the number of detected 
photons is low and, therefore, the relative variance is high. 
When increasing the acceptance angle, the number of detected 
photons increases and the 𝜎:  improves until it reaches its 
minimum value. When increasing the angle even further, spatial 
information is lost and the 𝜎: grows larger again. In a realistic 
detector system, the acceptance angle could e.g. be changed by 
altering the slit width of the collimator. For a varying detector 
size (Fig. 5b), we see a continuously improving 𝜎: for larger 
detectors. However, after a certain point no new information is 
gained by increasing the detector size and the 𝜎:  reaches a 
plateau. 

 

 
Fig. 3.  (a) measured prompt gamma energy spectra for three different proton 
ranges (𝑅 and 𝑅 ± ℎ); (b) the derivative of the signal with respect to the proton 
range; and (c) the normalized elements of the Fisher information matrix. The 
latter curve indicates the information density as a function of the photon energy. 
In this example, a 10 mm detector was used that was centered around the proton 
range (𝑅) and had an energy resolution of 5% and an acceptance angle of 1.5°. 
 

Figure 6 shows the 𝜎: as a function of acceptance angle and 
detector size when only using the energy of the detected PG 
photons. In this case, there were no individual spatial bins since 
all detected photons were accumulated into a single energy 
spectrum. For a 10 mm wide detector centered around the 
proton range, there is a clear optimum for the photon acceptance 
angle (Fig. 6a). The small optimal value (<2°) ensured that only 
PG photons generated by protons near the proton range were 
detected and this resulted in the lowest 𝜎: . For larger 
acceptance angles, PG photons that were generated prior to the 
proton range were also detected and this increased the 𝜎: since 
these photons dilute the information contained in the spectrum. 
The same holds for the 𝜎: as a function of detector size (Fig. 
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6b). When the detector becomes too large, photons generated 
proximal to the proton range are detected, increasing the 𝜎:. 
 

 
Fig. 4.  (a) time-of-flight measurement of the prompt gamma photons for three 
different proton ranges (𝑅  and 𝑅 ± ℎ); (b) the derivative of the signal with 
respect to the proton range; and (c) the normalized elements of the Fisher 
information matrix. The latter curve indicates the information density as a 
function of the time-of-flight. In this example, a 200 mm detector was used that 
was centered around the proton range (𝑅) and the proton bunch had an FWHM 
of 1 ns. 
 

 
Fig. 5.  𝜎𝑅 value as a function of (a) acceptance angle and (b) detector size when 
using (only) the spatial information of the prompt gamma photons. In the 
example shown in (a), a 400 mm wide detector was used that was centered 
around the proton range 𝑅 and had a spatial bin size of 10 mm. In the example 
shown in (b), a detector was used that was centered around the proton range 𝑅 
and had a spatial bin size of 0.5 mm and an acceptance angle of 3°. 
 

Figure 7 shows the 𝜎: as a function of detector location and 
size when using the time-of-flight of the detected PG photons. 
It can be beneficial to position the detector proximal to the 
proton range, as the lowest 𝜎:  was obtained for a detector 
positioned at -300 mm (Fig. 7a). By placing the detector at this 
position, the differences in absolute distance that photons 
generated at different positions along the proton track have to 
travel to the detector is increased and this results in better 

differentiation between the photons and thus better resolution. 
The 𝜎: as a function of detector size is continuously improving 
with increasing detector size when the detector is positioned 
300 mm proximal to 𝑅  (Fig. 7b). For small detectors the 
detection efficiency is reduced, hence the smaller 𝜎: values. 
 

 
Fig. 6.  𝜎𝑅 value as a function of (a) acceptance angle and (b) detector size when 
using the energy information of the prompt gamma photons. In the example 
shown in (a), a 10 mm wide detector was used that was centered around the 
proton range 𝑅 and had an energy resolution of 5%. In the example shown in 
(b), a detector was used that was centered around the proton range 𝑅 and had 
an acceptance angle of 3° and an energy resolution of 5%. 
 

Fig. 7.  𝜎𝑅 values as a function of (a) detector location and (b) detector size 
when using the time-of-flight of the prompt gamma photons. In the example 
shown in (a), a 50 mm wide detector was used and the proton bunch width was 
1 ns FWHM. In the example shown in (b), the detector was placed 300 mm 
proximal to the proton range 𝑅 (i.e. a location of -300 mm) and the proton 
bunch width was 1 ns FWHM. 
 

The smallest 𝜎:  that were found when using either the 
spatial, spectral, or temporal information of the detected PG 
photons are shown in Table II. Interestingly, these values are 
highly comparable, indicating that similar performance could 
be achieved, provided that the optimum setup parameters listed 
in the table are used in each case. The choice of what photon 
information is to be used can thus be made based on the 
available detectors and/or other practical considerations. For 
the energy resolution of the detector and the proton bunch 
width, the smallest 𝜎:  would be achieved for the smallest 
possible value of these parameters (i.e. perfect energy 
resolution and a proton bunch width value of 0 ns). In this study, 
the minimum values of these parameters were fixed based on 
realistic values (Table II). If the energy resolution were 
decreased from 5% to 50%, 𝜎: would increase with ±10%. For 
the proton bunch width this effect is more pronounced, 
increasing the proton bunch width from 1 ns to 2 ns already 
increases 𝜎: with ±130%. 
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TABLE II 
SMALLEST OBTAINED UNCERTAINTIES FOR THE ESTIMATED PROTON RANGE OF 

A SINGLE 146 MEV PENCIL BEAM CONTAINING 6.0×107 PROTONS 
 Spatial Spectral Temporal 

Detector size (mm) 600.0 10.0 600.0 
Bin size (mm) 12.5 NA NA 
Angle of acceptance (°) 9.0 1.5 NA 
Detector location (mm)1 0 2.0 -300 
Energy resolution (%)2,3 NA 5.0 NA 
Proton bunch width (ns)4,5 NA NA 1.0 
𝜎:6 (mm) 2.13 1.97 2.05 

Abbreviations: NA = not applicable. 
1A location of 0 mm means that the detector is centered around the proton 

range 𝑅 and a negative value means proximal to 𝑅. 
2The energy resolution was modeled as a Gaussian blur of the spectrum with 

an energy dependent full width at half maximum of: FWHM = qrs(%)∙u
√u

. 
3A better energy resolution will always result in lower 𝜎:  values and the 

value of 5% was based on the finite resolution of realistic scintillation detectors. 
4FWHM of the Gaussian shaped proton bunch. 
5A smaller proton bunch width will always result in lower 𝜎: values and the 

value of 1.0 ns was based on the actual clinical proton bunch width [10]. 
6Smallest possible uncertainty on the estimated proton range 𝑅. 

B. Limitations of the Model 
The current study aims to introduce and demonstrate the use of 
Cramér-Rao theory as a tool for the optimization of detector 
systems and range estimators. The CRLB model presented in 
section II.A was therefore kept simple. In particular, we 
assumed that the measured PG signal (either spatial, spectral or 
temporal) varies with the proton range 𝑅 only. Since PG photon 
emission is a stochastic process, the number of emitted PG 
photons 𝑁& actually has a finite variance. The influence thereof 
was neglected in equation (2), under the assumption that  𝑁& 	≫
1  and 𝑓$(𝑅) ≪ 1  in typical clinical setups. It is furthermore 
noted the expectation value of 𝑁& could vary with 𝑅, e.g. due to 
changes in the elemental composition of the tissues traversed 
by the beam during different treatment fractions. When 
calculating the lower bound on the proton range estimation 
accuracy of a given detector system, one should consider if the 
variation in 𝑁& and its non-zero covariance with 𝑅	need to be 
included in the model. 

Furthermore, we used a simple cylindrical simulation 
geometry. It should be noted that different geometries, material 
compositions, etcetera, can result in a different optimal detector 
design and different CRLB values. It is also noted that the 
calculated optimal values for the smallest possible uncertainties 
in the estimated proton range (𝜎:), which were in the order of 2 
mm for a single 146 MeV pencil beam containing 6.0×107 
protons (Table II), may not always be achievable in a real-life 
clinical system. This is due to the fact that an idealized detection 
system in terms of detection efficiency was assumed in the 
current study, meaning that every photon that reached the 
detector and had an angle of incidence smaller than the 
acceptance angle was detected (i.e. a detection efficiency of 
100%).  

In addition, all neutrons that reached the detector surface 
were rejected and not considered during analysis. When 
performing real-life PG measurements, the neutrons generated 
by the proton irradiation are likely to give a background signal 
that may influence the results, even though this background can 

partially be suppressed using e.g. time-of-flight rejection [10]. 
The effectiveness of the suppression of such background 
signals using time-of-flight rejection depends heavily on what 
particle accelerator is used, for example a cyclotron allows for 
more efficient suppression compared to when a synchrotron is 
used.  

Nevertheless, the detector performance and neutron 
background signal are not expected to fundamentally change 
the observed trends for the 𝜎:  values as a function of the 
investigated parameters. This is because these sources of 
uncertainty typically give a flat background signal and thus 
reduce the contrast-to-noise ratio, but do not change the nature 
and shape of the PG emission profile. Moreover, the proposed 
procedure allows for the inclusion of a finite detection 
efficiency and/or background neutrons if needed. 
 The smallest possible uncertainty on the estimated proton 
range is proportional to the square root of the number of 
detected PG photons, and thus to the square root of the number 
of protons in the pencil beam. In this study, we used an average 
number of 6.0×107 protons to calculate the CRLB, but clinically 
this value will vary per pencil beam depending on its intensity. 
In addition, a real clinical PG detector system typically has a 
planar detector surface instead of the ring-shaped surface used 
in this study. The cylindrical detector shape was used to 
maximize the PG photon count. A planar detector with a smaller 
surface will reduce the photon count and increase the 
corresponding CRLB values. 
 Finally, we only investigated changes in the proton range, 
while in clinical daily practice other causes of signal change 
may also occur. The proposed method can be used to detect any 
change in the PG emission profiles since such changes always 
give a non-zero value for the derivative of the signal. However, 
other types of signal changes might result in a different 
optimized detector setup and this has not been included in this 
work. 

C. Outlook 
The procedure could be extended to the situation where two 
types of information are combined. For example, for each 
photon in a spatial bin, the energy or time of arrival could be 
determined simultaneously and the combined information 
could be used for range verification. In addition, a different 
model than Poisson statistics could be used and the covariance 
between different bins could be included. This would allow for 
the detector optimization while considering different types of 
radiation sources. 

Other factors such as detection efficiency, background 
irradiation or what type of scintillation crystal is used, might 
have an even greater impact on the system performance than the 
parameters investigated in this work. Nevertheless, any detector 
parameter could be included in the Monte Carlo model and its 
effects studied using the CRLB. 

If the complete detector response and geometry of a given 
detector is correctly modeled in the Monte Carlo simulation or 
retrospectively added to the obtained signal, the Cramér-Rao 
theory can be used to calculate the actual limits on the 
uncertainty of the proton range that could be determined with 
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that detector. Thus, the results can also be used as an objective 
benchmark for the efficiency of the estimator used to derive the 
proton range from the detector signals. 

A clinical PG detector system would be used to monitor 
complete treatment plans, which typically contain proton pencil 
beams with varying energies. As the system performance could 
change with the proton energy, due to the fact that the PG 
photon emission is dependent on the proton energy, different 
proton energies could result in different optimal detector setups. 
This should be considered when designing a clinical PG 
detector system that is to be used for treatment verification. 

IV. CONCLUSION 
With this work we illustrated how Cramér-Rao theory can be 
applied to optimize detector systems that could be used to detect 
prompt gamma signals, which in turn can be used to perform 
range verification during proton therapy. The presented 
approach can be applied regardless of whether spatial, spectral, 
and/or temporal information is used to determine the range. It 
was shown that with the current simplified preliminary detector 
setup, the same accuracy could be achieved when using either 
type of information for proton range verification. However, in 
order to obtain more realistic numerical values for the lower 
bound on the variance of the estimated proton range, detailed 
modelling of realistic detector systems is to be performed. 
Using the Cramér-Rao lower bound allows for the objective 
optimization of such clinical PG photon detection systems and 
could in the future be used to simplify this process considerably. 

APPENDIX  
The Fisher information matrix as given in (5) can be obtained 
by combining (1)−(4). The derivation is shown in this appendix. 
We start substituting our definition of the likelihood function 
(3) in the Fisher information matrix (4) so that we obtain: 
 

𝑴 = −Ex
𝜕F ln 5𝐿1𝑛D|𝑅,𝑁&4;

𝜕𝑅F
|

= −Ex
𝜕F ∑ ln 5𝑝$1𝑛$|𝑅, 𝑁&4;H

$ME

𝜕𝑅F
|. 

 
Taking the first derivative of the likelihood gives: 
 

𝑴 = −E }∑ R
R:
~ E
�91=9|:,674

R�91=9|:,674

R:
�H

$ME �. 

 
Taking the derivative of 𝑝$1𝑛$|𝑅, 𝑁&4 with respect to 𝑅 gives: 
 

𝜕𝑝$1𝑛$|𝑅, 𝑁&4
𝜕𝑅 =

𝑁&
=9

𝑛$!
�
𝑛$𝑓$(𝑅)=9
𝑓$(𝑅)

𝜕𝑓$(𝑅)
𝜕𝑅 𝑒@6789(:)

− 𝑁&𝑓$(𝑅)=9
𝜕𝑓$(𝑅)
𝜕𝑅 𝑒@6789(:)�

=
𝜕𝑓$(𝑅)
𝜕𝑅 𝑝$1𝑛$|𝑅,𝑁&4 ~

𝑛$
𝑓$(𝑅)

− 𝑁&�. 

This can now be substituted in the Fisher matrix again: 
 

𝑴 = −E Q∑ R
R:
�R89(:)

R:
5 =9
89(:)

− 𝑁&;�H
$ME W. 

 
Now taking the second derivative with respect to 𝑅 leads to: 
 

𝑴 = −E }∑ ~ =9
89(:)

RS89(:)
R:S

− 5R89(:)
R:

;
F =9
89(:)S

− 𝑁&
RS89(:)
R:S

�H
$ME �. 

 
If we substitute the expectation value of 𝑛$  given in (1) we 
obtain: 
 

𝑴 = ∑ 5R89(:)
R:

;
F 67
89(:)

H
$ME = 𝑁& ∙ ∑

E
89(:)

5\89(:)
\:

;
F

H
$ME , 

 
which is equal to (5). 
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