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Human beings are members of a whole,

In creation of one essence and soul.

If one member is afflicted with pain,

Other members uneasy will remain.

If you’ve no sympathy for human pain,

The name of human you cannot retain!

Iranian poet Saadi of Shiraz, 1210-1291
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SUMMARY

One of the biggest challenges in modern transmitter (TX) design, when going from the

fourth generation (4G) to fifth generation (5G) communications network, is to handle

the increased linearity requirements without introducing any compromise in the energy-

efficiency of the TX line-up. In analog systems, high quality for the TX signal can be only

achieved when using very linear operation of the (analog) power amplifier (PA). This

severely limits the achievable efficiency in practical TX line-ups. Alternatively, a nonlin-

ear PA can be used, which is linearized by digital pre-distortion (DPD) circuitry. This later

approach is commonly used in (4G) macro-cell base stations, but it comes at the cost of

increased system complexity and high supply power for the advanced DPD unit. When

going towards 5G handset, or massive - multiple - input - multiple - output (mMIMO) 5G

base station units, that facilitate beamforming and higher data rates to their end users.

The required RF output power per individual transmitter is rather low (at most only a

few watts). However, since many more transmitters are used in 5G applications (e.g. a

factor 64 x to 256 x more than in 4G base stations) the use of an advanced DPD units

in each individual TX-lineup, with their related high-power consumption becomes sim-

ply impractical. Consequently, to address these changing needs, it is highly desirable

to find new circuit-level TX solutions, that overcome the traditional linearity-efficiency

trade-off. To achieve this goal, this PhD work is focused on the utilization and tailor-

ing of digital device operation, as facilitated by advanced CMOS technologies, towards

the needs of modern wireless applications with their wideband complex modulated TX

signals. The circuit techniques developed within this thesis, target an inherently linear

amplitude-code-word (ACW) to TX output signal transfer, as such omitting completely

the need for a power hungry advanced DPD unit, or alternatively, rely on a much more

simple and consequently less power hungry DPD unit for the most demanding applica-

tions (e.g. when handling large modulation bandwidths). The circuit techniques devel-

oped in thesis, allow excellent drain and TX line-up efficiency, while being compatible

with wideband efficiency enhancement techniques like Doherty. The proposed circuit

techniques are also able to correct for process, voltage, load and temperature variations

of the application.

xiii



xiv SUMMARY

The outline of this thesis work is as follows:

Chapter 1 provides an introduction to the field of wireless communication and the

most common modulators architectures used to create the complex modulated TX sig-

nals.

In Chapter 2, polar TX operation and the digital polar TX architectures are discussed

in more detail. Special attention is given to RFDAC-based solutions, that can meet the

needs of the phase modulator and the amplitude modulator when dealing with larger

modulation bandwidths. Also, the structure and design of class-E (D)PA as well as Do-

herty DPA transmitters are briefly described.

Chapter 3 gives an overview of the behavioral modeling techniques for nonlinear

systems. It includes Volterra series, memory-polynomial (MP), generalized-MP (GMP)

models, as well as, parameter estimation techniques such least-square (LS) algorithms.

It is shown that the real-signal passband nonlinearity can be translated to a complex-

signal baseband nonlinearity, which provides the foundation for digital pre-distortion

techniques that operate in baseband rather than at the RF fundamental frequency. To

optimally handle the switch-mode DPA operation used in this thesis work, new basis

functions are proposed that closely match the DPA nonlinearities, and hence drastically

reduce the order of the nonlinear kernels in the mathematical DPD description. In addi-

tion, various other aspects of DPD are described, including the theory when using under

sampling techniques for nonlinear system identification and DPD model extraction.

Chapter 4 introduces three novel circuit-level linearization techniques for switched-

mode power amplifiers (DPA); namely nonlinear sizing, overdrive-voltage control, and

multiphase RF clocking. These techniques allow to circumvent any kind of DPD in low

power applications (e.g. such as handheld mobile), or tremendously relax the DPD task

in more demanding applications (such as wideband 5G base stations). They also allow

digitally controlled fine-tuning of the amplitude-code-word (ACW)-AM and ACW-PM

curves to compensate for the variations of process-voltage-temperature, operating fre-

quency, and output load. As theoretical foundation the nonlinearity behavior of a class-E

DPA is thoroughly analyzed and closed-form equations are given to predict the ACW-AM

ACW-PM curves of the DPA. Two different linear DPA versions are designed, fabricated

and measured; one with an on-chip matching network (MN) and one with off-chip MN

based on a novel compensated Marchand balun.

In Chapter 5, an intrinsically linear wideband class-E CMOS Doherty DPA is pre-

sented. Closed-form equations are extracted to predict its ACW-AM and ACW-PM curves.

System-level considerations that emphasize the importance of lowering the timing mis-
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match between Peak and Main DPA on the ACW-AM and ACW-PM performance are pro-

vided. The details of the design and implementation of a novel off-chip matching/load

network of Doherty PA, based on compensated Marchand balun with re-entrant cou-

pled lines is presented. Using extended circuit-level linearization techniques for Doherty

TX configurations, two separate chips with a comparable architecture but with different

DPA parameters are designed and fabricated. The measured results confirm the forgoing

theory and due to the uncompromised linearity-efficiency performance of the proposed

method set the new the state-of-the-art in DPD-free TX operation in terms of linearity

and efficiency.

In Chapter 6, the theory related to the linearity limiting factors of a digital polar DTX

is given. Also, two less-studied but significant system-level factors for DTX operation,

namely non-uniform quantization noise and spectral sampling replicas (SSR) of the PM

signal, are investigated, and practical solutions to these are presented. By combining

the proposed circuit level linearization techniques, with digital pre-distortion based on

the iterative learning control (ILC) technique, the maximum achievable linearity perfor-

mance, which worked out to be close to the theoretical quantization noise limits was

confirmed by measurements. Furthermore, a novel real-time direct-learning DPD in-

spired by the ILC technique is proposed, which in contrast to the conventional direct-

learning DPDs, directly extracts its parameters using a LS algorithm. This approach al-

lows a very low computational overhead and enables to meet the most demanding lin-

earity – bandwidth requirements with the lowest supply power requirements.

Finally, Chapter 7 draws the conclusions of this thesis and provides some suggestions

for future research and developments.





SAMENVATTING

In de overgang van de vierde generatie (4G) naar de vijfde generatie (5G) communicatie

netwerken is een van de grootste uitdagingen het ontwerpen van een moderne zender

(TX) die voldoet aan de verhoogde lineariteitseisen, zonder dat dit leidt tot een toename

in het energieverbruik. In analoge systemen kan een hoge kwaliteit voor het TX-signaal

alleen worden bereikt door gebruik te maken van een zeer lineaire werking van de (ana-

loge) eindversterker (PA). Dit beperkt de te behalen efficiëntie voor een praktische TX

configuratie. Als alternatief kan een niet-lineaire PA worden gebruikt, welke gelinea-

riseerd wordt door digitale pre-distorsie (DPD). Deze laatste aanpak wordt gebruikt in

(4G) macro-cel basisstations, maar leidt tot een hogere systeemcomplexiteit en ener-

gieverbruik door de toevoeging van zo’n geavanceerde DPD-unit. Dit geldt in het bij-

zonder voor 5G-handsets of “massive-Multiple-Input-Multiple-Output” (mMIMO) 5G-

basisstations, welke gebruik maken van bundelvorming en hogere datasnelheden bie-

den aan hun eindgebruikers. In deze applicaties is het benodigde HF- uitgangsvermo-

gen per individuele zender vrij laag (hooguit een paar watt). Maar aangezien er met veel

meer zenders wordt gewerkt (bijv. 64x tot 256x meer dan in 4G-basisstations), wordt

het gebruik van een geavanceerde DPD-unit in elke afzonderlijke TX-line-up, met bij-

behorend stroomverbruik, onpraktisch. Om aan deze veranderende eisen te voldoen is

het wenselijk om nieuwe TX-oplossingen op circuitniveau te vinden, die de traditionele

uitruil tussen lineariteit en efficiëntie vermijden. Om dit doel te bereiken is dit promo-

tiewerk gericht op het ontwikkelen van nieuwe, digitale schakelingen in geavanceerde

CMOS-technologieën, welke voldoen aan de behoeften van moderne draadloze toepas-

singen met breedband zendsignalen. De technieken die in dit proefschrift zijn ont-

wikkeld, richten zich op een inherent lineaire omzetting van het amplitude-codewoord

(ACW) naar het zendsignaal. Door deze aanpak wordt de behoefte aan een (energiever-

slindende) geavanceerde DPD-eenheid volledig weggenomen of gereduceerd naar een

veel eenvoudiger (en dus minder stroom verslindende) DPD-unit voor de meest veel-

eisende toepassingen (bijv. het werken met zeer hoge bandbreedtes). De circuittech-

nieken die in dit proefschrift zijn ontwikkeld, zorgen dan ook voor een uitstekende TX

efficiëntie, terwijl ze compatibel zijn met breedband-efficiëntie-verbeteringstechnieken

xvii
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zoals Doherty. De voorgestelde circuittechnieken zijn ook in staat om variaties in: pro-

ces, spanning, belasting en temperatuur van de zender te corrigeren.

De opzet van dit proefschrift is als volgt:

Hoofdstuk 1 geeft een inleiding op het gebied van draadloze communicatie en de

meest voorkomende modulatorarchitecturen die worden gebruikt om complexe ge- mo-

duleerde TX-signalen te creëren.

In hoofdstuk 2, wordt het polaire TX-principe en digitale polaire TX-architecturen

in meer detail besproken. Speciale aandacht wordt besteed aan op RFDAC gebaseerde

oplossingen, die aan de eisen kunnen voldoen van breedband fase- en amplitudemodu-

latoren. Ook worden de architectuur en het ontwerp van klasse-E (D) PAs en Doherty

DPA-zenders beschreven.

In hoofdstuk 3, wordt een overzicht gegeven van de modelleringstechnieken die no-

dig zijn om het gedrag van niet-lineaire systemen te beschrijven. Het omvat o.a.: Volterra-

series, geheugen-polynomen (MP), gegeneraliseerde MP (GMP) -modellen, alsmede pa-

rameter bepalingstechnieken zoals het kleinste kwadraten (LS) algoritme. Aangetoond

wordt dat de niet-lineariteit van het TX signaal in de doorlaatband kan worden omgezet

in een complex basisband signaal met een niet-lineariteit. Dit geeft de basis voor het

gebruik van digitale pre-distorsie technieken welke in de basisband opereren in plaats

van op de RF frequentie. Om optimaal gebruik te kunnen maken van de switch-mode

DPA operatie, worden nieuwe basisfuncties geïntroduceerd die beter aansluiten bij het

karakter van de DPA niet-lineariteiten. Hierdoor kan de orde van de niet-lineaire kernels

in de wiskundige DPD-beschrijving, drastisch worden verminderd. Daarnaast worden

verschillende aspecten van DPD beschreven waaronder de theorie voor het gebruik van

“sub-sampling” voor de niet-lineaire systeemidentificatie en DPD-modelextractie.

Hoofdstuk 4 introduceert drie nieuwe linearisatietechnieken op circuitniveau voor

de implementatie van geschakelde vermogensversterkers (DPA); namelijk niet-lineaire

dimensionering, een overdrive- /spanningsregeling en het gebruik van meerfasige RF-

klokken. Deze technieken maken het mogelijk om elke vorm van DPD te omzeilen in

toepassingen met een laag stroomverbruik (bijv. handheld mobiel) of om de DPD-taak

enorm te vereenvoudigen in veeleisende toepassingen (zoals breedband 5G-basisstations).

Ook maken ze de digitale correctie van de amplitude-codewoord (ACW) overdracht in

termen van de ACW-AM en ACW-PM mogelijk. Eventuele veranderingen door de varia-

tie in voedingspanning, temperatuur, zendfrequentie en uitgangsbelasting kunnen hier-

mee worden gecompenseerd. Als theoretische basis wordt het niet-lineaire gedrag van

een klasse-E DPA grondig geanalyseerd, wat resulteert in vergelijkingen die een voor-
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spelling van de ACW-AM ACW-PM-curven van de DPA mogelijk maken. Er zijn twee

verschillende intrinsiek lineaire DPA- prototypen ontworpen, vervaardigd en gemeten;

één met een on-chip matching netwerk (MN) en één met off-chip MN gebaseerd op een

gecompenseerde transmission line Marchand balun.

In Hoofdstuk 5, wordt een intrinsiek lineair breedband klasse-E CMOS Doherty DPA

gepresenteerd. Ook hier worden analytische vergelijkingen gegeven om de ACW-AM-

en ACW-PM-curven te voorspellen. Op systeemniveau wordt het belang benadrukt van

het zo klein mogelijk maken van eventuele tijdsverschillen tussen de verschillende DPA

takken en de gerelateerde impact op de bijbehorende ACW-AM en ACW-PM prestaties.

Het ontwerp en de implementatie van een nieuw off-chip Doherty uitgangsnetwerk, ge-

baseerd op een gecompenseerde Marchand-balun met gekoppelde lijnen wordt gege-

ven. M.b.v. circuit linearisatietechnieken voor de Doherty TX-configuraties worden twee

afzonderlijke chips met een vergelijkbare architectuur, maar met verschillende DPA-

parameters, ontworpen en gefabriceerd. De gemeten resultaten bevestigen de hiervoor

geïntroduceerde theorie. De nieuwe compromisloze ontwerpmethode definieert de nieuwe

stand van de techniek op het gebied van DPD- vrije zenders in termen van lineariteit en

efficiëntie.

In Hoofdstuk 6, wordt de theorie gegeven voor de factoren die de lineariteit van een

digitale polaire DTX begrenzen. Ook worden twee, minder bestudeerde, maar toch be-

langrijke systeemparameters voor de DTX-werking onderzocht, namelijk de niet-uniforme

kwantiesatieruis en spectrale bemonsteringsreplica’s (SSR) van het PM-signaal. Prakti-

sche oplossingen voor het verruimen van deze begrenzingen worden gegeven. Door de

geïntroduceerde linearisatietechnieken op circuitniveau te combineren met digitale pre-

distorsie, gebruik makend van de iteratieve leercontrole (ILC) -techniek, is er een lineari-

teitsniveau bereikt en gemeten, dat heel dichtbij de theoretische kwantiesatie ruisgrens

ligt. Verder is een nieuwe real-time “direct-learning” DPD voorgesteld, die geïnspireerd

is door de ILC-techniek. In tegenstelling tot conventionele “direct-learning” DPD’s, ex-

traheert de voorgestelde techniek zijn parameters direct d.m.v. een “least-mean-square”

( LS)-algoritme. Deze laatste benadering geeft een zeer lage rekenlast en maakt het mo-

gelijk om te voldoen aan de meest veeleisende lineariteit – bandbreedte eisen, bij een zo

gering mogelijk energieverbruik.

Hoofdstuk 7 geeft de belangrijkste conclusies van dit proefschrift met suggesties voor

toekomstig onderzoek.
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O NE of the first telecommunication systems based on electrical signals, invented

by Charles Wheatstone and William Cooke in 1837 [1], was in fact a pseudo dig-

ital communication system. It consisted of a five-needle telegraph which needed five

wires and could only code 20 letters of the alphabet However, transmitting wideband

signals such as audio or video signals was impossible with such a system as the actual

data-rate was limited by how fast the human operator could encode or decode the tele-

graph codes. It would take seven more decades before a truly audible wireless trans-

mission system was invented and tested by Reginald Fessenden in 1906 [2]. Fessenden

used an electromechanical generator (Fig. 1.1a) driven by an external motor or a steam

turbine to generate 50∼100KHz RF power for his amplitude-modulation (AM) transmit-

ter (TX) with an antenna tower higher than 100 m. Around the same time, more ad-

vanced technologies were being developed and tested to achieve a better form-factor

and power/efficiency at a lower cost, such as the diode valve in 1904 by John Ambrose

Fleming [3], and later the triode vacuum tube (Fig. 1.1b) in 1907 by Lee de Forest [3]. The

triode tube found widespread use around 1912 as it could be used to amplify voltage and

thus RF power. It was even used until two decades after the invention of transistors in

1947 by John Bardeen, Walter Brattain and William Shockley [4]. Then starting in the

1970s, the solid-state semiconductor transistors became increasingly popular in design-

ing wireless designs. Nowadays, it is solid-state transistors (Fig. 1.1c) that are used in

most of the high-power RF transmitters (e.g. in base-stations) as discrete components,

while in the RF applications with a low to medium output power, the trend in the recent

years has been to fully integrate the complete TX line-up including the power amplifier

on a single chip (Fig. 1.1d).

In recent years, demand for increasing the data rate has grown, most which has been

driven by the entertainment industry. Online video streaming accounts for more than

75% of the overall internet bandwidth consumed [5]. Wireless communication system

markets and industries have also been impacted by this large demand for data rates

as we can see from the evolution of mobile communication standards from 1G (ana-

log) and 2G (14.5Kb/s) to 3G (20-100MB/s), 4G (100-1000MB/s), 5G (1-10Gb/s), and so

on. This data rate trend is summarized in Fig. 1.2 [6], showing a growth factor of 50

per decade. New generations of communication systems will ultimately support online

8K video streaming, high definition augmented reality (AR), virtual reality (VR) and the

internet-of-things (IoT), which will require not only significant design and engineering

efforts, but also new novel ideas and innovations to tackle the TX/RX design challenges.

Modern digital wireless communication systems use a combination of amplitude
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(a) (b)

(c) (d)

Figure 1.1: Evolution of RF-power generation: (a) an electromechanical RF power generator for an AM TX

[2] with dimensions in the order of meters, (b) an early model of De Forest’s triode vacuum tube [3] as the

final stage of a TX with dimensions in the order of ten centimeters (Image courtesy of Reverse Time Page at

http://uv201.com), (c) a typical modern high-power RF transistor as the final stage of a TX with dimensions in

the order of centimeters, (d) the worlds first fully digital single chip Doherty transmitter, including the base-

band and final RF power stage circuitry with dimensions in the order of millimeters, as designed by the ELCA

research group of the Delft University of Technology [7]

and phase modulation of the RF carrier signal to increase the spectral efficiency of their

TX signals. In these transmitters the original digital baseband (BB) input data is con-

verted into two parallel bit-streams that represent the In-phase (I) and Quadrature (Q)

data, which are treated completely independently from each other assuming a perfect

orthogonal relation. It is this orthogonality assumption that allows mapping the original

digital baseband data in a two-dimensional (2D) plane.

Many different modulation standards can be constructed based on such a 2D rep-

resentation, of which Quadrature-Amplitude-Modulation (QAM) is one of most well-
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Figure 1.2: Data-rate trends in wireless and wireline communication systems [6].

known. In this particular TX signal representation, the baseband data are mapped on

the 2D constellation diagram, in which the order of the modulation, is the number of

data points in the constellation diagram. These “complex” 2D data symbols are repre-

sented by the (real) In-phase “I” data on the horizontal and the (imaginary) Quadrature

“Q” data on the vertical axis. For example, Fig. 1.3 shows the constellation diagram of

4-QAM (QPSK) and 16-QAM signals, where each data point represents 2-bits (1-bit In-

Phase, 1-bit Quadrature), and 4-bits (2-bits In-Phase, 2-bits Quadrature), respectively.

Other more advanced modulation schemes can be utilized, e.g. orthogonal frequency-

division multiplexing (OFDM), to improve the TX signal for specific properties (e.g. ro-

bustness against multipath channel fading) for particular application communication

scenarios [8].

1.1. MAIN TRANSMITTER ARCHITECTURES

There are various techniques to modulated the baseband data on the RF carrier. Below

we briefly discuss the most well-known ones.

1.1.1. CARTESIAN
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Figure 1.3: 4-QAM (left) and 16-QAM (right) constellation diagrams.

SUMMING OF TWO AMPLITUDE VARYING SIGNALS WITH A CONSTANT 90 DEGREE PHASE

DIFFERENCE

The Cartesian approach uses complex summing (through the use of a 90 degree phase

difference) of the two orthogonal amplitude signals (I and Q), as shown conceptually in

Fig. 1.4a. The QAM modulation concept was originally proposed by Campopiano and

Glazer in 1962 [9]. It is important to realize that the summing of the I and Q signals must

be perfectly orthogonal. Therefore, in practical implementations, the summing of the I

and Q signals is mostly done at low power levels in the current domain. This yields the

conclusion that combining the Cartesian signals in the transmitter output stage, where

high-efficiency operation is important, without any special measures is typically prob-

lematic. For this reason, most practical systems prefer a low-power Cartesian modulator

(e.g. a quadrature mixer configuration), followed by a linear amplifier line-up. The latter

comes typically at the cost of linearity/efficiency performance. Nowadays, Cartesian ar-

chitectures are the work horse of wireless systems. Their implementation considerations

will be discussed in more details in Sections 1.3 and 1.4.

1.1.2. OUTPHASING (LINC)

SUMMING OF TWO CONSTANT-AMPLITUDE SIGNALS WITH VARYING PHASE OFFSET

In an outphasing TX, originally proposed by Chireix in 1935 [10], two constant-amplitude

signals are phase-modulated and can be calculated asΦ1 = ar ct an
(
Q/I

)+arccos
(√

I 2 +Q2/2
)

and Φ2 = ar ct an
(
Q/I

)− arccos
(√

I 2 +Q2/2
)
). This technique, which avoids the need

for a linear amplifier line-up in the transmitter, is often referred to as LINC, which is an

acronym for “Linear Amplification using Nonlinear Components”, as proposed by Cox

in 1974 [11], and shown conceptually in Fig. 1.4b. However, the signal combining itself

still needs to be done such that the two power amplifiers (PAs) do not interfere/interact
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Figure 1.4: Concepts of the three main TX architectures: (a) Cartesian, (b) polar, (c) outphasing (LINC).

with each other. In practical implementations, this can be accomplished by using an

isolating power combiner, although this comes at the cost of overall system efficiency, as

it achieves its maximum efficiency only at peak output power conditions. However, by

using a non-isolating Chireix power combiner [12–14], high efficiency at both peak and

back-off output power levels can be achieved, improving the average efficiency at the

cost of an increase in interaction between the branches.
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1.1.3. POLAR

ONE SIGNAL WITH AMPLITUDE AND PHASE MODULATION

To improve on overall TX efficiency performance and to avoid the problems related to

summing two signals in the analog domain, the polar modulation technique has been

developed, which is based on the envelope elimination and restoration (EER) technique

proposed by Kahn in 1952 [15]. In this technique, by using an envelope detector and

a limiter, the input modulated RF signal is decomposed into an envelope signal (which

is the amplitude modulation (AM) signal) and a constant envelope phase-modulated

(PM) RF signal, respectively. The PM signal drives the PA, and the AM signal is used to

modulate the voltage supply of the PA. In view of this, a modulated RF signal can be

decomposed into its AM and PM signals as follows:

XRF (t ) = I (t )cos(ω0t )−Q(t )sin(ω0t ) = ρ(t ).cos
(
ω0t +Φ(t )

)
(1.1)

AM(t ) = ρ(t ) =
√

I (t )2 +Q(t )2 (1.2)

P M(t ) = cos
(

jω0t + jΦ(t )
)= cos

(
ω0t +arctan

(
Q(t )/I (t )

))
(1.3)

In a polar TX, the amplitude and phase are first modulated independently after con-

verting the input I/Q signal to amplitude (AM =
√

I 2 +Q2) and phase (Φ= arctan
(
Q/I

)
),

and then recombined (multiplied by each other) at the output by the PA, as shown in

Fig. 1.4c. In this approach, the PA is driven by a constant-amplitude PM signal, elimi-

nating the need for an RF power combiner, thus improving the overall efficiency of the

system, while the phase - amplitude recombination remains more or less orthogonal in

nature by itself. In Sections 1.3 and 1.4, the implementation considerations will be dis-

cussed in more details.

1.1.4. HYBRID ARCHITECTURES

Besides the three main TX architectures, there are also hybrid architectures, which com-

bine two of the three main architectures. For example, by adding an auxiliary phase

modulation to the amplitude vectors in a Cartesian TX, a hybrid polar architecture (also

know as multiphase Cartesian) [16] can be formed. Moreover, by adding auxiliary ampli-

tude modulation to the phase vectors in an outphasing TX, a hybrid architecture known

as mixed-mode or multi-level outphasing[12] can be created.
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1.2. TRANSMITTER FIGURES-OF-MERIT

In order to be able to quantify the performance of different transmitter implementations,

we will briefly discuss the most commonly used transmitter Figures-of-Merit.

1.2.1. EFFICIENCY

The drain efficiency (DE) and power-added efficiency (PAE) of an analog PA (without the

drivers) are defined as follows:

DE = POU T

VDD,PA IDC ,PA
(1.4)

PAE Analog = POU T

VDD,PA IDC ,PA +PRF,I N
(1.5)

However, in a digital-intensive transmitter implementation, the pre-drivers can be im-

plemented by simple logic gates, while the actual drive power to the output stage de-

vice(s) is very small. In these cases it is more appropriate to use the following definition

for the PAE in this thesis:

PAEDi g i t al =
POU T

VDD,DPA IDC ,PA +PDC ,Dr i ver s
(1.6)

where PDC ,Dr i ver s includes the power consumption of the circuit-level linearizer as well

for the work presented in the thesis.

For both digital and analog TXs, the system efficiency (SE) is defined as the ratio of

the output RF power, to the sum of the total DC supply power consumption, of both the

entire TX (including the phase modulator and other circuits) and the input RF power:

SET X = POU T

PDC ,Tot al +PRF,I N
(1.7)

1.2.2. SPECTRAL PURITY

The out-of-band spectral purity of a transmitter is measured and characterized as the

adjacent channel power-ratio (ACPR), which is defined as follows:

AC PR (dBc) = 10Log
( P Ad j

PM ai n

)
(1.8)

where PAdj and PMain are the power in the adjacent and main channels, respectively. The

ACPR is used to measure the linearity of the TX by measuring the distortion of the TX sig-

nal. However, for digital-intensive TX solutions it will also depends on the quantization
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Figure 1.5: Conventional analog-intensive Cartesian TX.

noise power density, which makes it dependent on the DAC/RFDAC quantization reso-

lution as well as the sampling rate. This will be explained in more detail in Chapter 6. In

multi-channel/multi-user communication systems, a good/low ACPR is of great impor-

tance to guarantee the quality of each communication channel without being disrupted

by the presence of other users in neighboring channels.

1.2.3. SIGNAL ACCURACY

The quality of the transmitted digital baseband signal (i.e. the bit-error-rate (BER)), de-

pends highly on the in-band accuracy of the TX chain, which is measured by the error-

vector magnitude (EVM) as defined in the following definition:

EV M (dB) = 20Log
(√

1
Ntot

∑Ntot
i=1

(
IQBB ,Out (i )− IQBB ,I deal (i )

)2√
1

Ntot

∑Ntot
i=1

(
IQBB ,I deal (i )

)2

)
(1.9)

where IQBB ,Out is the measured output baseband complex (I+ jQ ) signal and IQBB ,I deal

is the ideal input baseband complex signal. As the constellation diagram becomes denser,

a smaller amount of error to properly demodulate the data can be tolerated. Therefore, a

higher order of QAM modulation requires a lower EVM, typically from -19dB (11.2%) for

16-QAM to -30dB (3.2%) for 256-QAM. In practice, the EVM is limited by many factors

such as the linearity of the TX, the resolution of the DACs/RFDACs (i.e. their quantiza-

tion noise), the timing matching between I and Q or AM and theφ paths, the phase noise

of the LO, and the thermal noise, among others.
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1.3. ANALOG-INTENSIVE TRANSMITTERS

1.3.1. ANALOG CARTESIAN TX

In a conventional analog-intensive Cartesian TX configuration, as shown in Fig.1.5, the

digital input signals, I and Q, are converted to the analog domain by two DACs and

passed through a low-pass filter (LPF) to remove the sampling spectral replicas (SSRs).

Two mixers then up-convert the analog I and Q signals by multiplying them with two RF

signals with a 90-degree phase difference. These two amplitude-modulated RF signals

are combined to create a single RF signal of which both the amplitude and phase are

modulated. Such a circuit is called a Cartesian modulator. As the resulting signal is nor-

mally low-power, it should be amplified before being sent to the antenna. This is done

using a power amplifier, which in general also requires a driver stage. In such a system,

the PA is designed for a high-efficiency mode of operation. The energy-efficiency often

comes at the cost of circuit linearity. Therefore, digital predistortion (DPD) is often ap-

plied to guarantee the overall linearity and spectral purity of the TX chain. However, to

ensure good wideband performance of the whole TX line-up, the DACs, mixers, com-

biner and even the pre-driver should be sufficiently linear. Otherwise, the DPD cannot

reach the spectral purity required. Since the PA is nonlinear, its input should be predis-

torted in such a way that after passing through the nonlinear PA function, the output sig-

nal is identical to the original input signal representation, except for a gain factor. Non-

linear distortion will yield an undesired bandwidth expansion of the modulated signal.

Therefore, the DPD must be capable of handling a larger bandwidth (∼ 5×) than the orig-

inal modulation. For example, for a 100 MHz signal, the TX line-up including the driver

should be capable of handling a modulation bandwidth (BW) of up to 500 MHz. Such

a demanding bandwidth can take a significant amount of engineering time and DPD

power consumption, unless the PA is designed for sufficiently linear operation, which

typically compromises the achievable power efficiency.

1.3.2. ANALOG POLAR TX

A typical analog polar TX is depicted in Fig.1.6a. Here, the CORDIC1[17, 18] calculates

the amplitude and phase of the input complex I/Q data in the digital domain. The am-

plitude modulator is normally a low-drop-out (LDO) voltage regulator, with or without

an energy-efficient DC-DC converter, while the phase modulator is normally based on

a closed-loop phase-locked-loop (PLL). Compared to an ideal analog Cartesian TX line-

1CORDIC is an acronym for COordinate Rotation DIgital Computer.
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up, where all the signal processing operations are linear in nature, in a polar (or out-

phasing) TX, the conversion from the I/Q data to AM and Φ (or Φ1, Φ2) is highly non-

linear in nature. Thus, at the output of the CORDIC, the resulting bandwidths of the

AM and Φ signals will be at least 2× and 5× the bandwidth of the original input signal,

respectively, as shown in Fig. 1.6b. Traditionally, this has imposed a major limit on the

maximum achievable signal bandwidth that can be handled by an analog-intensive po-

lar TX. Therefore, although a polar TX configuration can normally reach higher power

efficiency, it is mostly used for applications with a low to medium signal bandwidth.

The combining of the AM and PM signals is done by the PA itself. Any delay mis-

match between these two signals upon arriving at the PA will result in both in-band and

out-of-band distortion, which increases the adjacent channel power-ratio (ACPR) and

the error-vector magnitude (EVM) 2. Simulation results show that the EVM and
p

AC PR

both increase almost linearly (i.e. 6 dB/Octave) by increasing the signal bandwidth or the

timing mismatch. Therefore, when the same timing mismatch is normalized to 1/BW,

the amount of degradation can be well predicted. This is shown in Fig. 1.6c, where the

ACPR and EVM increase ∼6 dB by doubling the timing mismatch. In contrast, in a Carte-

sian TX, the delay mismatch between the two RF signals only increases the EVM with

no effect on ACPR (assuming no load-pull effect caused by the interaction between the I

and Q signal paths).

1.4. DIGITAL-INTENSIVE TRANSMITTERS

1.4.1. DIGITAL CARTESIAN TX

By removing the LPF, and using a bit-wise mixer-and-DAC operation in an arrayed topol-

ogy, we can make a circuit configuration known as an RFDAC [19–21], which directly

(up)converts the input digital signal to an RF signal. In an RFDAC, the mixer is divided

into an array of sub-mixers, implemented by simple AND or XOR logic gates. These com-

bined with the DAC unit-cells form an array of sub-RFDACs, which provides us with the

desired RFDAC function. By using two RFDAC branches that are driven by 90-degree

phase shift and directly combining their outputs, a Cartesian direct digital transmitter

(DDTX) can be formed, as shown in Fig. 1.7. Since there is no explicit low-pass filter-

ing, except for the RFDAC’s intrinsic zero-order-hold (ZOH) behavior, sampling spectral

replicas appear rather strong at the output, especially if the modulation bandwidth is

high compared to the RF frequency. A common solution is to push these sampling repli-

2The definition of ACPR and EVM is explained in Section 1.2



1

12 1. INTRODUCTION

LDOLDOAM[n]

C
O

R
D

IC
C

O
R

D
IC

I[n]

Q[n]
D

P
D

D
P

D
Φ[n]

→  5  x  BW    

f0

→  5  x  BW    

f0

DAC

PAPAPA

PLL

→BW  

f0

→BW  

f0

LPFLPF
→2xBW  

0

→2xBW  

0

LDOAM[n]

C
O

R
D

IC

I[n]

Q[n]
D

P
D

Φ[n]

→  5  x  BW    

f0

DAC

PA

PLL

→BW  

f0

LPF
→2xBW  

0

(a)

Normalized Frequency (f / BW)
-5 -4 -3 -2 -1 0 1 2 3 4 5-5 -4 -3 -2 -1 0 1 2 3 4 5

-80

-70

-60

-50

-40

-30

-20

-10

0

-80

-70

-60

-50

-40

-30

-20

-10

0

P
S

D
 (

dB
/H

z)

I/Q 
PM
AM

I/Q 
PM
AM

Normalized Frequency (f / BW)
-5 -4 -3 -2 -1 0 1 2 3 4 5

-80

-70

-60

-50

-40

-30

-20

-10

0

P
S

D
 (

dB
/H

z)

I/Q 
PM
AM

(b)

Normalized Timing Mismatch (Tdelay x BW)

dB
/d

B
c

-80

-70

-60

-50

-40

-30

-80

-70

-60

-50

-40

-30

-2% -1% 0% 1% 2%-2% -1% 0% 1% 2%

EVM, AM-PM Mismatch
ACPR, AM-PM Mismatch
EVM, AM-PM Mismatch
ACPR, AM-PM Mismatch

Normalized Timing Mismatch (Tdelay x BW)

dB
/d

B
c

-80

-70

-60

-50

-40

-30

-2% -1% 0% 1% 2%

EVM, AM-PM Mismatch
ACPR, AM-PM Mismatch

(c)

Figure 1.6: (a) Conventional analog-intensive Polar TX, (b) spectrum of AM and PM signals compared to the

input I/Q signal, and (c) EVM and ACPR of a 64-QAM signal vs. AM-PM timing mismatch normalized to 1/BW.

cas further out in frequency and attenuate them as much as possible by increasing the

RFDAC’s sampling rate. Since the linearity constraints on the mixers are very relaxed,

an RFDAC-based modulator typically consumes less power than a conventional analog

modulator, while being able to deliver more output power.

1.4.2. DIGITAL POLAR TX

Similarly, a polar DDTX can be constructed by using an RFDAC-based power amplifier,

known as digital PA, as shown in Fig. 1.8. The phase modulator can be built based on

an all-digital phase-locked-loop (ADPLL) or by using two RFDACs in quadrature oper-

ation along with a limiter. The design and implementation of a digital polar TX will be

explained in more detail in Chapter 2.

In an analog polar TX or a Cartesian TX with a nonlinear PA, the signal bandwidth
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Figure 1.8: Digital-intensive polar TX.

is normally limited to 20 % of the bandwidth of the TX chain. However, in a DDTX ap-

proach, the bandwidth is mostly limited by the maximum up-sampled data rate. In prac-

tice, the signal bandwidth is usually limited to less than 20 % of the final sampling rate.

As analog solutions might require multiple chips and modules, a DDTX can be superior

to an analog TX in terms of system integration and efficiency.

1.5. DESIGN CHALLENGES OF A WIDEBAND EFFICIENT TX
The largest portion of the DC supply power in a typical TX is generally considered to

be consumed by the final stage of the TX chain, which is the power amplifier. In gen-
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Figure 1.9: Example of two-tone input/output signals of a nonlinear system with a third-order nonlinearity

eral, a PA is most energy-efficient when it is biased in a nonlinear mode of operation.

However, a nonlinear system tends not only to generates higher harmonics, but also in-

termodulation products, which appear inside and around the modulated signal at the RF

frequency, thus degrading both the ACPR and EVM. This can be understood simply by

calculating the output of a system with a third-order nonlinearity driven with a two-tone

signal, which can be described as follows:

y(t ) = x(t )3 = (
cos(ω0t +∆ωt/2)+ cos(ω0t −∆ωt/2)

)3

∝ 9cos(ω0t ±∆ω/2)+3cos(ω0t ±3∆ω/2)+3cos(3ω0t ±∆ω/2)+cos(3ω0t ±3∆ω/2)
(1.10)

where the first two terms represent the main signal and the third-order intermodula-

tion products around the carrier, respectively, and the last two terms show the gener-

ated products around the third harmonic of the carrier. Assuming a simple compressive

third-order model of y(t ) = x(t )− x(t )3 for the PA, the input/output signals in a two-

tone test are shown in Fig. 1.9. Furthermore, in a nonlinear system with memory effects

(e.g. due to the biasing circuit or thermal effects), the impact of a nonlinearity tends to

become worse as the signal bandwidth increases. Note that this is an important obser-

vation, since the overall data rate is the multiplication of the symbol rate by the number

of bits per symbol. Normally, the symbol rate of a TX is limited to the analog signal

bandwidth. Thus, in order to increase the spectral efficiency, a higher order of QAM

modulation (higher bits-per-symbol) is needed, which in turn requires low signal dis-

tortion. Therefore, achieving a higher data rate depends not only on the bandwidth of
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the circuitry, but also on the accuracy of the conversion from digital bits to analog sig-

nals, hence a low EVM is required. Achieving a high linearity in terms of a low ACPR and

EVM with a wideband signal requires either a linear PA design which lowers the system

efficiency, or a nonlinear PA linearized by DPD, which can compromise the system effi-

ciency due to the required power consumption of the DPD unit, which becomes more

pronounced at lower TX powers.

Therefore, in the view of the author, one of the biggest challenges in modern trans-

mitter (TX) designs, when going from fourth generation (4G) to fifth generation (5G)

communication networks, is to handle the increased linearity requirements without the

need to compromise the energy-efficiency of the overall TX line-up.

1.6. THESIS OBJECTIVES

Based on the explanations in the previous section, the main objective of this thesis is

to design and implement digital power amplifiers for polar tx architectures, which are

not only energy-efficient but also highly linear. In the view of this, the first objective is

to implement a digital PA in the switch-mode operation to achieve high drain efficiency

and utilize innovative circuit-level techniques to fully circumvent the DPD to improve

the system efficiency. The innovative DPD-less solution aims for low to medium output

power levels.

The second objective is to improve the average efficiency when transmitting modu-

lated signals with a high peak-to-average power ratio (PAPR). For this, the Doherty power

combining technique is employed to increase the efficiency at the 6 dB power backoff

(PBO) level, utilizing an innovative off-chip transmission line-based matching network

to avoid the high passive losses of the on-chip matching networks. The same circuit-

level linearization techniques are applied to the Doherty configuration to achieve high

spectral purity and signal accuracy without a DPD or with a low-complexity light DPD.

The third objective is to study the fundamental limitations on the linearity and spec-

tral purity of a digital polar TX. For this purpose, we introduce and investigate a system

solution that combines circuit-level linearization techniques with low-complexity DPD

techniques requiring only a minimum amount of computational power. This reduces

the ACPR and EVM as much as possible and close to their theoretical limits. As a result

of this study, an innovative direct-learning DPD is introduced.



1

16 1. INTRODUCTION

1.7. THESIS OUTLINE

This dissertation is organized as follows:

DIGITAL POLAR TX AND THE DOHERTY TECHNIQUE BACKGROUND

In Chapter 2, to provide a fundamental understanding of how a digital polar TX actually

operates, the different design aspects of the digital polar TX including the phase modula-

tion, amplitude modulation, switch-mode (class-E) power amplifier, digitally controlled

power amplifier, and some system-level considerations are described. Furthermore, the

Doherty power combining technique, as an efficiency enhancement technique, as well

as its analog and digital implementation are briefly explained.

DPD BACKGROUND

In Chapter 3, different techniques to provide the behavioral modeling of a nonlinear sys-

tem are explained in order to establish a basic understanding of the nonlinearities of a

digital TX and how to correct them. Based on these models, various digital predistortion

(DPD) techniques for nonlinear systems with memory as well as some system-level con-

siderations, are introduced. In addition, the equivalent baseband model of passband RF

nonlinearity and the baseband model of amplitude-code-word (ACW)-AM and ACW-PM

conversions are explained. Furthermore, new basis functions for linearizing a switch-

mode DPA are introduced, and the theoretical foundations of using undersampling for

identifying a nonlinear system are briefly explained.

NOVEL INTRINSICALLY LINEAR DIGITAL PA

In Chapter 4, three novel circuit-level linearization techniques namely "nonlinear sizing"

for amplitude-code-word (ACW)-to-AM correction, multiphase-RF clocking for ACW-

PM correction, and "overdrive-voltage tuning" for process/voltage/temperature (PVT)

correction to avoid the need for DPD (or at least substantially reduce the DPD complex-

ity) for a switch-mode polar DPA are described. Furthermore, two AM-PM synchroniza-

tion techniques are given. In this chapter, the implementation details as well as mea-

surement results of the first ever intrinsically linear polar class-E DPA, implemented in

40nm CMOS, without using any kind of DPD, with both on-chip and off-chip matching

networks are presented. The nonlinearity behavior of a class-E DPA is thoroughly ana-

lyzed and closed-form equations are given to predict the ACW-AM ACW-PM curves of

the DPA.
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NOVEL INTRINSICALLY LINEAR DIGITAL DOHERTY PA

In Chapter 5, the design and implementation details as well as the measurement results

of the first ever intrinsically linear polar class-E Doherty DPA, without employing any

kind of DPD, but with an off-chip matching network using a novel transmission line-

based Marchand balun with second-harmonic control, are described. Furthermore, the

nonlinearity behavior of the Doherty class-E DPA is analyzed and closed-form equations

are given to predict the amplitude-code-word ACW-AM and ACW-PM curves. In addi-

tion, the system-level considerations of utilizing a digital-intensive Doherty polar DPA

are addressed, especially the impact of timing mismatch between the AM and PM paths

and the main and peak DPA, which are extensively discussed.

NOVEL DPD

In Chapter 6, the system-level considerations as well as the theoretical limits of a po-

lar DPA linearity are given. Considering these limitations, by using an improved offline

iterative-learning-control (ILC) DPD algorithm, the measured ACPR and EVM of a single

polar DPA (described in Chapter 4) are pushed very close to their minimum theoretical

levels. Inspired by the offline ILC DPD, a novel real-time direct-learning DPD is pre-

sented. In this DPD approach, in contrast to the conventional direct-learning DPDs, the

DPD model parameters are extracted directly by the least-square (LS) algorithm, with

similar computational effort. The same DPD algorithm has been applied to the Doherty

DPA (described in Chapter 5) and its measurement results are presented.

CONCLUSION

Finally, Chapter 7 concludes the main findings of this dissertation and presents sugges-

tions for future developments.
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2.1. INTRODUCTION

T HE linearity and energy efficiency of a transmitter (TX) depend on many factors

such as the TX architecture, class of the power amplifier (PA), and the efficiency en-

hancement technique. As discussed in Chapter 1, a polar architecture is superior to its

Cartesian counterpart in terms of power-efficiency. In fact, in a polar TX the PA is driven

by a constant-envelope phase-modulated RF signal, allowing it to be designed as a sat-

urated switching PA to achieve high power-efficiency. Therefore, a switch-mode PA is a

logical candidate for use in a polar configuration, especially when considering digital-

intensive solutions, as it can be direly driven by an RF digital signal. A PA is most power-

efficient when reaching its peak output power. By reducing the output power/amplitude,

the efficiency of the PA drops. Consequently, when a PA is driven by a modulated signal,

the average output power is lower than peak output power, thus reducing the average

power-efficiency of the PA. Therefore, an efficiency enhancement technique is neces-

sary to improve the overall energy efficiency of the TX by increasing the PA efficiency at

power backoff levels.

In the following discussion, the digital polar architecture using switch-mode class-

E operation and Doherty power combining for efficiency enhancement will be briefly

explained.

2.2. DIGITAL POLAR TX
An analog polar architecture (see Fig.1.6) is traditionally used for narrow-band commu-

nication systems such as GSM, EDGE and Bluetooth. This is mainly because in analog-

intensive solutions, the amplitude and phase modulators have a limited bandwidth com-

pared to Cartesian modulators. However, the digital polar TX architecture (see Fig. 1.8)

has recently gained more attention for use in other wireless applications thanks to the

novel RFDAC-based implementations of the phase and amplitude modulators, which

can provide higher bandwidth performance.

2.2.1. PHASE MODULATION

A closed-loop phase modulator such as a PLL (or the more recent all-digital-PLL (ADLL))

typically cannot handle very wideband signals due the loop bandwidth and VCO (DCO)

nonlinearity. Although different techniques such as two-point injection and digital pre-

distortion have been proposed to increase the bandwidth [1], achieving a PM bandwidth

of 500 MHz, to support a 100 MHz transmitted signal in a polar configuration is still a big
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Figure 2.1: (a) Current-mode IQ-RFDAC, and (b) RFDAC-based phase modulator with harmonic rejection .

challenge for (AD)PLL-based solutions.

To achieve a larger bandwidth, several open-loop techniques have been proposed

which generally modulate the phase outside the PLL loop by combining and/or multi-

plexing several LO signals with different static phases [2]. Using a direct-digital synthe-

sizer (DDS) is a straightforward way to realize a wideband open-loop phase modulator.

However, a DDS can consume much more power [3] than a PLL-based phase modulator,

which is typically used for lower modulation bandwidths.
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CARTESIAN-BASED PHASE MODULATION

Among the different open-loop concepts, Cartesian-based phase-modulation is one of

the most linear and wideband concepts. In digital-RF implementation, an IQ RFDAC

(composed of an I-RFDAC and Q-RFDAC) directly up-converts the digital I/Q data input

to the RF frequency, as shown in Fig. 2.1a [4]. Each RFDAC consists of an array of current

sources with digital bit-wise sub-mixers.

CREATING A CONSTANT-ENVELOPE PM SIGNAL

Since only the phase information is needed, a limiter is required to remove the ampli-

tude information to keep the PA’s input signal at a maximum voltage swing. The limiter

can be implemented either in the analog domain and placed after the IQ modulator, or

in the digital domain and placed at the input. An analog limiter by itself can generate

a substantial phase error, due to its input-output delay dependency on the level of the

input signal. Alternatively, a digital limiter can be used at the input of a Cartesian-based

phase modulator. In principle, a digital limiter converts the input φ data to cos(φ) and

sin(φ) respectively, thus mapping the constellation diagram to the unit circle, and result-

ing in a constant envelope signal.

HARMONIC REJECTION

Another significant source of inaccuracy in such a phase modulator is the presence of

higher harmonics at the output of the IQ modulator which after passing through the lim-

iter fold back to the in-band frequency and increase the phase error. In the time-domain,

the zero-crossings of the rising edge of output of the RFDAC (OU T = I .C K I −Q.C KQ ) is

most of the time identical to the zero-crossings of the rising edge of C KQ . Consequently,

there is almost no phase modulation observed at the output of the limiter. Therefore,

the harmonics of the phase modulator should be filtered out before passing through the

limiter, either by using a passive filter, which can limit the RF frequency range, and/or by

using a harmonic rejection technique to relax the filter requirements. Harmonic rejec-

tion can be achieved by combining the outputs of three or more IQ RFDAC banks with

different LO phases in such a way that the fundamentals are combined constructively,

while the harmonics are combined destructively. For example, as depicted in Fi. 2.1b,

by having three IQ RFDACs with 0o/90o, 45o/135o, and 90o/180o, and scaling the sec-

ond IQ-RFDAC by a factor of
p

2, the 3rd and 5th harmonics at the output are canceled,

while the even harmonics can be suppressed by a differential design. This technique

suppresses all harmonics up to the 7th [5, 6].
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Figure 2.2: Concept of amplitude modulation by a digital PA in a polar TX and the resulting spectra, showing

the SSRs of the equivalent analog AM and output signals, assuming an ideal sine-wave PM signal.

2.2.2. AMPLITUDE MODULATION

In an analog polar TX, the AM modulator is normally a high-efficiency DC-DC converter

with an LDO. Such a configuration has a much lower bandwidth than the signal modu-

lators in a Cartesian TX, which is typically a quadrature mixer. In addition, due to band-

width expansion in a polar configuration, the bandwidth of a transmit signal can be only

half of the bandwidth of an AM modulator (or only 1/5 of the bandwidth of the phase

modulator, whichever is smaller). To tackle this limitation, an RFDAC-based solution

for the amplitude modulation can be used here as well. By removing the DAC, LPF and

DC-DC converter/LDO from the AM path in an analog polar TX (Fig. 1.6), the digital AM

code-word (ACW) can be directly applied to an array of sub-PA cells to control/modulate

the output power ( Fig. 1.8). The amplitude modulator and the PA are merged into a

single block known as a digital PA (DPA), which acts as a direct amplitude modulator.

Figure 2.2 illustrates the concept of amplitude modulation with a digital PA as well as

the resulting spectra of the equivalent analog AM and output signals, assuming an ideal

sine-wave PM signal. Since there is no analog circuit in the path of the AM signal, the

AM bandwidth of a digital PA is only limited by the Nyquist frequency, i.e. half of the

sampling rate Fs of the DPA (Fs can be easisly as high as 5 GS/s in nanoscale CMOS tech-

nologies). In practice, the digital baseband input signal has a rather low sample-rate; so,

before being transmitted, it should be upsampled (and interpolated) as much as pos-

sible to push the sampling spectral replicas (SSRs) far away from the center frequency.

In this way it can be filtered out by the antenna/matching network. In a polar TX, this

can be done either in the Cartesian domain before the CORDIC, or in the polar domain
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Figure 2.3: Cartesian upsmapling vs. polar upsampling: (a) the block diagrams, and (b) the resulting output

spectra using different interpolation filters (zero-order ZOH, first-order FOH, and second-order SOH).

after the CORDIC, as shown in Fig. 2.3a. The difference in spectral purity and signal ac-

curacy can be considerable depending on the signal bandwidth and interpolation filter,

as illustrated in Fig. 2.3b.

With a digital zero-order-hold (ZOH) interpolation filter, ideally there is no difference

between the two approaches. However, using a first-order-hold (FOH) filter (i.e. linear

interpolator) to further suppress the SSRs, results in a substantial increase in the noise

floor if upsampling is done in the polar domain, thus degrading the EVM and ACPR.

This is because the new amplitude and phase samples are just an estimation and not

the exact polar representation of the input signal as if it was upsampled in the Cartesian

domain. Therefore, it is preferred to upsample the input signal before its conversion

to polar as much as possible, to maximize the signal accuracy. Note this increases the

chance of zero-crossings appearing in the upsampled data, which can cause major diffi-

culties for a polar signal representation. However, due to the constraints on computation

speed needed for the CORDIC implementation, one might opt for upsampling after the

CORDIC, compromising the in-band signal accuracy for out-of-band spectral purity. In

addition, there is the effect of AM and PM SSRs in combination with the presence of

the higher harmonics of the RF carrier signal. This will be discussed in more detail in

Chapter 5.
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Figure 2.4: Conceptual operation comparison of a transconductance and a switch-mode PA at the fundamen-

tal frequency, without showing the LC resonators for simplicity: (a) simplified model of transconductance,

and (b) switch-mode PA (c) simplified Thevenin (voltage-mode), and (d) Norton (current-mode) model at the

fundamental frequency.

2.3. DIGITAL POWER AMPLIFIER

2.3.1. CONCEPT OF THE SWITCH-MODE PA

The most energy-efficient PAs are the switch-mode PAs, which are quite compatible

with CMOS technology and digital-intensive solutions as they can be directly driven

by square-wave signals, they also facilitate a high integration level. The behavior of a

switch-mode PA is similar to a resistive-divider, thus, the output amplitude not only de-

pends on RON , but also on VDD . This contrasts with a transconductance PA (such as

class-A, B,...) where the output amplitude is proportional to the gm of the PA, and hence

independent of VDD to the first order. Figure 2.4 illustrates this difference in operation

conceptually at the fundamental frequency, without showing the inductors and capaci-

tors for simplicity. In Fig. 2.4b, a simple switch-mode amplifier is shown that generates

a square wave at the output with a peak-to-peak amplitude of VDD RL/(RON +RL). The

amplitude of the first harmonic would be 2VDD RL/π(RON +RL). In Fig. 2.4c ( 2.4d), the

switch is replaced with a voltage source (or current source) with an amplitude of 2VDD /π

(or 2VDD /πRON ) to generate the same output voltage as the circuit in Fig. 2.4b at the fun-
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damental frequency. As the output amplitude of a switch-mode PA is a function of RON ,

it is possible to control the output amplitude/power by controlling this parameter. This

will be explained in more detail in Section 2.3.4.

Among the different classes of switch-mode operation such as: class-F/F-1, which re-

lies on a complicated load network to control higher harmonics (one resonator for each

harmonic); and class-D/D-1, which can suffer from the efficiency loss of the output drain

capacitance; and class-E, which has one of the simplest load networks while absorbing

the output drain capacitance, offering 100 % peak drain efficiency in theory [7–13]. In

the next section, the class-E power amplifier is briefly introduced.

2.3.2. CLASS-E PA

In Fig. 2.5a, the typical circuit configuration of a class-E PA is shown. LD is the DC-feed

inductance and CD is the drain. Depending on the resonance factor qD = 1/ω0
p

(LDCD ),

j X is sometimes added to compensate for the phase shift. The series resonator (L0,C0) is

tuned at the center frequencyω0, ideally with a very high quality factor to filter out higher

harmonics, although doing so will limit the bandwidth as well (this will be addressed in

more detail in Chapter 4). The combination of LD and CD forms a shunt resonator which

shapes the drain voltage and current waveforms to a large extent, and hence determines

the exact operation class. The design equations for a class-E PA are as given as [14]:

RL = KP V 2
DD /POU T (2.1)

LD = KLRL/ω0 (2.2)

CD = KC /(RLω0) (2.3)

X = KX RL (2.4)

Basically, if we assume an ideal switch with an ideal series resonator, for a given

load, one simply needs to tune LD and CD to ensure that drain voltage is zero when

the transistor is switched on, thus avoiding any power loss due to the discharging of

CD . This condition is known as "zero-voltage switching" (ZVS). Different design sets of

K = {KL ,KC ,KP ,KD } can be derived as functions of qD . Using the boundary conditions

of ZVS, as well as "zero-derivative-voltage switching" (ZdVS) to make the design robust

to small variations in LD and CD , the optimum values of these parameters for maximum

efficiency assuming a 50% duty cycle are in plotted Fig. 2.5b [14]. One of the most popu-

lar sub-classes of the class-E PA is the parallel-circuit class-E, with the design parameters
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Figure 2.5: (a) Class-E PA circuit, (b) calculated optimum values of KL ,KC ,LP ,KD vs. qD with ZVS and ZdVS,

and a 50% duty cycle from qD =0.6 to qD =1.8 [14], and (c) drain voltage and current for different designs with

{α= 0, qD = 1.41} and {α= 1, qD = 1.23}.

{KL = 0.732,KC = 0.685,KP = 1.365,KX = 0} for qD = 1.412. In this type of class-E PA, the

power scaling factor KP is at its maximum, yielding maximum output power for a given

VDD and RL . Consequently, it allows the use of a larger resistance RL for a given output

power, which can result in a more compact and efficient matching network design in

on-chip implementation.

Theoretically, in an ideal class-E PA with zero RON , the overlap between the voltage

and the current of drain is zero, as plotted in Fig. 2.5c, thus achieving 100 % drain effi-

ciency (DE). In practice RON is not zero, thus the drain voltage increases slightly when

the switch is on, thereby reducing the efficiency. The drain efficiency of the class-E PA

can be calculated as follows [15]:
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PSW = 1

4π
.
V 2

SW

ZCD

(2.5)

PRON = I 2
RMS RON (2.6)

PDC =VDD IDC (2.7)

DE ≡ POU T

PDC
≈ 1− PSW +PRON

PDC
= 1−

( V 2
SW

4πZCD VDD IDC
+ I 2

RMS RON

VDD IDC

)
(2.8)

where VSW is the drain voltage (VDS ) at the switching time, ZCD is the impedance of the

drain capacitance, IRMS is the RMS of the drain current (IDS ), and PSW , PRON , and PDC

are the switching power loss due to the discharging of the drain capacitance, the power

dissipation of due to the nonzero RON , and the input DC power, respectively. With ZVS,

PSW is zero. One of the biggest challenges with the class-E PA is that the peak of the

drain voltage can reach above 3×VDD , reducing the reliability if nominal VDD is used

for a given device technology. However, with a sub-optimum design, where instead of

ZVS we would have VDS = αVDD at the switching time, it has been shown [16] that by

increasing the design parameter α from 0 to 1, the peak of VDS and IDS will reduce from

3.65×VDD and 2.65×IDC to 3×VDD and 2.3×IDC , respectively, as shown in Fig. 2.5c. This

allows more output power to be obtained by increasing the VDD in the same technology,

at the cost of a ∼3-5 % reduction in the theoretical drain efficiency.

There are other sub-classes of class-E PAs based on different values of qD , such as the

original RF-choke class-E with qD = 0 [7, 8], the even-harmonic resonant class-E with

qD = 2n [17], and the load-insensitive class-E with qD = 1.3 [18, 19], the latter of which

will be discussed next.

2.3.3. LOAD-INSENSITIVE CLASS-E PA
In general, by varying the load of a class-E PA, despite the fact that ideally we prefer the

peak efficiency to stay at its maximum, in practical implementations it may drop signif-

icantly depending on the circuit parameters. This is because the load condition of the

circuit is changing and the overlap between the drain voltage and current may no longer

be zero. In a transconductance PA, this situation is less severe, because as the load de-

creases (or increases), we can simply increase (or decrease) the amplitude of the input

signal to maintain the drain voltage at its maximum, and hence maximum efficiency.

However, this cannot be easily accomplished in a class-E PA, as we have no direct con-

trol over the overlap between the drain voltage and current waveforms. However, prior
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Figure 2.6: Simplified single-ended class-E DPA with the ACW-AM and ACW-PM curves.

studies [18, 19] show that for a design parameter set based on qD = 1.3, the class-E PA

starts to behave differently. With this specific value (qD = 1.3), the class-E PA responds

to the load variations by changing the slope of the drain voltage at the switch-on time,

while keeping the overlap between the drain voltage and current almost zero. Therefore,

the drain efficiency does not drop that much, hence it is insensitive to the load. This

property is especially interesting in designing a Doherty or outphasing PA, which are

both based on load modulation.

The class-E PA is not quite a current-mode PA, e.g. the class-A,B,... PAs, nor a voltage-

mode PA, e.g. the switch-capacitor class-D PA [20]. It is something in between, i.e. a

current-source with a limited and modulated ROut , or a voltage-source with a non-zero

and modulated ROut , which has a big impact on the linearity behavior of the class-E

digital PA.

2.3.4. CLASS-E DPA ARRAY

A class-E digital power amplifier (DPA) array can be simply made by connecting the

drains of multiple transistors, as depicted in Fig. 2.6 [20–31]. Each of these transistors

is enabled/disabled individually through a digital logic AND-gate which feeds the input

RF PM signal to the gate. The overall array can be seen as a single switching transistor

with a programmable width. In principle, the output power is controlled by modulating

the RON of this switch. At maximum power, all of the transistors are enabled and work

in parallel, thus the effective RON is at its minimum and DE is at its maximum. By us-

ing the simple model in Fig. 2.4, one can observe that the relation between the output

amplitude and input ACW is highly nonlinear (assuming RON ∝ 1/ACW ), resulting in
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significant ACW-AM distortion. Furthermore, with a parasitic drain capacitance at the

output, it can be seen intuitively that modulating RON would modulate the output phase

as well, resulting in substantial ACW-PM distortion. Using the Norton equivalent of the

switch-mode array, (similar to the model in Fig. 2.4d), an extensive analysis of the linear-

ity of different class-E PA designs including the load/matching networks is presented in

Chapters 3 and 4, verified by simulation and measurement results.

2.3.5. MODULATED EFFICIENCY VS. CW EFFICIENCY

A power amplifier is typically most efficient when the output power is at its maximum

(i.e. the drain voltage becomes saturated). By decreasing the input ACW, RON increases

and DE drops, as shown in Fig. 2.7a. Although it seems trivial to keep the PA at max-

imum efficiency by using constant envelope signals at the maximum level, this would

result in low spectral efficiency. With such a modulation method (e.g. GMSK in the GSM

communication standard) only one parameter of the RF signal (i.e. phase) is modulated.

Therefore the spectral bandwidth required for transferring the same amount of data is

at least a factor of two larger. Consequently, as mentioned above, the amplitude is also

modulated to improve the spectral efficiency, such as in QAM or OFDM signals. This re-

sults in an instantaneous variation in the output power, hence the average output power

becomes much smaller than the peak power. This is characterized as a peak-to-average-

power ratio (PAPR = AMOU T,M ax /AMOU T,RMS ). Normally the PAPR is about 6-7 dB for

raw QAM signals. As the PAPR increases, the average efficiency decreases. The relation

between the average efficiency (DE) of modulated signals with the efficiency measured

for a continuous-wave (CW) signal can be expressed as follows:

DE = POU T

PDC

g ener al l y−−−−−−−→6=
(POU T

PDC

)
(2.9)

POU T = AM 2
OU T

2RL
=

AM 2
OU T,RMS

2RL
(2.10)

where the over-line ä denotes the statistical average. AMOU T,RMS is the statistical RMS

of output amplitude (not to be mistaken with the time-domain voltage). In a basic class-

A PA the input DC power PDC is constant versus the variation in output power, and the

average efficiency is equal to DE = AM 2
OU T,RMS

2V 2
DD

, which has the same form as its CW ef-

ficiency DECW = AM 2
OU T

2V 2
DD

. Therefore, the class-A average efficiency is equal to the effi-

ciency measured with a CW signal at the power backoff (PBO) level equal to the PAPR.

Although this way of estimating the average efficiency is conventional, it is not always
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Figure 2.7: (a) CW drain efficiency vs normalized output voltage compared to the average and CW drain effi-

ciencies of ideal class-A and class-B PAs, as well as the probability distribution function (PDF) of a QAM signal,

and (b) the DE correction factor CDE (dB) vs. PAPR (dB).

correct, as depicted in Fig. 2.7a. Such an estimation is accurate only if DE has the same

form as DECW . For example, in a class-B PA, the DC current is proportional to the out-

put amplitude (IDC = 2AMOU T
πRL

), hence PDC = 2VDD AMOU T
πRL

and DECW = π
4

AMOU T
VDD

. In this

case, DE = π
4

AM 2
OU T,RMS

VDD AMOU T
. Therefore, DE would have the same form as DECW only if :

AMOU T = AMOU T,RMS . By defining a correction factor as CDE (dB) = 20log
( AMOU T,RMS

AMOU T

)
,

one can find the correct average DE from the DECW plot by adding CDE (dB) to the av-

erage power (or subtracting it from the PAPR (dB)). However, as shown in Fig. 2.7b, for

modulated signals with a PAPR below 8 dB, this error is less than 1 dB and can be ne-

glected most of the time. Therefore, with a 6 dB PAPR modulated signal, the average

efficiency reduces by a factor of 0.25, 0.5, and 0.39 for class-A, class-B, and class-E PAs,

compared to their theoretical peak drain efficiencies, which are 50 %, 78.5 %, and 100 %,

respectively. Thus, with a 6 dB PAPR signal, the overall average efficiencies for class-A,

class-B, and class-E PAs would be 25 %, 39.3 % and 39 %, respectively. This reduction

is even more profound in advanced wireless communication standards where carrier-

aggregated OFDM signals with a ∼15 dB PAPR are used.
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Figure 2.8: (a) Conventional symmetrical current-mode Doherty PA, (b) simplified model, and (c) concept of

voltage-mode Doherty PA [32].

2.4. DOHERTY EFFICIENCY ENHANCEMENT

There are various techniques to enhance the efficiency at the power backoff (PBO). The

most popular ones are envelope tracking and EER, which are based on supply modu-

lation, and also the Doherty and Chireix techniques, which are load modulation tech-

niques. In the envelope tracking technique [13, 33, 34], as the name suggests, the VDD

of the PA tracks the envelope of the RF signal, thus keeping the DC drop over the tran-

sistor channel at a minimum. However, it has the same bandwidth limitation as the

AM modulator of an analog polar TX. This technique works very well with transconduc-

tance PAs; however, it results in extra ACW-AM distortion in class-E PAs as its output

amplitude already depends on VDD . The envelope elimination and restoration (EER)

techniques [13, 35] is actually an analog polar configuration, which can work very well

with a switch-mode PA such as a class-E PA. The Chireix technique is based on reac-

tance compensation in the power combiner of an outphaisng PA to create load modula-

tion between the two active devices [13, 36, 37]. Since the Chireix technique deals with

a complex load, it cannot be made wideband inherently, therefore, it is of less interest

when designing wideband transmitters. In addition, it uses higher load modulation ra-

tios at PBO levels than the Doherty concept, which makes it more narrowband and less

compatible with CMOS designs because of the limited output impedance of CMOS at

high PBO. With EER or Doherty, this is not as challenging as the Chireix. The Doherty

technique[1, 6, 13, 32, 38–45] is based on load modulation. The basic idea behind a Do-

herty PA (comprising two Main and Peak PAs) is as follows: as the input power increases,

the drain voltage of the Main PA increases as well until it reaches the saturation point,

resulting in maximum drain efficiency. After this transition point, an auxiliary (Peak) PA
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Figure 2.9: (a) Drain voltages in an ideal symmetrical current-mode Doherty PA, (b) load modulation seen by

the Main and Peak PAs, (c) drain currents, (d) drain efficiencies assuming class-B operation, as well as the PDF

of QAM signal.

starts turning on, not only to deliver extra power, but also to keep the Main PA close to

voltage saturation by pulling down its load. Thus, the output current/power of the Main

PA increases while its drain voltage remains constant. This idea can be implemented

in both the current mode, as proposed by Doherty himself in 1936 [38], and the voltage

mode [32], as depicted in Fig. 2.8.

Figure 2.8a shows the simplified configuration of a conventional symmetrical Do-

herty PA. In a symmetrical current-mode Doherty PA using transconductance PAs, the

gm of the Peak should be twice the gm of the Main to ensure that the drain voltage of the

Main in maintained at its maximum (Fig.2.9b). The output quarter-wave (λ/4) transmis-

sion line (QWTL) works as an impedance inverter at ω0, and at the input it adjusts the
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Figure 2.10: (a) Concept of the digital Doherty PA, and (b) simplified class-E digital Doherty PA with the ACW-

AM and ACW-PM curves.

phase offset of the Peak signal path. At the beginning, when the input power is small,

only the Main PA is active and thus the impedance seen by it is equal to 4RL = Z 2
0 /RL

(Fig.2.9b). Since the Peak PA is off (zero output current), the load that it sees is infinite.

Once the input power reaches beyond 6 dB PBO (i.e. output amplitude is more than half

of its maximum), the Peak PA eventually turns on and delivers some current to the load

(Fig.2.9c). Therefore, as the load seen by the QWTL increases, consequently the load
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seen by the Main PA due to the impedance inversion decreases, while the load seen by

the Peak PA decreases as well. From the transition point until the Peak PA reaches its

saturation point, the voltage swing, and as such the DE of the Main PA, is maintained at

its maximum while the DE of the Peak PA increases until eventually it reaches its maxi-

mum. Therefore, the very characteristic profile of Doherty drain efficiency is produced,

as shown in Fig.2.9d. As a result, the overall average drain efficiency improves signifi-

cantly, especially if the PBO level at the backoff maximum efficiency closely matches the

PAPR of the signal.

DIGITAL DOHERTY PA

By modifying the concept illustrated in Fig. 2.8a through the introduction of two arrays

of sub-PAs as the Main and Peak PAs, which are digitally controlled, one can create a dig-

ital Doherty PA, as shown in Fig. 2.10a. Here the input RF signal is typically a constant

envelope phase modulated RF clock. Therefore, the output voltage and current are con-

trolled by enabling/disabling the total number of active sub-PA cells. The Main and Peak

DPAs can be realized in a class-E mode of operation, as already discussed in the previous

section. Therefore, a class-E digital Doherty PA can be realized as shown in Fig. 2.10b. In

such a configuration, by increasing the input ACW, first, all of the unit-cells of the Main

PA are activated to reach maximum drain efficiency, then by further increasing the input

ACW, the Main code-word (ACWM) stops increasing, while the Peak code-word (ACWP)

starts increasing to eventually activate all of the Peak unit-cells. This is different from

the conventional Doherty PA in the sense that, as mentioned above, after the transition

point, the input power of the Main transconductance PA still continues increasing, while

here the ACWM stops increasing 1. In Chapter 4, the details of the design, implementa-

tion and measurement results, as well as the linearity analysis of a class-E digital Doherty

PA, are presented.

CONCLUSION

In this chapter, the polar TX and digital polar TX architectures in particular are described.

Since the phase modulator performance is critical to the polar configuration, a wide-

band RFDAC-based architecture for the phase modulator is described. Furthermore,

it is shown how the amplitude modulator can be merged into the PA to form a digital

PA (DPA). The structure and design of class-E PA and consecutively the class-E DPA are

1In fact as the class-E DPA works like as a resistive divider, further increasing the ACW would simply further

decrease RON , which at some point (ideally the transition point), has no effect anymore. See Fig. 2.4.
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briefly explained. The linearity challenges of the class-E DPA, along with the design de-

tails and implementation will be extensively described in Chapter 4.

Furthermore, the relation between the CW efficiency and average efficiency is ana-

lyzed in detail, and it is shown that, even though practiced conventionally, there is no

exact relation between the two through the PAPR, without applying a correction factor.

Moreover, it is shown that the PAPR of the signal causes the PA to deviate from its opti-

mum efficiency. Consequently, efficiency enhancement techniques are introduced such

as the Doherty configuration to enhance the efficiency at power back-off levels. Finally,

the overall structure of a digital class-E Dohery PA is briefly described, which will be ex-

tensively explained in detail in Chapter 5.
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3.1. INTRODUCTION

A S discussed in previous sections, a conventionally efficient power amplifier is non-

linear, especially if it operates in a class-E PA. The PA’s nonlinearity in itself may

not be a big issue in a single-channel communication system, because it can be com-

pensated by post-distortion in the receiver (RX) side (except for some signal-to-noise

ratio (SNR) degradation). This is especially true for up-link transmission where powerful

processing can be done in the base station [1]. Such a system must deal with a varying

channel estima- tion, nonetheless. However, since most communication systems are

multi-channel and the RX has very strict requirements on the SNR, it is necessary to lin-

earize the PA in advance to avoid any power leakage to adjacent channels which would

result in a low ACPR. At the same time a high in-band SNR must also be ensured in favor

of a low EVM.

In modern sub-6 GHz communication systems the input data to the TX is digital,

which is why digital predistortion (DPD) is the most popular technique to linearize the

PA. This is done in such a way that the overall input-output transfer function becomes

linear with respect to input power (or amplitude). Since the DPD and the PA are both

nonlinear systems, in the following section, first the behavioral modeling techniques are

given and then the DPD techniques are discussed.

3.2. BEHAVIORAL MODELING OF NONLINEAR SYSTEMS

3.2.1. VOLTERRA SERIES

The PA and its predistorter are both nonlinear systems, which can be described by math-

ematical models. A continuous linear time-invariant (LTI) system can be described as:

y(t ) = H1[x(t )] =
∫

h1(τ)x(t −τ)dτ (3.1)

where H1[·] is the linear system operator, h1(t ) is the linear kernel (i.e. linear impulse

response), x(t ) is the input and y(t ) is the output. By extending this representation,

second- and third-order operators are defined as:

H2[x(t )] =
∫
R2

h2(τ1,τ2)x(t −τ1)x(t −τ2)dτ1dτ2 (3.2)

H3[x(t )] =
∫
R3

h3(τ1,τ2,τ3)x(t −τ1)x(t −τ2)x(t −τ3)dτ1dτ2dτ2 (3.3)
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Figure 3.1: (a) Continuous-time model of a Volterra series, and (b) discrete-time implementation of a memory

polynomial model.

Thus, by adding a series of these nonlinear operators, the Volterra series is formed by:

y(t ) = H0[x(t )]+H1[x(t )]+H2[x(t )]+ ...+HK [x(t )] =
K∑

k=0
Hk [x(t )]

=
K∑

k=0

∫
Rk

hk (τ1,τ2, ... ,τk )
k∏

l=1
x(t −τl )dτl

(3.4)

where H0[x(t )] is a constant, and for k = 1,2, ..., and Hk [x(t )] is the kth-order Volterra

operator [2, 3]. The Volterra kernels should be causal, i.e. hk (τ1, ...,τk ) = 0 for any τ j <
0, j = 1,2, ...,k. A Volterra series is one the most general models that can approximate
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a nonlinear system with high precision if K is large enough and the system converges.

Figure 3.1a shows a block diagram of a Volterra series model. Similarly, the discrete-time

equivalent of a Volterra series can be defined as follows [4, 5]:

y(n) =
K∑

k=1

M∑
m1=0

· · ·
M∑

mk=0
hk (m1, · · · ,mk )

k∏
l=1

x(n −ml ) (3.5)

where M is the memory depth, i.e. the number of previous samples that are considered

to contribute to the overall response. This model is linear with respect to its parameters.

In a conventional discrete-time Volterra series, the number of parameters (P ) in-

creases substantially with the increase of memory depth (M) and nonlinearity order (K ),

as P = ∑K
k=1(m + 1)k . For example, while for a memoryless system with a nonlinearity

order of 5, P equals 5, for a systems with the same nonlinearity order but with a mem-

ory depth of 5, P increases to 9330, which limits the practical use of the Volterra series.

Several techniques have been proposed to tackle this issue, such as dynamic deviation

reduction [6, 7] and pruning the Volterra Series [8], yet none show better performance for

highly nonlinear systems over other simpler modeling techniques with the same num-

ber of parameters.

3.2.2. EQUIVALENT BASEBAND MODEL OF A VOLTERRA SERIES

The Volterra series model as formulated in (3.4-3.5) is applicable to real signals (e.g.

modulated passband signals), but this says little about the baseband behavior of a non-

linear RF system in this form. In other words, we are mostly interested in modeling the

conversion from the input baseband signal to the output passband signal around the

fundamental frequency (ω0). In this case, the input RF signal can be represented as:

x(t ) = x̂(t )e jω0t + x̂(t )∗e− jω0t

2
= Îx (t )cos(ω0t )−Q̂x (t )cos(ω0t ) (3.6)

where ̂ denotes the baseband signal, and ∗ denotes the conjugate. Therefore, the sec-

ond power of x(t ) is calculated as follows:

x(t )2 = 2|x̂(t )|2 + x̂(t )2e j 2ω0t + x̂(t )∗2e− j 2ω0t

4
(3.7)

where |x̂(t )|2 = x̂(t )x̂(t )∗ = Îx (t )2 +Q̂x (t )2 is the amplitude of the baseband input signal.

As can be seen, no term is generated around the fundamental frequency ω0. It can be

easily shown that none of the even powers of x(t ) generates any term at ω0. Therefore,
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in an equivalent baseband model, the even terms can be removed. Likewise, the third

power of x(t ) is calculated as:

x(t )3 = 3x̂(t )2x̂(t )∗e jω0t +3x̂(t )x̂(t )∗2e− jω0t +e j 3ω0t x̂(t )3 +e− j 3ω0t x̂(t )∗3

8

= 3|x̂(t )|x̂(t )e jω0t +3|x̂(t )|x̂(t )∗e− jω0t +e j 3ω0t x̂(t )3 +e− j 3ω0t x̂(t )∗3

8

(3.8)

Accordingly, the passband signal around the fundamental frequency ω0 is given as:

x̃(t )3 = 3x̂(t )|x̂(t )|2e jω0t +3x̂(t )∗|x̂(t )|2e− jω0t

8

= 3

4
Re

{
x̂(t )|x̂(t )|2e jω0t

} (3.9)

This means that third-order nonlinearity transforms the input baseband signal into an

equivalent output baseband signal of x̂(t )|x̂(t )|2 around ω0. This can be easily extended

to any odd k th-order of nonlinearity, generating an equivalent baseband term of x̂(t )|x̂(t )|k−1.

Therefore, in a system where the input baseband signal x(n) is digital (discrete-time), the

odd k th-order terms with a delay of m would result in an equivalent baseband term of

x(n−m)|x(n−m)|k−1. Using a similar approach, the general form of discrete-time base-

band Volterra series can be formulated as:

y(n) =
K∑

k=1

M∑
m1=0

· · ·
M∑

m2k−1=0
h2k−1(m1, · · · ,m2k−1)

k∏
l=1

x(n −ml )
2k−1∏

l=k+1
x(n −ml )∗ (3.10)

where h2k−1(m1, · · · ,m2k−1) are complex numbers. As shown here theoretically, the equiv-

alent baseband model of a PA’s nonlinearity only includes the odd-order terms. However,

in practice by also including the even-order terms in the model, better overall accuracy

can be achieved for the same number of parameters. This also allows the use of lower-

order terms, which helps with numerical computations [9].

3.2.3. MEMORY POLYNOMIAL MODEL

A memory polynomial (MP) model is a special type of Volterra series where only the di-

agonal terms are kept and all of the cross-terms (i.e. the terms including a product of

input at different times/samples) are removed, resulting in a much simpler mathemati-

cal model with much fewer parameters. The equivalent baseband model is formulated

as:
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y(n) =
K∑

k=1

M∑
m=0

akm x(n −m)|x(n −m)|k−1 (3.11)

where akm are the model coefficients which are complex numbers in general. This model

is also linear with respect to its coefficients. The number of coefficient of (3.11) is equal

to P = K × (M +1). Thus, for a memory depth of 5 and nonlinearity order of 5, the model

would need 30 coefficients, which is significantly smaller than its Volterra series counter-

part. In Fig. 3.1b, a block diagram of the implementation of the discrete-time MP model

is shown [10].

3.2.4. GENERALIZED MEMORY POLYNOMIAL MODEL

By adding some of the cross-terms from the Volterra series that correspond to some lag-

ging between the input signal and its envelop to the memory polynomial model, the

accuracy of the model can be improved by a trade-off with the complexity of the model

in terms of number of the coefficients. This modified MP model is known as generalized

memory polynomial model (GMP) [4], and is defined as:

y(n) =
Ka−1∑
k=1

Ma−1∑
m=0

akm x(n −m)|x(n −m)|k−1

+
Kb∑

k=1

Mb−1∑
m=0

Lb∑
l=1

bkml x (n −m) |x (n −m − l ) |k

+
Kc∑

k=1

Mc−1∑
m=0

Lc∑
l=1

ckml x (n −m) |x (n −m + l ) |k

(3.12)

where akm , bkml , and ckml are the coefficients of the GMP model denoting the aligned

terms, lagging, and leading cross-term, respectively. Ka , Kb , and Kc are the nonlinear-

ity orders. Ma , Mb , and Mc are the memory depths.Lb , and Lc denote the lagging and

leading delay length, respectively.

3.2.5. BASEBAND MODEL OF ACW-AM AND ACW-PM CONVERSION

The baseband input signal can be expressed in a polar representation as x(n) = |x(n)|e jφ(n).

Thus, the MP model of (3.11) can be rewritten and rearranged as:
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y(n) =
M∑

m=0

K∑
k=1

akm |x(n −m)|k e jφ(n−m)

= e jφ(n)
K∑

k=1
ak |x(n)|k +e jφ(n−1)

K∑
k=1

ak1|x(n −1)|k + ...+e jφ(n−M)
K∑

k=1
akM |x(n −M)|k

= e jφ(n)R0(|x(n)|)+e jφ(n−1)R1(|x(n −1)|)+ ...+e jφ(n−M)RM (|x(n −M)|)
(3.13)

where Rm(|x(n −m)|) =∑K
k=1 akm |x(n −m)|k is a complex function because of the com-

plex akm coefficients. Therefore, by dividing the above equation by the input phase

e jφ(n), the output amplitude (AMy ) and phase-error (Φy,E ) as functions of the input am-

plitude and phase are calculated as:

AMy (|x|) =
∣∣∣ M∑

m=0
Rm(|xm |)e j

(
φm−φ0

)∣∣∣ (3.14)

Φy,E (|x|) =∠
( M∑

m=0
Rm(|xm |)e j

(
φm−φ0

))
(3.15)

where |xm | and |φm | are the input amplitude and phase at the preceding m samples,

respectively. As can be seen from the above equations, the e j
(
φm−φ0

)
term cannot be

factored out in general. Therefore, the Volterra-based models suggest, in a nonlinear PA

with non-negligible memory effects, the distortion in the output amplitude and phase

not only depends on the amplitude of the previous input samples, but also on their phase

difference compared to the current sample. Although this seems counter-intuitive and

is normally not expected (as the name AM-AM and AM-PM curves suggests, they are

normally considered to be functions of the input amplitude only), it can be intuitively

understood by recognizing that the amplitude and phase of the summation of two vec-

tors (e.g. signal samples) which depend on both of their amplitudes and phases. Inter-

estingly, by assuming a memoryless (m = 0) or quasi-memoryless [9] (with a relatively

narrowband input signal) PA, the static AM-AM (RAM−AM ) and AM-PM (ΦAM−P M ) con-

versions are calculated as:

RAM−AM (|x|) =
∣∣∣ K∑

k=1
ak |x|k

∣∣∣ (3.16)

ΦAM−P M (|x|) =∠
( K∑

k=1
ak |x|k

)
(3.17)

which are, as expected, only dependent on the input amplitude.
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3.2.6. GENERAL MATHEMATICAL MODEL

With respect to memory effects, the Volterra series-based discrete-time models only make

use of input samples, similar to finite-impulse response (FIR) filters in an LTI system.

However, it is possible to include the effect of output samples as well in the model, sim-

ilar to infinite-impulse response (IIR) filters in an LTI system. Therefore, a more general

mathematical model is proposed here that is formulated to also include the output sam-

ples, as:

y(n) =
P∑

p=0
αiψi [x̄(n), ȳ(n)] (3.18)

where x̄(n) = [x(n), x(n−1), · · · , x(n−Mx )]T and ȳ(n) = [y(n), y(n−1), · · · , y(n−My )]T are

the input and output vectors, Mx /My are the memory depth of the input/output signal,

ψp [·] is the basis function, P is the total number of parameters, and αp is the coefficient

of each basis function. For example, by setting ψp [x̄(n), ȳ(n)] = x(n −m)|x(n −m)|2k

(the output is independent of previous the output samples), (3.18) simplifies the model

into an MP model, where p = k(m + 1) is a unique index corresponding to each basis

function with a memory depth of m and nonlinearity order of k. In general, ψp [·] is

not necessarily limited to polynomial functions, and can in fact be any type of function.

In [11, 12] special cases of this general form are used to make use of rational functions by

defining the output as the ratio of two memory polynomials.

3.2.7. NEW BASIS FUNCTIONS PROPOSALS FOR A SWITCH-MODE DPA

Here we introduce a new basis function that fits very well with the ACW-AM curve of a

class-E DPA. As mentioned in Section 2.3, the output amplitude of a switch-mode am-

plifier can be modeled as y ∝ 1/(1 + RON /RL). Assuming RON = R0/x and defining

an = R0/RL , the normalized output can be defined as y = (an+1)x/(an+x), where both x

and y vary between 0 to 1. Thus, a set of new basis functions can be introduced to model

the ACW/AM-AM conversion curve, as:

ψi ,AM−AM [x̄] = (ak +1)|x(n −m)|
ak +|x(n −m)|

|y(n)| =
Kw∑
i=0

αiψi ,AM−AM [x̄]

(3.19)

where ak =β/k, β is a fitting parameter, and k is the order ofψi ,AM−AM . Accordingly, for

DPD applications, the inverse of these functions can also be defined as:



3.2. BEHAVIORAL MODELING OF NONLINEAR SYSTEMS

3

51

ΨAM-AM

K=0

K=10

K=1

K=1 K=2

ΨAM-AM
-1

(a)

Original

MP Model

Proposed Model

Original

MP Model

Proposed Model

Original

MP Model

Proposed Model

Original

MP Model

Proposed Model

(b)

Figure 3.2: (a) Different orders of the proposed basis functionsψi ,AM−AM andψi ,AM−AM−1 , and (b) an exam-

ple of modeling a highly nonlinear ACW-AM curve using the MP model (order of 11) and the proposed model

(order of 3).

ψi ,AM−AM−1 [x̄] = (ak )|x(n −m)|
ak +1−|x(n −m)| (3.20)

Figure 3.2a, plots different orders of these functions. In the example shown in Fig. 3.2b,

compared to the MP model with a nonlinearity order of 11 (with 6 kernels), the proposed

model with only 3 kernels results in much higher accuracy by a factor of 10 (i.e. 10 dB

lower normalized mean-square error (NMSE)).

3.2.8. SYSTEM IDENTIFICATION BY LS ALGORITHM

Any nonlinear system modeled by a series of basis functions, which is linear with re-

spect to the coefficients of the basis functions, can be identified in terms of its coeffi-

cients using the linear least-square (LS) algorithm [13, 14]. Knowing the input data, the

LS algorithm is based on fitting a behavioral function to a collection of observed output

data by minimizing the sum of the squared residuals. Therefore, this algorithm works

better if more data samples are available. For a collection of (N + 1) data samples, the

input/output relation of the model can be expressed compactly in a matrix form as:

y̌ = Xα (3.21)

where y̌ is an (N +1)×1 vector of estimated output data, andα is a P ×1 vector including

the P coefficients of the basis functions. X is an (N +1)×P matrix, in which the elements
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in each row of i are the outputs of each basis functions for an input of x(n − i +1). The

simpler version of the general model of (3.18) with only the input samples as the input

of ψ can be generally expressed in matrix from as:


y̌(n)

y̌(n −1)
...

y̌(n −N )

=


ψ1(x(n)) ψ2(x(n)) · · · ψP (x(n))

ψ1(x(n −1)) ψ2(x(n −1)) · · · ψP (x(n −1))
...

...
. . .

...

ψ1(x(n −N )) ψ2(x(n −N )) · · · ψP (x(n −N ))

 .


α1

α2

...

αP

 (3.22)

Accordingly, the MP model can be expressed in matrix form as:


y̌(n)

y̌(n −1)
...

y̌(n −N )

=


x(n) · · · x(n −M) · · · x(n −M)|x(n −M)|K−1

x(n −1) · · · · · · · · · x(n −1−M)|x(n −1−M)|K−1

...
. . .

. . .
. . .

...

x(n −N ) · · · · · · · · · x(n −N −M)|x(n −N −M)|K−1

 .


a10

a11
...

aK M


(3.23)

To extract the coefficients (i.e. vector α), we need the measured output data as well,

which can be expressed as y =
[

y(n) y(n −1) · · · y(n −N )
]T

. Therefore, the estima-

tion error vector is written as:

e = y− y̌ (3.24)

With the vector y and matrix X, it can be shown that the optimum solution to minimize

the squared error vector ||e||2 is given by:

α= (
XHX

)−1XHy (3.25)

where XH is the Hermitian (conjugate) transpose of X. Some variants of the LS algorithm

are more suitable for adaptive identification, such as the ’damped’ Newton algorithm

formulated as [4]:

αb+1 =αb +µ
(
XHX

)−1XHe (3.26)

where b is the block index and µ is the relaxation constant which sets the convergence

rate (µ< 1). This introduces some memory into parameter extraction from one block to

the next, which makes it robust to measurement errors.
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Table 3.1: Eight different types of DPD.

DPD Property

Type Fixed Adaptive Memoryless Memory LUT Math. Ref.

1 X – X – X – [15]

2 X – X – – X [16]

3 X – – X X – –

4 X – – X – X –

5 – X X – X – [17]

6 – X X – – X [18]

7 – X – X X – [19, 20]

8 – X – X – X [21, 22]

3.3. DIGITAL PREDISTORTION

A digital predistorter is a nonlinear system which is placed in front of the PA to linearize

it, as shown conceptually in Fig. 3.3a. In general, the order of the DPD can be different

(higher or lower) from the nonlinearity order of the PA. As an example, shown in Fig. 3.3b,

here the memoryless polynomial-nonlinearity order of the PA’s is 5, while DPD with at

least an order of 9 is used to linearize it. In memory DPD, the correction of each output

sample not only depends on the current input sample, but also on the previous sam-

ples. One can find various DPD techniques in the literature which can be categorized

generally in three groups:

1. Fixed or Adaptive DPD

2. Memoryless or Memory DPD

3. Lookup-Table (LUT) or Mathematical DPD

Based on the above list and the possible combinations, eight different types of DPD can

be identified, as summarized in Table 3.1.

ADAPTIVE DPD

For base station or handheld applications where the output power and/or the signal

bandwidth are very high, due to the variations in temperature, antenna load, PA envi-

ronment, or signal properties, fixed DPD may not be adequate to keep the PA in linear

operation. For example, a change in the probability distribution fiction (PDF) or PAPR
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Figure 3.3: (a) Basic concept of predistortion, (b) example of the input/output spectrum of a memoryless non-

linear PA (5th-order), with and without DPD (9th-order).
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Figure 3.4: Conventional adaptive DPD.

of the signal can change the DC power consumption, resulting in a different tempera-

ture which can alter the nonlinearity parameters of the PA. Therefore, adaptive DPD is

normally utilized to update the DPD parameters by sampling and monitoring the output

signal and comparing it with the input to estimate the DPD and/or PA model parame-

ters. Such a system can be very complicated, requiring many system- and circuit-level

resources, and consume a substantial amount of power because of the typically high-

speed ADCs. Figure 3.4 shows a transmitter with conventional adaptive DPD. Although

there are some adaptive DPD techniques implemented using lookup-tables [19, 20], in

general, mathematical DPD fits better into an adaptive system since only a limited num-

ber of coefficients need to be calculated and updated each time instead of completely

reprogramming memory.
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Figure 3.5: Data DPD vs. signal DPD, (b) the resulting output spectrum using different interpolation filters.

SIGNAL DPD VS. DATA DPD

As mentioned in Chapter 2, in an RFDAC/DPA-based digital TX, we prefer to increase the

sampling rate as much as possible in order to push the sampling spectral replicas (SRRs)

far away from the carrier frequency. Thus, the input data should be upsampled as much

as possible. As such, the DPD can be placed either before the upsampler (i.e. data DPD),

or after the upsampler (i.e. signal DPD) [23]. Similar to the Cartesian/polar upsampling

discussion in Chapter 2, since the DPD is a nonlinear block, it is preferred to upsample

the input signal before applying predistorion. Otherwise, the upsampler/interpolator

generates some signals that are not the accurate inverse of the input signal if upsampled

linearly. Therefore, as shown in Fig. 3.5a, by upsampling after DPD, the EVM and ACPR

degrade, especially if higher-order interpolation filters are used to further suppress the

SSRs.

LUT-DPD

For most narrowband or low-power applications, fixed (static) memoryless DPD suffices,

which can be simply implemented by means of a lookup table. In a (digital) polar TX or

conventional analog TX, normally, two one-dimensional (1D) LUT-DPDs with the in-

verse of ACW-AM and ACW-PM curves are used, resulting in a memory complexity O(x).

However, in a direct digital Cartesian TX, because of the interaction between the I and Q

RFDACs, two-dimensional (2D) LUT-DPD is needed which results in a higher memory

complexity of O(x2). In a digital polar TX, the ACW-AM conversion of the DPA is lin-

earized, thus the contents of the ACW-PM LUT-DPD is programmed based on the nor-

malized output amplitude as the horizontal axis. Since signal DPD requires a high-speed
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Figure 3.6: Polyphase LUT-DPD.

configuration, it can be implemented using interleaving/polyphase techniques [24], sim-

ilar to a polyphase upsampler/interpolator [25]. For example, assuming that only 500 MHz

memory is available, by using 4× polyphase memoryless LUTs as shown in Fig. 3.6, the

overall sample rate of the LUT-DPD can be increased to 2 GS/s.

TWO-STAGE HYBRID DPD

Normally, only one type of DPD is used to linearize a transmitter, which is typically a

memory mathematical DPD based on the MP or GMP model. However, if there is a dis-

continuity in the derivative of the transfer function of a nonlinear system, even a very

high-order mathematical model cannot accurately estimate its behavior around that

point. An example of such a highly nonlinear system is the class-E Doherty DPA, the

ACW-AM and ACW-PM curves of which (see Fig. 2.10) have discontinued derivatives at

the transition point, which necessitates the use of LUT-DPD as well to reduce the bur-

den on the memory DPD. In Fig. 3.7, two-stage hybrid DPD for a polar TX is depicted, in

which the combination of LUT-DPD and the PA can be seen as a statically linear system,

the dynamic nonlinearities of which are corrected by the memory mathematical DPD

(e.g. MP).

3.3.1. MATHEMATICAL DPD MODEL EXTRACTION

We know that given the input and output signals of a nonlinear system, we can use the

linear LS algorithm to estimate its behavioral model. However, to linearize the PA, we

need to find the model parameters of the DPD as the pre-inverse of the PA. This is not a
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Figure 3.7: Two-stage hybrid DPD (Memory mathematical DPD with LUT) for a polar TX: (a) block diagram,

and (b) output spectra.

trivial problem, as initially we do not know exactly what the output of the DPD should

be to ensure that the baseband output of the PA will be a scaled copy of the TX input

signal. If we knew the ideal output of the DPD for a given input signal, then it would

become a classic identification problem which could be solved easily using the linear

LS algorithm. In Chapter 6, a novel DPD technique is proposed to address this issue in

which the optimum output of the DPD is found, allowing the LS algorithm to be used di-

rectly to extract the DPD model parameters. However, conventionally there are two gen-

eral learning/model-extraction techniques for estimating the DPD parameters, namely

Indirect-learning DPD and direct-learning DPD. In the followings, these two techniques

are described briefly.

3.3.2. INDIRECT-LEARNING DPD

Since the ideal output of the DPD as the pre-inverse of the PA is not available, one solu-

tion is first to identify the post-inverse of the PA and then copy its model parameters

to the DPD. Therefore, the LS algorithm can be used by taking the output of the PA as

the input of the post-inverse model, and the input of the PA as the output. Since the

DPD model is extracted indirectly, this technique is known as indirect-learning DPD, as

depicted in Fig. 3.8a. However, theoretically speaking, generally nonlinear systems with

memory ef- fects cannot be permuted as LTI systems can. In other words, placing the

post-inverse of a nonlinear filter in front of it does not guarantee complete lineariza-

tion [23]. Nevertheless, it has been proved in by Schetzen [26, 27] that the pth-order pre-

inverse of a Volterra system is identical to its pth-order post-inverse. Therefore, the PA

can be linearized to the pth-order by replacing its pth-order post-inverse model with the

DPD model. The advantage of this technique is that the problem of finding the DPD pa-
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Figure 3.8: (a) Indirect-learning DPD, and (b) direct-learning DPD.

rameters is simplified to finding only the PA’s post-inverse model, which is a linear prob-

lem (i.e. the model is linear with respect to its coefficients), therefore it can be solved

using the linear LS algorithm.

3.3.3. DIRECT-LEARNING DPD

In this structure, the pre-inverse of the PA is estimated directly, as shown conceptually

in Fig. 2.8b. However, the combination of the DPD model, the coefficients of which

should be identified with the PA’s nonlinear function, creates a system model which is

no longer linear with respect to the DPD model parameters (i.e. each DPD coefficient

at the out- put of the PA model appears in higher orders). Therefore, it becomes a non-

linear optimization problem which cannot be solved directly with the linear LS algo-

rithm. In this case, the nonlinear version of the LS algorithm is used which is based on

the Gauss–Newton algorithm [28]. It is formulated similar to the damped Newton algo-

rithm in (3.26), as an iterative adaptive LS algorithm. In this technique, the PA model

is typically required, which is estimated separately. For each iteration step of the adap-

tion algorithm, the PA model should be first estimated and updated, then used in the

LS estimation of the DPD parameters. It can be shown that the DPD parameters can be

estimated iteratively as follows [29, 30]:

αi+1 =αi + µ

h0

(
XHX

)−1XHe (3.27)

where i is the iteration step, α is the P ×1 parameter vector, h0 is a single complex pa-

rameter representing the linear term of the PA model, µ is the step size which controls

the convergence rate, and e = x− z is the error vector. As can be seen, indirect-learning

DPD is essentially an adaptive DPD which needs to be updated step by step. It should
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be noted here that a simple model for the PA is used to simplify the adaption proce-

dure with the drawback of a less accurate adaption gradient. However, in general, the

PA model can be a completely nonlinear model, which can increase the complexity of

the DPD drastically. Despite the additional computations for estimating the PA model,

using the indirect-learning DPD has the advantages of being more robust to feedback

path distortions and measurement noise which can incorrectly bias the DPD parame-

ters [23, 29].

3.3.4. SAMPLING RATE REQUIREMENT FOR DPD MODEL EXTRACTION

In an adaptive DPD with either direct or indirect-learning, we need to sample and dig-

itize the output signal using ADCs and compare it with the input signal to calculate the

DPD parameters. According to the Nyquist theorem, since the output spectrum of the PA

initially has a bandwidth of 5× the TX signal bandwidth, we need an effective sampling

rate of 10× the input signal bandwidth to reconstruct the output signal alias-free in the

digital domain. For example, for a TX signal bandwidth of 100 MHz, by directly following

the Nyquist theorem, we should sample the output with a rate of 1 GS/s, which results

in too much power consumption in the ADCs, hence a decrease in the overall system

efficiency. Therefore, much effort has been made to reduce the required sampling rate

of the ADCs to reduce the overall price and power consumption, such as undersampling

and restoration [22], band-limited Volterra-series [31], and spectral extrapolation [32],

which may require a significant amount of computational signal processing, resulting in

extra cost and power consumption.

The Nyquist theorem has been conventionally seen as the foundation theory of sam-

pling requirements in adaptive DPDs. However, by generalizing the sampling theorem

in [33], Zhu has shown that for a memoryless one-to-one mapping nonlinear system, if

an inverse system exists such that the cascade of two is a linear system, then the output

of a nonlinear system can be reconstructed by sampling at twice the bandwidth of the

input signal. In [34], Frank has shown that a general Volterra system with memory can

also be identified by sampling the input and output at twice the maximum frequency of

the input signal. The main idea behind these approaches is to reconstruct the output

signal in the digital domain and then identify the PA or DPD model.

However, eventually it was recognized that we do not necessarily need to reconstruct

the output signal for system identification. We simply need enough informative samples

to identify the behavior of the PA. To understand how we can create a model based on

the reduced sampling rate (i.e. reduced number of output samples), let us take a closer
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look at the MP model (3.22) as an example, rearranged as follows:

y = Xα→



y0

y1

y2

y3
...

yN


=



x0 · · · xM x0|x0| · · · xM |xM |K−1

x1 · · · xM+1 x1|x1| · · · xM+1|xM+1|K−1

x2 · · · xM+2 x2|x2| · · · xM+2|xM+2|K−1

x3 · · · xM+3 x3|x3| · · · xM+3|xM+3|K−1

...
. . .

...
...

. . .
...

xN · · · xM+N xN |xN | · · · xM+N |xM+N |K−1


.



a10
...

a1M

a20
...

aK M


(3.28)

where yi = y(n − i ) and xi = x(n − i ). As a result, there are two ways to reduce the com-

plexity/number of samples in the above model. The first one is to decimate the rows of

the vector y and matrix X by a factor of D as shown below:



y0

��y1

��y2
...

yD
...


=



x0 · · · xM x0|x0| · · · xM |xM |K−1

��x1 · · · ���xM+1 ���x1|x1| · · · ((((
(((xM+1|xM+1|K−1

��x2 · · · ���xM+2 ���x2|x2| · · · ((((
(((xM+2|xM+2|K−1

...
. . .

...
...

. . .
...

xD · · · xM+D xD |xD | · · · xM+D |xM+D |K−1

...
. . .

...
...

. . .
...


.



a10
...

a1M

a20
...

aK M


(3.29)

Consequently, this means that the output signal has been downsampled by a ratio of D

in the discrete-time domain, or equivalently undersampled by a factor of D with respect

to the sampling rate of the DPD input. Based on this approach, both direct-learning DPD

and indirect-learning DPD have been designed and measured with decent performance

in [29] and [35], respectively. It should be noted that the rows of the input basis ma-

trix X are created in the high-rate domain, as the input signal x(n) is not downsampled.

Thus, by keeping every 1 out of D rows, the decimated version of matrix X is created with

the same number of parameters as the high-rate model. Therefore, the accuracy of the

model is not compromised, as long as the number of samples is high enough. Therefore,

all we need is enough samples from the input and output to compare and extract the

DPD parameters. However, how many samples are "enough"? It has been shown that

this number should be large enough to ensure that the statistical properties of the sam-

pled data and the the TX signal are the same [35, 36]. This is because, for example, the PA

nonlinearity behavior varies with any change in the biasing or temperature, which de-

pends on the PDF profile of the TX signal, especially the PAPR. It is important to note that
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in this identification problem, the number of equations is much more than the number

of unknown parameters, i.e. we are dealing with an over-determined system of equa-

tions. Therefore, we only need enough samples to be distributed over the PDF function

to ensure that the PDF of the sampled signal is the same as the PDF of the TX signal.

Furthermore, the number of samples should be high enough to reduce the effect of the

measurement noise. Thus, instead of a minimum "sampling rate", a minimum "number

of samples" is required.

The second approach is to downsample/undersample both the input/output by the

same factor of D and then create the model in a low rate. This is equivalent to decimat-

ing not only the rows of vector y and matrix X, but also the columns of the matrix X and

the rows of parameters vector α, as has been proposed in [7]. However, decimating the

parameters of the model by a factor of D with respect to memory depth is equivalent

to undersampling the impulse response of the continuous-time equivalent of the non-

linear system. This can compromise the accuracy of the model if the bandwidth of the

nonlinear system is not very large (i.e if the memory depth in the time domain is so great

that the system settles relatively slowly). Since in this approach the DPD model parame-

ters are already decimated and extracted at a low rate, they should be upsampled before

be- ing used in the DPD, which is running at the original high sampling rate. This can be

done by zero-padding, i.e. putting D −1 number of zeros between each two consecutive

parameters, with the same nonlinearity order, as follows:

αHR =
[
α1,LR α2,LR · · · αk,LR · · · αK,LR

]
(3.30a)

αk,LR =
[
αk0

(D−1) times︷ ︸︸ ︷
0 · · · 0 αk1

(D−1) times︷ ︸︸ ︷
0 · · · 0 αk2 0 · · · 0 αK M

]
(3.30b)

where αHR/αk,LR are the DPD parameter vectors at a high-rate/low-rate, and αkm is the

DPD parameter extracted at a low rate. In practice, this can be implemented by inserting

unit delays into the FIR filter of each nonlinear kernel of the system shown in Fig. 3.1b [7].

3.3.5. CHALLENGES OF DPD

In a typical digital polar TX, the input I/Q data are converted to amplitude and phase

and then predistorted by two types of independent LUT-DPD. To correct for memory ef-

fects, preferably some sort of mathematical DPD is needed to predistort the input signal

in the Cartesian domain. At the end of TX chain, the up-converted phase and the ampli-

tude signals are combined by the DPA, which implicitly acts as a multiplier. All of these
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operations are highly nonlinear and result in extensive bandwidth expansion in the am-

plitude and phase paths. On the other hand, since a DPA operates as an RF-DAC [37], it

requires a very high sampling rate to attenuate and push the spectral replicas away from

the carrier frequency. Therefore, when aiming at large video bandwidths, a very high

speed DPD with an effective sampling rate up to 10-20× the bandwidth of the input sig-

nal is required. In a low-power application, such a high-speed DPD can consume power

up to 5-6× the power consumption of the driver stages when transmitting an OFDM sig-

nal, for example. For a Cartesian TX, using LUT-DPD is even more complicated since a

2-D LUT is typically required [38–41], whereas a polar TX can use two independent 1-D

LUTs [42–48]. Hence, while a DPD might be used to linearize the DPA, it would not be an

optimal solution, at least not by itself, especially for low-power applications.

3.3.6. DPD-LESS LINEARIZATION

A fully DPD-based linearization solution can become very complicated in terms of im-

plementation, and therefore too expensive in terms of cost and power consumption.

Therefore, it seems completely reasonable to think of circuit-level solutions as a means

to reduce the nonlinearity of the DPA as much as possible to a level at which the DPD is

no longer needed, or at least the DPD requirements/complexity are relaxed significantly.

Considering this, in [49] the bias point of a class-B PA array is adaptively tuned using

feedback from an analog AM-replica to eliminate the DPD, while the works in [50, 51]

exploit linear structures for the modulator at low output power (∼1dBm) at the expense

of lower drain efficiency. In [45], the phase is dynamically modified at the input analog

PM path by some varactors to correct for the ACW-PM distortion, and in [48] feedfor-

ward capacitors are used in each DPA cell to minimize the drain capacitance variations,

thereby reducing the ACM-PM distortion. Both of these works still rely on LUT-DPD for

ACW-AM correction.

In Chapters 4 and 5, several circuit-level solutions (such as nonlinear sizing, multi-

phase RF clocking, and overdrive-voltage control) are proposed to linearize class-E DPAs

in a polar TX, both in single and Doherty DPA configurations.

3.4. CONCLUSION

In this chapter, different behavioral modeling techniques based on the Volterra series

as well as parameter estimation techniques are described. Two truncated versions of

the Volterra series, in which all or some of the cross-terms are omitted to reduce the
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order/complexity of the model, known as MP and GMP models, are described. In addi-

tion, to establish the foundation of digital-predistorion in baseband rather than in RF, it

is shown how the real-signal passband nonlinearity is translated to complex-signal base-

band nonlineaity. Also, the equivalent baseband model of AM-AM and AM-PM conver-

sions are analytically calculated. In addition, new basis functions are proposed to better

match the nonlinearity of switch-mode DPAs, hence reducing the order of the nonlinear

kernels significantly.

Based on the nonlinear models, different digital predistortion techniques includ-

ing mathematical and polyphase LUT DPD, adaptive DPD, signal and data DPD, direct-

learning and indirect-learning DPD are described. Furthermore, the undersampling

techniques for DPD model extraction are described.

Finally, it is concluded that although DPD is a very popular solution for linearizing a

nonlinear high-power PA, for low-power and/or wideband applications, the overhead of

DPD power consumption/cost makes the DPD-less solutions much more attractive.

In Chapters 4 and 5, novel circuit-level linearization techniques are introduced to

linearize single and Doherty class-E DPAs, respectively. In addition, in Chapter 6, the

system-level considerations to push the linearity limits of a digital polar TX (with a single

or Doherty DPA) are explained, and a novel DPD is introduced.
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4
AN INTRINSICALLY LINEAR

WIDEBAND POLAR DIGITAL

POWER AMPLIFIER

This chapter follows to a great extent the papers [1] and [2], published in JSSC 2017 and IMS 2017, respectively.

This might yield a slight overlap with some parts of Chapter 5, but it was not changed dramatically in order to

preserve coherence.
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4.1. INTRODUCTION

W HEN designing modern wireless digital transmitters (TXs), system integration,

output power, energy efficiency, and bandwidth are considered to be the key

parameters. These parameters are highly influenced by the linearity and efficiency of

the digital power amplifier (DPA) as the final stage. The TX output power is directly

controlled by the number of enabled sub-PAs that effectively change the overall width

(We f f ) of the active devices in the output stage [3–16]. Unfortunately, an energy-efficient

DPA, normally implemented in class-E, D, or D-1 [17–20], is typically highly nonlinear

[21]. In a conventional "linearly sized" switch-mode DPA, as shown in Fig. 4.1a, the effec-

tive size of the DPA is proportional to the digital amplitude-control-word (ACW), show-

ing significant nonlinearities in its ACW-AM and ACW-PM characteristics. The most

widely used approach to correct for these nonlinearities is digital predistortion (DPD),

normally implemented as lookup tables (LUT) [3–7, 9–12, 22, 23].

As mentioned in Chapter 3, for wideband signals a (LUT) DPD solution should run at

a very high speed, which can consume up to 5-6× the power consumption of the driver

stages when transmitting an OFDM signal. To avoid the hardware and speed constraints

of a practical DPD, in this chapter, a linear polar DPA with novel linearization techniques

to circumvent the DPD is presented. As shown in Fig. 4.1b, by introducing nonlinear siz-

ing of the sub-PA segments, overdrive voltage control, and multiphase RF clocking, the

DPA can be linearized without sacrificing the efficiency. To provide a fundamental un-

derstanding of the proposed concept, in Section 4.2, the linearity of a class-E DPA is

analyzed followed by a description of the proposed linearization techniques in Section

4.3. In Section 4.4.1, the implementation details of the main blocks are described, and

the measurement results and the conclusion are presented in Sections 4.5 and 4.6, re-

spectively.

4.2. CLASS-E DPA LINEARITY ANALYSIS

Switch-mode power amplifiers can be driven directly by digital signals. Therefore, they

are logical candidates to be used in a digital-intensive TX solution. As mentioned be-

fore, a class-E DPA can achieve high efficiency using a simple output matching network

[17, 18, 24]. However, it has significant nonlinearity in its ACW-AM and ACW-PM con-

versions. In the following, the linearity of a class-E DPA is analyzed.
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Figure 4.1: (a) Conventional polar DPA with “linear sizing” resulting in ACW-AM and ACW-PM distortion, and

(b) proposed polar DPA with “nonlinear sizing”, “multiphase RF clocking”, and “overdrive voltage control”.
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Figure 4.2: (a) Conventional single-ended 9-bit class-E DPA, and (b) time domain output waveforms showing

ACW-AM and ACW-PM distortion.

4.2.1. DC CHARACTERISTIC CURVE AND DYNAMIC LOAD LINES

In a switch-mode DPA, unlike an analog PA, the amplitude of the input RF signal applied

to the gate of the transistors is constant for different output power levels while the overall

effective width of the switched-on devices varies according to the input ACW. The ratio of

the total effective width We f f to the width of one unit device W0 is defined as the relative
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sizing factor KW = We f f /W0. Therefore, to analyze the DC output characteristics of a

class-E DPA as a function of KW , IDS versus VDS curves can be plotted for different values

of KW with a fixed VGS . In Fig. 4.3a, the IDS vs. VDS curves are plotted for a 9-bit DPA

with 511 uniform NMOS switches with VGS = 1.1V . For each curve, two main operation

regions can be distinguished: triode (for small VDS ) and saturation (for large VDS ). The

dynamic load lines for a typical nonideal class-E DPA with VDD = 0.5 are simulated and

plotted in Fig. 4.3b. It can be seen that, as KW increases, the swing of the drain voltage

increases and pushes the operation region from a semi-saturation region toward a triode

region. At large values of KW , the DPA is fully switched between triode and off-mode

regions resulting in the typical class-E drain voltage waveform as shown in Fig. 4.3c. On

the other hand, by increasing KW , the waveform of drain current changes from a square

wave into a typical class-E waveform as shown in Fig. 4.3d. For small values of KW < 30,

the DPA can be modeled as a digitally controlled switching “current source” DPA, which

is a linear DPA. For large values of VDD , it can be modeled as a “resistive mode” class-

E DPA in which its on-resistance is modulated resulting in highly nonlinear behavior.

The “linear” range of the DPA can be extended by either increasing VDD (which raises

reliability issues), or by decreasing VGS . However, in practice, the overall linearity is still

highly influenced and degraded by the “nonlinear region”.

4.2.2. ANALYSIS OF THE ACW-AM AND ACW-PM DISTORTION MECHA-

NISM

The class-E DPA is implemented in a push-pull configuration with a transformer (TRF)-

based balun to suppress even harmonics at the output. The principle schematic of the

DPA and its lumped model are illustrated in Fig. 4.4a and Fig. 4.4b, respectively. The

odd-mode equivalent circuit is shown in Fig. 4.4c. In general, a class-E PA is not a linear

time-invariant (LTI) system. Therefore, for theoretical simplicity, we use a Norton equiv-

alent model by replacing the switching transistors with a set of parallel current sources

to analyze the dependency of the output amplitude and phase on KW . These current

sources represent the Fourier series of the drain current as shown in Fig. 4.4d. To model

the nonlinearity of the resulting drain current caused by the limited output resistance,

a resistor parallel with the current source is included which is inversely proportional to

KW . Consequently, the output current of the transistors is given by:

ID =ΣN

i

(
fi (KW )IHi − IRD

)
=ΣN

i

(
fi (KW )IHi

(
1− KW ZI N

RD0

))
(4.1)

where fi (KW ) represents the amplitude and phase of the ith harmonic as a function of
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Figure 4.3: Simulated (a) DC curves of IDS vs. VDS for different KW with a fixed VGS = 1.1 V, (b) dynamic load

lines for a typical class-E DPA with VDD = 0.5, (c) drain voltage waveforms, and (d) drain current waveforms.

KW , IHi is the ith harmonic component of the current, RDO is the output resistance for

a unit transistor, ZI N is the total input impedance seen by the current sources, and IRD

is the nonlinear component of the output current ID with regard to KW . Since the varia-

tion of the transistors’ drain capacitance is small, for now, we consider CD to be almost

constant1. Next, we assume that the amplitude of the first harmonic related to the cur-

rent sources increases proportionally to KW (i.e. f1(KW ) = KW ). However, the eventual

drain current ID will increase nonlinearly due to its decreasing output resistance (unless

it sees zero load impedance). By neglecting the higher harmonics and considering only

the first harmonic of input current, IH1, the output voltage is calculated as follows:

1CD = KW (CDS0 +CGD,Tr i ode,0)+ (KT OT −KW )(CDS0 +CGD,OF F,0)+CPAR +CE X T . The variation of CD with

no CPAR +CE X T is less than 5% and with large CPAR +CE X T ; the variation can be less than 1%.
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Figure 4.4: (a) Push-pull class-E DPA, (b) its lumped model, (c) its odd-mode half circuit, and (d) its odd-mode

half circuit LTI (Norton equivalent) model for simplified theoretical analysis of linearity.

VOU T = (KW IH1RLP )× jωL2RD

RD0RLP −ω2
[

KW L1L2 + (L1 +L2)CD RD0RLP

]
+ jω

[
L2RD0 +KW (L1 +L2)RLP −ω3L1L2CD RD0

]
(4.2)

where, L1 and L2 are the leakage and magnetizing inductances, respectively. RLP =
25(Km/N )2 is the load resistance seen from the primary side of the transformer, where

Km is the magnetic coupling factor of the transformer and N is the turn ratio. CD is the

total drain capacitance. The first term in the numerator in (4.2) represents the linear

gain of the DPA, while the remainder represents the term responsible for amplitude and

phase distortion. The above equation can be used for both the linear operation region

of DPA, where RD0 is large and for the nonlinear region where RD0 is smaller. In Fig. 4.5,

the simulated and calculated KW -AM and KW -PM curves for a class-E DPA with a total

width of 2.5mm are plotted. By assuming Km ≈ 1 in the transformer for theoretical sim-

plicity, the analytical solution of the output amplitude and phase error are calculated as

follows:

AM(KW ) ≈ KW IH1RLP

(
ωq2L2RD0√

(q2RD0RLP −RD0RLP )2 +ω2q4(L2RD0 +KW L2RLP )2

)
(4.3)
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Figure 4.5: Simulated and calculated (a) ACW-AM conversion curves of a class-E DPA, and (b) ACW-PM con-

version curve of a class-E DPA.

φEr r (KW ) ≈ 90◦−arctan

(
ωq2

D L2(RD0 +KW RLP )

(q2
D −1)RD0RLP

)
(4.4)

where qD = 1
ω
p

L2CD
is the resonance factor. For the nonlinear region (KW > 30), RD0

is assumed to be 1/3 RD0 in the linear region. Although, as mentioned earlier, two dif-

ferent modes of operation are distinguished, in both modes, the amplitude and phase

distortion is mainly caused by the large variation in the effective output resistance of the

transistors. The variation in CD is ∼ 0.043 f F /µm (less than 1%), while it has a negligi-

ble effect on the normalized KW -AM curve. However, even with a higher variation in

0.1 f F /µm, it increases the phase distortion only by one degree, as shown in Fig. 4.5b.

4.2.3. POWER AND EFFICIENCY ROLL-OFF

In a switch-mode amplifier, the output power is a function of KW , which is given by:

POU T = |VOU T |2
2RLP

= AM 2(KW )

2RLP
(4.5)

where AM(KW ) is given by (4.3). The DC power consumption of the PA can be calculated

as follows:

PDC =VDD IDC = PDC ,M ax PNORM (AM(KW )) (4.6)

where PDC ,M ax = VDD IDC ,M ax = KP V 2
DD /RLP , in which KP is the class-E power scaling

factor [25]. PNORM (AM) is a unit-less monotonically increasing function of the out-

put voltage normalized between (0:1). The curvature of PNORM (AM) depends on the
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Figure 4.6: Simulated DE of an ideal class-E/F2, class-E and class-B (D)PA vs. normalized output voltage.

impedance seen by the drain of the transistors at all harmonics, with the first and second

being dominant. For simplicity, if we ignore the second harmonic impedance (which in

practice terms means that the second harmonic is an open circuit as in class-F-1 or class-

E/F2 tuning), then PNORM ≈ AM(KW )
AMM ax

, so the DC power and drain efficiency are given by:

PDC =VDD IDC = KP V 2
DD

RLP AMM ax
AM(KW ) (4.7)

DE = POU T

PDC
≈

(
AM 2(KW )

2RLP

)
/

(
KP V 2

DD
AM(KW )

RLP AMM ax

)
= AMM ax

2KP V 2
DD

AM(KW ) (4.8)

The simulated drain efficiency (DE) versus the normalized output AM is plotted in

Fig. 4.6 for an ideal class-E, class-E/F2 and class-B (D)PA. It can be seen that the DE of

a class-E/F2 DPA is almost a linear function of the output amplitude similar to class-B

PA and it achieves higher DE at the back-off power compared to a class-E DPA due to its

higher second harmonic impedance.

4.3. PROPOSED LINEARIZATION TECHNIQUES

4.3.1. NONLINEAR SIZING

As mentioned before, in a conventional DPA, the total effective size of active devices is

a linear function of the input ACW, which we refer to as linear sizing or segmentation.

However, according to (4.3) and the simulation results shown in Fig. 4.5a, as the effective

size of the DPA linearly increases due to the on-resistance modulation, the output am-

plitude increases nonlinearly. For simplicity, if we assume qD = 1 in (4.3) (similar to the
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Figure 4.7: (a) Total effective size We f f (µm) vs. ACW, (b) simulated normalized output AM vs. We f f (µm), and

(c) resulting simulated ACW-AM curves for a DPA with linear sizing, nonlinear sizing, and segmented nonlinear

sizing.

class-D−1 or F−1), we derive a simple equation to describe the amplitude nonlinearity as

follows, which is similar to the calculated results in [5, 26]:

AM(KW ) = KW RD0

KW RLP +RD0
RLP IH1 = KW

KW KN L +1
RLP IH1 (4.9)

where KN L = RLP /RD0 is defined as the nonlinearity factor. As KN L increases (by a lower

RD0 or higher RLP ), which is beneficial for increasing the drain efficiency (DE), the con-

cavity of the ACW-AM curve of a linearly sized DPA increases. In a linearly sized DPA,

We f f ,L = f (ACW ) = W0.ACW and thus KW = ACW which results in high ACW-AM dis-

tortion, as simulated and depicted in Fig. 4.7. However, by nonlinearly sizing the sub-PA

cells, i.e., making the sizing factor KW a nonlinear function of the ACW, it is possible

to linearize the ACW-AM conversion without the need to predistort the ACW data, as

shown in Fig. 4.7. Thus, by assuming AM(KW ) =G .ACW.RLP IH1, where G is a constant,

we obtain:

KW = G .ACW

1−G .KN L ACW
(4.10)

In order to achieve the same total effective size of the DPA as a linearly sized DPA, we

should have G = 1/(KN L ACWM ax +1). Thus, the total nonlinear effective size (We f f ,N L)

is given by:

We f f ,N L[ACW ] = W0.ACW

1+KN L(ACWM ax − ACW )
(4.11)

From (4.9)-(4.11), we can calculate the extra dynamic range (DR) that we gain by

using nonlinear sizing compared to a linearly sized DPA. The output power dynamic



4

78 4. AN INTRINSICALLY LINEAR WIDEBAND POLAR DIGITAL POWER AMPLIFIER

0.2

0.4

0.6

0.8

1.0

0.0

Input ACW (LSB)
0 100 200 300 400 500

N
o

rm
al

iz
ed

 A
M

O
U

T

1 Seg.

2 Seg.

4 Seg.

8 Seg.

Frequency (GHz)
-0.5 -0.4 -0.3 -0.2 -0.1 0.0 0.1 0.2 0.3 0.4 0.5

0

-20

-40

-60

-80

P
S

D
 (

d
B

/H
z)

-10

-30

-50

-70

1 Seg.

2 Seg.

4 Seg.

8 Seg.

(a)

0.2

0.4

0.6

0.8

1.0

0.0

Input ACW (LSB)
0 100 200 300 400 500

N
o

rm
al

iz
ed

 A
M

O
U

T

1 Seg.

2 Seg.

4 Seg.

8 Seg.

Frequency (GHz)
-0.5 -0.4 -0.3 -0.2 -0.1 0.0 0.1 0.2 0.3 0.4 0.5

0

-20

-40

-60

-80

P
S

D
 (

d
B

/H
z)

-10

-30

-50

-70

1 Seg.

2 Seg.

4 Seg.

8 Seg.

(b)

Figure 4.8: Simulated (a) ACW-AM and (b) output PSD of a nonlinearly sized DPA for different numbers of

segments assuming no ACW-PM or other type of non-ideality.

range of the DPA can be defined as the ratio between its maximum and minimum usable

output power levels, i.e. DR(dB) = 10log
(

POU T |ACW =M ax
POU T |ACW =1

)
. Thus, if we assume that the

total size and the resolution of a linearly sized DPA and a nonlinearly sized DPA are the

same, consequently, their maximum output power would also be the same. Therefore,

by dividing their amplitude at ACW = 1, we obtain:

∆DR(dB) = 20log
(1+KN L ACWM ax

1+KN L

)
≈ dB(1+KN L ACWM ax ) (4.12)

As can be seen in Fig. 4.5a, for a typical class-E DPA the output amplitude at ACW = 1

is ∼3× the amplitude of a linear DPA. Thus, even by using ideal LUT-DPD to linearize a

nonlinear DPA, the DR is still 10-12 dB less than a linear DPA with the same number of

bits. Compensating for this loss of DR requires at least two extra bits in the DPA which

increases the complexity of the preceding digital circuitries and the DPD block. Further-

more, as KN L increases, the benefit of nonlinear sizing in the DR with the same resolu-

tion also increases.

In a practical design where qD 6= 1 and Km 6= 1, it is easier to extract We f f by simu-

lating the ACW-AM curve of a linearly sized DPA and then inverting, normalizing, and

multiplying it by ACWM axW0. However, unlike a linearly sized DPA, where the differen-

tiation of the total effective size is constant and equal to one LSB unit cell size (W0), here,

the differentiation of the effective total size given by (4.11) has a different value for each

ACW > 0, as follows:

WDevi ce,N L [ACW ] = diff
(
We f f ,N L(ACW )

)=We f f ,N L [ACW ]−We f f ,N L [ACW −1] (4.13)
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Figure 4.9: Concept of overdrive-voltage tuning technique to control the linearity of the ACW-AM curve.

This means that, in order to implement a fully nonlinearly sized N -bit DPA, we need

2N −1 different devices, which that is not only very labor intensive but would also result

in high power consumption at the driver stages. In order to benefit from the commonly

used binary-unary segmentation to reduce the power consumption of the drivers, seg-

mented nonlinear sizing can be devised instead of fully nonlinear sizing. In a segmented

nonlinearly sized DPA, the We f f ,N L(ACW ) curve is divided into N segments in which the

effective size We f f ,N L,i of the activated transistors in the ith segment increases linearly,

resulting in a piecewise-linear approximation of We f f ,N L as shown in Fig. 4.7a. Thus,

We f f ,N L,i = Wi (ACW −Pi ), in which Wi is the unit size of the ith segment and Pi is the

sum of the ACW range (∆Pi ) of the previous segments, i.e., Pi = Σi
j=1∆P j and P0 = 0.

By knowing We f f ,N L(ACW ) either analytically (from (4.11)) or experimentally, we can

calculate Wi for i > 0 as follows:

Wi =
We f f ,N L[Pi ]−We f f ,N L[Pi−1]

∆Pi
(4.14)

In order to decrease the complexity of an N -bit DPA array, we select the number of

segments as a power of two, i.e., NSeg = 2m , and choose the same range for all segments

equal to ∆P = 2N−m = 2n . Therefore, the array is implemented in 2m rows (segments),

and they can be fully realized by unary cells, binary cells, or by a combination of both.

Segmented nonlinear sizing results in a quasi-linear ACW-AM curve, as simulated and

depicted in Fig. 4.8a, whereby the linearity depends on the number and the range of the

segments. Assuming 2m similar range segments and no ACW-PM distortion, the output

power spectral density (PSD) of a nonlinearly sized DPA is plotted in Fig. 4.8b for different

numbers of segments. As can be seen, in order to create enough margin for other sources

of nonidealities, 8 segments are sufficient to reach an acceptable linearity.
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4.3.2. OVERDRIVE VOLTAGE TUNING FOR PVT COMPENSATION

Accuracy of the nonlinear sizing technique depends on the accuracy of the calculated or

simulated We f f -AM curve of the DPA. However, as predicted by (4.2)-(4.3), in practice,

this curve varies with any process/voltage/temperature (PVT) variations, which changes

RD0. In addition, any change in the carrier frequency, the load network, or the antenna

impedance that can be modeled as a variation in RLP results in degradation of the linear-

ity of the ACW-AM curve. For small variations in VDD (< 10%), the normalized ACW-AM

is almost the same. However, for larger variations, the linearity of the ACW-AM curve de-

grades since the ranges of the current-source mode and resistive-mode regions change.

Nonetheless, any PVT/frequency/load variations can generally be modeled as a varia-

tion in the nonlinearity factor KN L which can be corrected by tuning RD0. Therefore, as

predicted by the following simplified equation, we can linearize the normalized ACM-

AM curve again by correcting KN L :

AMNORM (We f f ) ∼=
We f f

We f f ,M ax

(We f f ,M ax KN L +W0

We f f KN L +W0

)
(4.15)

Assuming VDD < VOD , where VOD = VGS −VT H is the overdrive voltage of the DPA

output transistors, RD0 is given by RD0 = ( W
L ×Kn ×VOD )−1[27]. Thus, in order to tune

RD0 and correct KN L , the overdrive voltage can be tuned by changing the amplitude of

the RF clock applied to the gate of the transistors (i.e. VGS ). This is feasible by tuning the

DC supply of the buffers driving the transistors. In Fig. 4.9, the concept of the overdrive

tuning technique to control the linearity of the ACW-AM curve by making it more con-

cave (increasing overdrive voltage) or convex (decreasing overdrive voltage) is shown.

For example, if the DPA is designed by nonlinear sizing to be linear in an ambient tem-

perature of T0 and the TT process corner, but the chip is fabricated in the FF process

corner or during the chip operation, the temperature is less than T0, causing RD0 to de-

crease. Therefore, to correct KN L , the VDD of the buffers driving the output transistor

should decrease in order to lower the VOD and increase RD0. In Fig. 4.10a, the simulation

results of such a scenario for the process variation from the TT corner to the FF process

corner is depicted showing a less than 0.1dB decrease in the output power. In Fig. 4.10b,

the simulated effect of the temperature variation is shown which indicates a negligible

impact on the linearity.
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Figure 4.10: Simulated (a) ACW-AM curves of a scenario showing how to correct for the process variation from

the TT to the FF corner by controlling the overdrive voltage, and (b) the effect of temperature variation on

normalized ACW-AM and ACW-PM conversion curves.
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Figure 4.11: (a) Basic concept of multiphase RF clocking, and (b) the resulting simulated phase distortions of a

DPA with conventional single-phase RF clocking and multiphase RF clocking.

4.3.3. MULTIPHASE RF CLOCKING

In a conventional DPA, all of the transistors are driven by the same modulated RF clock

in which the phase is dynamically modified either digitally (by DPD) [3–7, 10, 11] or in

the analog PM path [9] to correct for the ACW-PM distortion. This phase distortion is

translated into an ACW-dependent delay in the time domain as shown in Fig. 4.2b. In

order to avoid modifying the phase information for each ACW, in this work, multiple RF

clocks with different but fixed delay offsets are applied to the DPA cells. In Fig. 4.11a, the

basic concept of multiphase RF clocking is shown. The DPA array is divided into a few
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Figure 4.12: (a) Simplified LTI model of multiphase RF clocking, phasor representation of the output signal

and the currents of each segment for (b) a conventional DPA, (c) a DPA with multiphase RF clocking requiring

positive phase offsets, and (d) a DPA with multiphase RF clocking with negative phase offsets implementable

by positive delay offsets.

segments (which are typically but not necessarily the same segments used for segmented

nonlinear sizing). Each segment is driven by an RF clock with a delay offset different

from other segments. In Fig. 4.11b, the resulting simulated phase distortions of a DPA

with conventional single-phase RF clocking and multiphase RF clocking are depicted.

By knowing the phase offsets of each segment (∆θi ) at a carrier frequency of fC , the

delay offsets of that segment is calculated by ∆Ti =∆θi /(180◦× fC ).

Equation (4.2) can be rewritten for the output voltage as a product of transistors cur-
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rent, modeled as current sources, and the trans-impedance seen by that current source

including the output resistance of the transistors as follows:

VOU T (KW ) = IH1 ×KW × {|Z (KW )|∠ΦZ (KW )} (4.16)

where, |Z (KW )| is the absolute value of the trans-impedance function and ∠ΦZ (KW ) is

its phase response as functions of the sizing factor of KW . In a simplified LTI (Norton

equivalent) model for multiphase RF clocking with N segments, we can replace each

segment with a current source at the fundamental frequency with a phase offsets (∆θi )

and an amplitude proportional to the sizing factor of that segment (KW i ), as shown in

Fig. 4.12a. Thus, by using the superposition theorem, the output voltage is given by:

VOU T (KW ) = {ΣN
i=1|IH1|∠∆θi .KW i }[|Z (KW )|∠ΦZ (KW )] =ΣN

i=1Si (KW ) (4.17)

where KW =ΣN
i=1KW i , and Si (KW ) = |IH1|×KW i ×|Z (KW )|∠[∆θi +ΦZ (KW )] is the output

voltage phasor contributed by the ith segment as depicted in Fig. 4.12(b)-(d). The value

of KW i represents the effective size of the enabled transistors in the ith segment normal-

ized to the unit size W0. Therefore, when Segment 1 is fully switched on, the output

phasor is equal to S1(KW 1) whereby the phase is equal to ∆θ1 +ΦZ (KW 1). When Seg-

ment 2 is also fully switched on, the output phasor is equal to S1−2 = |S1(KW 1−2)|∠[∆θ1+
ΦZ (KW 1−2)]+|S2(KW 1−2)|∠[∆θ2+ΦZ (KW 1−2)], where KW 1−2 = KW 1 +KW 2. So, it is calcu-

lated as:

∆θ1−2 =∆θ2 +ΦZ (KW 1−2)+arctan
( |S1(KW 1−2)|. sin(∆θ1 −∆θ2)

|S1(KW 1−2)|.cos(∆θ1 −∆θ2)+|S2(KW 1−2)|
)

(4.18)

Hence, in order to rectify the phase distortion, by equating ∆θ1−2 to ∆θ1+ΦZ (KW 1), ∆θ2

is obtained as follows:

∆θ2 =∆θ1 +arcsin
( |S1(KW 1−2)|
|S2(KW 1−2)| sin[ΦZ (KW 1)−ΦZ (KW 1−2)]

)
+ΦZ (KW 1)−ΦZ (KW 1−2)

(4.19)

In general, if KW 1−i
def= Σi

j=1KW j and S1−i (KW 1−i )
def= Σi

j=1Si (KW 1−i ), by knowing ∆θ1 to

∆θ(i−1), and applying the same procedure, the phase offsets ∆θi is calculated as follows:

∆θi =∆θ1 +arcsin
( |S1−(i−1)(KW 1−i )|

|Si (KW 1−i )| sin[ΦZ (KW 1)−ΦS1−(i−1) +∆θ1]
)
+ΦZ (KW 1)−ΦZ (KW 1−i )

(4.20)
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Figure 4.13: (a) Flowchart of delay offset optimization for ACW-PM correction, and (b) the simulated effect of

multiphase RF clocking on ACW-AM conversion.

where ΦS,1−(i−1)
def= ∠S1−(i−1)(KW 1−i ). Since phase offsets calculated by (4.20) are posi-

tive, as shown in Fig. 4.12c, they are not suited for implementation by delaying the RF

clocks as they are equivalent to negative delay offsets. In order to make the phase offsets

implementable by delay lines, the largest phase offsets should be less than zero. Thus,

for a class-E or semi class-E/F2, by having ∆θN = 0, as shown in Fig. 4.12d, the phase

offsets of the first RF clock is given by:

∆θ1 =−ΦZ (KW 1)+arctan
( SN (KW 1−N ).sin(ΦZ (KW 1−N ))+|S1−(N−1)(KW 1−N )|. sin(ΦS1−(N−1))

SN (KW 1−N ).cos(ΦZ (KW 1−N ))+|S1−(N−1)(KW 1−N )|.cos(ΦS1−(N−1))

)
(4.21)

With ∆θ1 from the above equation, the other phase offsets can be calculated from

(4.20). For a DPA with N -phases RF clocks, N − 1 steps are required to estimate all of

the phase/delay offsets. In practice, the delay offsets can be found by using an itera-

tive algorithm as shown in Fig. 4.13a. In this algorithm, in each iteration of the outer

loop, the phase errors of segments 1 to (N −1) are measured with respect to the phase of

segment N , converted into delay codes, and then programmed into the chip. This loop

typically reiterates four to five times until the root-mean-square (RMS) of the measured

phase errors is less than 1◦. Once the ACW-PM is flattened, the normalized ACW-AM

curve is almost the same as a single phase nonlinearly sized DPA. In Fig. 4.13b, the sim-

ulated effect of multiphase RF clocking on the ACW-AM curve is shown. Furthermore,
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Figure 4.14: Capacitive harmonic tuning for efficiency enhancement (a) circuit, and (b) power and efficiency

simulation vs. duty cycle.

by using this technique, due to the intrinsic weighted phase averaging at the output, the

total phase error inside each segment is significantly reduced. For example, as shown

in Fig. 4.11b, the total phase errors of Segment 3 is reduced from 10◦ to 2◦ by employing

multiphase RF clocking.

4.3.4. HARMONIC TUNING FOR EFFICIENCY ENHANCEMENT

In a typical class-E DPA, multiphase RF clocking does not degrade the average drain ef-

ficiency (DE) (with a peak-to-average power ratio (PAPR)> 6 dB). However, depending

on the load network conditions, it may slightly degrade the peak DE. By using a capaci-

tor (CC) between the differential drains of the push-pull DPA, as shown in Fig. 4.14a, the

impedance of odd and even modes can be tuned from a typical class-E PA more toward

a class-E/F2 condition[24]. By doing so, the peak DE is enhanced such that it returns to

the level of a single phase class-E DPA. However, the sensitivity of the power and effi-

ciency to duty cycle variations (and timing mismatches) may increase. In this work, by

properly optimizing CC, not only is the peak DE enhanced but the sensitivity of the peak

POUT, and the DE to the variations in the duty cycle (and timing mismatches) are also

improved compared to a single-phase class-E DPA as shown by the simulation results in

Fig. 4.14b.
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4.4. IMPLEMENTATION

4.4.1. CLASS-E DPA WITH ON-CHIP MATCHING NETWORK

The 9-bit linear polar DPA is designed and fabricated in 40 nm bulk CMOS with a core

area of 1 mm×0.45 mm. The overall block diagram of the proposed DPA, the related cir-

cuit of the sub-PA cells, and the single-ended to differential converters for the RF clocks

are shown Fig. 4.15, and the chip micrograph is depicted in Fig. 4.16. The DPA consists

of two identical push-pull arrays which are configured in an 8-row × (16+3) column pat-

tern. Clock gating is applied to the row drivers to enhance the efficiency at power back-

off levels. Each row contains one segment of an 8-segment nonlinearly sized DPA. Simi-

lar to a typical segmented digital-to-analog (DAC) converter [28], each segment consists

of 16 MSB cells which are addressed by the first four most significant bits of the column

decoder and 3 LSB cells which are addressed by the two least significant bits of the col-

umn decoder. In each segment, the size of the MSB cells is 1/16 of the total size of that

segment, while the size of the LSB cells is 1/64 of the total size of that segment. The

drivers in each sub-PA cell are sized to be proportional to the size of the output transis-

tor.

In order to facilitate the overdrive tuning technique, a 6-bit digitally programmable

low-dropout (LDO) regulator is designed and implemented on-chip. It is capable of driv-

ing 50 mA with a resolution of 10-12 mV and a settling time of ∼300 ns as illustrated in

Fig. 4.17a. The reference voltage of the LDO is provided by a 6-bit R-2R DAC. There is

only one LDO regulator on the chip that supplies all the drivers in the entire push-pull

DPA array, although it does not supply the delay offset blocks. The supply voltage tun-

ing can change the delay of the drivers. However, for example, with a 10 mV variation in

the VDD of the buffers (coming from LDO), the delay of the smallest buffer chain (driv-

ing the smallest output transistor) changes about 3 ps and the delay of the largest buffer

chain (driving the largest output transistor) changes about 3.2 ps. As a result, the change

in the delay of the buffers is almost the same for the entire DPA. This change in the delay

manifests itself as a phase offset at the output, which is not an issue as long as it does

not change during the transmission of a data packet. This effect on the ACW-PM lin-

earity is negligible for VDD variations of less than 100 mV, although it may change the

ACW-PM curve slightly. In Fig. 4.17b, the effect of tuning the overdrive voltage on the

output signal is shown where the down-converted IQ trajectory of a triangle ACW signal

(without phase modulation) is measured for different LDO settings that vary the VDD of

the buffers from 1.1 V to 1.19 V. Therefore, by changing the LDO settings less than 10 LSB,
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Figure 4.15: (a) Overall block diagram of the proposed DPA, (b) the circuit of sub-PA, and (c) the single-ended

to differential converter.

the ACW-PM linearity remains intact and there is no need to retune the delay offsets set-

tings. The input phase-modulated RF clock is amplified on-chip and subsequently fed

to the multiphase RF clocking circuit. This block generates five separate differential RF

clocks with optimized delay offsets and, at the end, simultaneously applies them to the

corresponding DPA segments. In order to compensate for PVT, frequency, and load vari-

ations, and effect on the ACW-PM correction, the resolution of the phase offsets should

be about 5− 6◦ which translates into an approximate 6.5 ps delay for the RF range of

2−2.5 GHz. This resolution is less than half of the absolute delay of a minimum sized

inverter in 40 nm CMOS technology. To overcome this limitation, each delay offsets is
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implemented with a 4-bit digitally programmable fine resolution delay line based on the

relative delay of current-starved inverters [29], as shown in Fig. 4.18. The absolute de-

lay of each delay cell is controlled with a single bit by enabling or disabling NMOS and

PMOS transistors in series with the VDD/GND paths. The RF clock passes through 15

cascaded delay cells to arrive at the output, resulting in a total relative delay of 97 ps with

a resolution of ∼6.5 ps, which is sufficient to compensate for the practical variations.
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Figure 4.19: AM/PM timing mismatch correction by (a) coarse delay line, and (b) digital FIR filter implemented

as a fractional delay.

The ACW data are stored in an on-chip 4 K SRAM running at 625 MHz. In order to

compensate the timing mismatch between the ACW and PM paths, which significantly

degrades the EVM and ACPR for wideband signals [5, 7], two different techniques, used

either separately or simultaneously, are utilized. The first is a 4-bit programmable de-

lay line comprising 15 cascaded delay cells, as shown in Fig. 4.19a, with a resolution of

∼30 ps and a total range of ∼450 ps, which is placed in the path of the baseband sampling

clock of the ACW registers. The second is a digital 10-tap FIR filter implemented on-chip

as a fractional delay element in the digital path of the ACW as shown in Fig. 4.19b. The

coefficients of the filter are given by h[n] = sin[π(n−∆.FS )]
π(n−∆.FS ) [30], in which n is the index of

the tap coefficient and∆ is the desired delay which is not necessarily an integer multiple

of 1/FS . Therefore, while the registers of the filter are clocked with a frequency of FS , the

output codes are delayed by a fraction of 1/FS which is the group delay of the digital FIR

filter.

A transformer with a 1:3 turn ratio is implemented as the balun. In Fig. 4.20 the

layout of the balun with and without the shields are shown. The unconventional pad

configuration is due to the area limitations. The EM simulation results including the

magnetic coupling factor Km , primary and secondary inductances LP and LS , winding

resistances RP and RS , quality factors QP and QS , real load impedance RLP seen at differ-

ential input, and passive efficiency ηpassi ve , are plotted versus frequency in Fig. 4.21. At

2 GHz, these parameters are Km = 0.756, LP = 0.41 nH, LS = 3.1 nH, RP = 0.5Ω, RS = 5.5Ω,

QP = 10.2, QS = 7.1, RLP = 1.73Ω, and ηpassi ve = 73.3%, respectively. The extracted para-

sitic capacitance of drain (CPAR ) is 0.82 pF. The device capacitance is about 2.3∼2.4 pF,

the external capacitance added to the drains is 5 pF, and the coupling capacitance be-

tween the differential drains is also 5 pF. The balun with the entire load network of the

DPA including all the capacitances is EM simulated. The simulation results are shown
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(a) (b)

Figure 4.20: (a) Layout of the balun, and (b) final design with ground shielding and output pads.

in Fig. 4.22. The loaded quality factor calculated by
f(@Z i n=M ax)
∆ f−3dB

is about 1.8. As can be

seen, for f >2.8 GHz the input loaded reactance is negative, which means that for fun-

damental frequencies of 1.4 GHz< fC < 2.8 GHz, the input loaded reactance at all higher

harmonics is negative (−6 j < X I N < 0) and comparable to the fundamental input load

resistance, as required by class-E load conditions[31].

4.4.2. CLASS-E DPA WITH OFF-CHIP MATCHING NETWORK

Typically, a DPA implemented with an on-chip matching net-work (MN), cannot achieve

drain efficiency higher than 50 %, while higher efficiencies is feasible with an off-chip

matching network. Therefore, in order to achieve a drain efficiency higher than 50 % over

a wide RF bandwidth, a wideband compensated Marchand balun using re-entrant cou-

pled lines is designed and fabricated, for which a completely different DPA on the same

die (as the one with the on-chip MN) with different nonlinear sizing and multiphase de-

lay offsets parameters is designed and fabricated. In Fig. 4.23, the chip micrograph of the

DPA designed for the off-chip MN is shown.

The planar Marchand balun is an attractive transmission-line-based balun topol-

ogy due to its wideband amplitude, and phase balance and relatively easy implementa-

tion [32, 33]. The conventional planar Marchand balun consists of two symmetrical λ/4
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Figure 4.21: Electromagnetic (EM) simulation results of the on-chip balun.
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Figure 4.22: EM simulation results of the loaded input impedance of the on-chip balun.

coupled lines with open and short circuited terminations at specified ports to provide

a balanced loading condition resulting from a single-ended load. However, directly em-

ploying the coupled lines in a practical Marchand balun will lead to an imperfect conver-

sion from the unbalanced signal into the balanced signal due to unequal even- and odd-

mode phase velocities. To address this issue, a compensation technique [33] is adopted

to reduce the imbalance of the balun. The details of this technique will be described in

Chapter 5. In order to obtain a wideband Marchand balun at a low impedance level, tight

coupling with high even-mode impedance is required. Re-entrant coupled lines are used

to achieve tight coupling without strict requirements in circuit fabrications [32]. Employ-

ing this structure with proper dielectric constant and reasonable layer thickness between
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Figure 4.23: Chip micrograph showing the DPA designed for the off-chip MN.
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Figure 4.24: Conceptual structure of the off-chip MN with a compensated Marchand balun as well as the con-

nection of the DPA to the MN with the realized parallel and series resonators.

the conductors achieves the expected tight coupling, yielding a very low-loss wideband

balun. Combining the core network of the Marchand balun with a differential re-entrant

type impedance inverter (total length λ/4) and second harmonic impedance control,

wideband class-E digital PA performance can be facilitated. To achieve this, the network

impedance provided to the push-pull digital class-E PA should create an open condition

for all higher harmonics and in particular for the second harmonic. Therefore, by cre-

ating a short circuit termination at the λeven/8, an open circuit at the reference plane

of the DPA can be achieved for the second harmonic. In Fig. 4.24, both the conceptual

structure of the off-chip MN implemented as compensated Marchand balun, as well as

the connection of the DPA to the MN and the realized parallel and series resonators are

shown.

The re-entrant coupled line with different dielectric constants create different even-
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Figure 4.25: (a) Compensated Marchand balun with second harmonic termination implemented by a via, and

(b) the measured and simulated differential-to-single-ended transmission loss.

and odd-mode impedance between the layers as well as different effective dielectric con-

stants (εr e f f ). Therefore, since λ=λai r /
p
εr e f f , the λeven and λodd can be made differ-

ent from each other. In this design, λeven = 59mm and λodd = 36mm, thus λeven/8 ≈
7.4mm and λodd /4 = 9mm are close to each other. The details of this technique will be

described in chapter 5. The required even-mode second harmonic short-circuit condi-

tion in the re-entrant coupled is realized by adding a simple via from the floating middle-

layer conductor to ground at the position where the even-mode electrical length for the

second harmonic 2 f0 equals λeven/8. Due to the tight coupling be-tween the three con-

ductors, the top metals are also automatically forced to ground for their even-mode sig-

nals, while the differential operation/terminations remain unaffected. In Fig. 4.25, the

structure of the designed compensated Marchand balun as well as the measured and

simulated transmission loss from the balanced input port to the unbalanced output port,

are shown. The DPA die is mounted on a FR4 PCB. The Marchand balun, as shown in

Fig. 4.26, is fabricated separately on a two-layer Rogers material.

4.5. MEASUREMENT RESULTS

The measurement setup is shown in Fig. 4.27. An analog off-chip I/Q modulator provides

the phase-modulated (PM) RF clock. Since the output pads of the balun are not located

at the edge of the chip, the static continuous-wave (CW) measurements of output power

(POUT), DE, and power added efficiency (PAE) are carried out by probing to avoid loss

caused by the long bond wires. The dynamic measurements are performed after wire

bonding. PAE includes all on-chip power consumption including the sub-PA drivers,

digital decoders, multiphase RF clocking circuit, and LDO. All of the measurements are
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Figure 4.27: Measurement setup.

conducted without using any type of DPD.

4.5.1. STATIC (CW ) POWER/EFFICIENCY MEASUREMENTS

The peak output power and efficiency of the DPA with the on-chip MN at different car-

rier frequencies are measured using CW signals over the range of 1.5 GHz to 3 GHz for

different output stage VDD s as plotted in Fig. 4.28a. By increasing the VDD from 0.5 V

to 0.7 V, the peak output power increases accordingly from 14.3 dBm to 17.3 dBm (3 dB)
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Figure 4.28: (a) Measured peak DE (%), PAE (%), and POUT(dBm) of the DPA with the on-chip MN vs. carrier

frequency for VDD = 0.5, 0.6, and 0.7 V; (b) measured POUT and PDC normalized to PDC,Max, DE and PAE vs.

normalized output amplitude at 2.2 GHz with VDD = 0.5 V, showing a linear roll-off for DE similar to class-B.

at fC = 2 GHz and from 14.6 dBm to 17.6 dBm at fC = 2.2 GHz. The 1 dB bandwidth of

the peak POUT ranges from 1.5 GHz to 2.7 GHz, showing a fractional bandwidth of over

57 %. The peak PAE also increases from 24 % to 29 % at fC = 2 GHz and from 26 % to 32 %

at fC = 2.2 GHz. The peak drain efficiency is not dependent on VDD , and it reaches ap-

proximately 37 % at fC = 2 GHz and 44 % at fC = 2.2 GHz. The measured POUT and PDC at

fC = 2.2 GHz with VDD = 0.5 V are normalized to maximum measured DC power and plot-

ted in Fig. 4.28b versus the normalized output amplitude, DE and PAE. As can be seen,

PDC and DE have almost linear roll-off versus the output amplitude similar to class-B.

As expected, there is a nonlinear roll-off for PAE since this parameter includes the power

consumption of all of the other circuit blocks that do not scale with output power. The

measured and simulated power breakdown of the DPA at full power (with ACW = 511)

is shown in Table 4.1. Similarly, the peak POUT, DE and PAE of the DPA with the off-chip

MN are measured and plotted versus center frequency for VDD = 0.7 V in Fig.4.29a, which

illustrates a very wideband performance with more than 50 % DE over 2.2-3 GHz at 16-

17 dBm of output power. The peak Pout, DE and PAE are 17.2 dBm, 67 % and 45 % at

2.6 GHz, respectively.

4.5.2. STATIC LINEARITY MEASUREMENT BY TRIANGLE SIGNAL

Since the input signal in a DPA is digital, it is straightforward to generate a perfect (quan-

tized) ramp or triangle as an input signal and directly measure the (semi) static linear-
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Figure 4.29: (a) Measured peak DE (%), PAE (%), and POUT(dBm) vs. carrier frequency, and (b) ACW-AM and

ACW-PM of the DPA with the off-chip MN with VDD = 0.7 V.
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Figure 4.30: Measured semi-static linearity of the DPA with the on-chip MN using a triangle signal at 2 GHz

and VDD = 0.5V (a) ACW-AM for various LDO settings, and (b) ACW-PM after each iteration of the optimization

algorithm. The numbers in the brackets show the codes of the five delay offsets.

ity. Consequently, in this measurement, a 4096-sample triangle signal is generated and

programmed into the on-chip SRAM, resulting in a 152.6 KHz AM signal without phase

modulation. At the output, 128 periods of the signal are measured and averaged. The

ACW-AM curves for different LDO settings are depicted in Fig. 4.30a, which shows the

effectiveness of the overdrive voltage tuning in controlling the concavity of the ACW-
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Figure 4.31: Measured ACW-AM and ACW-PM of the DPA with the on-chip MN under load variations: (a)

before correction, and (b) after correcting the LDO and delay offset settings.

AM curve. The ACW-PM curves without and with multiphase clocking after each itera-

tion of the optimization algorithm, as well as the corresponding delay codes [DelaySeg1

DelaySeg2 ... DelaySeg5], are depicted in Fig. 4.30b. After 4 iterations, the phase error from

ACW = 64 to ACW = 511 is less than ±1◦. Furthermore, the effect of the load variations

from 25Ω to 100Ω is measured and shown in Fig. 4.31a. Although the linearity degrades

slightly, by retuning the LDO and delay offsets, as shown in Fig. 4.31b, the DPA is once

again optimally linearized. The ACW-AM and ACW-PM curves of the DPA with the off-

chip MN are measured and plotted in Fig.4.29b, showing significant improvement in the

linearity without using any sort of DPD.

4.5.3. MODULATED SIGNAL MEASUREMENT

The dynamic performance of the DPA with the on-chip MN is measured with QAM and

OFDM modulated signals without using any type of DPD. Fig 4.32 shows the spectrum

and constellation diagram of a 20 MHz 64-QAM signal with PAPR = 6.5 dB, and an OFDM

64-QAM signal with PAPR = 8.1 dB, measured at fC = 2 GHz with VDD = 0.5 V.

The ACPR1 / ACPR2 are as low as -40 / -50 dBc and -46 / -50 dBc, respectively. The

EVM measurements results are -35 dB and -36 dB. The measured DE results are 18 % and

15.2 %, respectively, and PAE results are 12.6 % and 10.7 %, respectively. The DPA is also

measured with 40 MHz and 80 MHZ OFDM 64-QAM signals. The measured spectra and

constellation diagrams are shown in Fig. 4.33. The ACPR1 / ACPR2 are -40 / -50 dBc and

-34 / -42 dBc, respectively. The EVM measurements are -33 dB and -26 dB. Similarly, the
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Figure 4.32: Measured spectrum and constellation diagram of the DPA with the on-chip MN: (a) 20 MHz 64-

QAM signal, and (b) 20 MHz OFDM 64-QAM signal.
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Figure 4.33: Measured spectrum and constellation diagram of the DPA with the on-chip MN with a (a) 40 MHz

OFDM 64-QAM signal, and (b) 80 MHz OFDM 64-QAM signal.

dynamic performance of the DPA with the off-chip MN for a 40 MHz QAM signal is mea-

sured at fC = 2.6 GHz with VDD = 0.7 V and depicted in Fig. 4.34, showing a -40 dBc ACPR

and -30 dB EVM without applying any sort of DPD.

Furthermore, without retuning the LDO and delay offsets settings, the 20MHz OFDM

signal is measured under different DPA loads and DC supply voltages, as shown in Fig. 4.35.

As can be seen, the output spectrum easily passes the 802.11/ac/g masks with differ-
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Figure 4.34: Measured spectrum and constellation diagram of the DPA with the off-chip MN with a 40 MHz

64-QAM signal centered at fC = 2.6 GHz with VDD = 0.7 V.
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Figure 4.35: Measured spectrum of the DPA with the on-chip MN with 20 MHz OFDM signals under different

(a) load conditions and (b) VDD s.

ent VDD = 0.5, 0.6, and 0.7 V (resulting in POUT = 6.2, 7.8, and 9.2 dBm, respectively). Al-

though linearity is degraded by load variations, the output spectrum can still easily pass

the 802.11/ac/g masks. In addition, the output spectra of 40 MHz and 80 MHz OFDM sig-

nals are also measured with different VDD s, as shown in Fig. 4.36. Measurement results

show that, for very wideband signals (BW> 40 MHz), the output spectrum can pass the
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Figure 4.36: Measured spectrum of the DPA with the on-chip MN with (a) 40 MHz and (b) 80 MHz OFDM

signals under different VDD s.

Spectral Sampling 

Replica at +625MHz 

offset

Spectral Sampling 

Replica at -625MHz 

offset

Span= 2 GHz

20MHz OFDM

-50dBc
-42dBc

Figure 4.37: Measured out-of-band spectrum of the DPA with the on-chip MN with a 20 MHz OFDM signal

measured at fC = 2 GHz.

802.11/ac/g masks by only slightly retuning the LDO settings (less than 5 LSB≈ 60mV).

The out-of-band spectrum of a 20 MHz OFDM signal centered at 2 GHz is measured

and shown in Fig. 4.37. The spectral sampling replicas are located at ±625 MHz offset

frequency and attenuated by the zero-order-hold (ZOH) transfer function to less than
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Table 4.1: Measured and simulated power breakdown of the DPA with the on-chip MN at fC = 2 GHz.

 

Buffers

+Digital

LDO
Multiphase

Clocking 

SRAM

Drain  

20MHz OFDM 64-QAM 

 based on 802.11g 

CW Full Power,  

(at ACW=511) 

Measurement Measurement Simulation 

Output Power (dBm) 6.2 14.3 15.6 

Drain DC Power (mW) 27.4 71 85 

Buffers & Digital DC Power (mW) 4.8 23 21.4 

Multiphase Clocking DC Power (mW) 6.6 6.6 6.8 

LDO DC Power (mW) 0.2 1.1 1.9 

SRAM DC Power (mW)  

(Not included in PAE) 
32 26.4 NA 

 

-40 dBc.

The measured power breakdown of the DPA with the on-chip MN at 8.1dB power

back-off (PBO) with a 20 MHz OFDM signal is depicted in Table 4.1. As can be seen,

the total power consumption of the LDO and multiphase RF clocking is approximately

6.8 mW, while the measured power consumption of the SRAM is approximately 32 mW.

Thus, compared to an LUT-DPD based linearization technique, the advanced techniques

proposed in this work conserve more than 25 mW of power, which significantly improves

the efficiency of the DPA. Table 4.2 summarizes and compares this work with the prior

art. Compared to the prior art, which has targeted high efficiency by using nonlinear

DPA, this works achieves comparable or higher efficiency without compromising the

linearity. On the other hand, compared to the prior art, which uses linear DPA struc-

tures, this work achieves higher linearity, higher signal bandwidth, and higher efficiency

or output power.

4.6. CONCLUSION

While the linearity and power/efficiency of a TX stage are normally traded-off against

each other, this work provides advanced circuit-level linearization techniques suitable

for switch-mode DPAs without the need for DPD or any compromise on the output

power or efficiency. Three novel circuit techniques are introduced, namely; nonlinear

sizing, overdrive-voltage tuning, and multiphase RF clocking. The combination of these
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inventive techniques lead to very high TX linearity for wideband signals, with both on-

chip and off-chip load/matching networks. They also allow for digitally controlled fine

tuning to manage the variations in PVT, operating frequency, and output load. The non-

linearity behavior of a class-E DPA is thoroughly analyzed and closed-form equations are

given to predict the amplitude-code-word (ACW)-AM ACW-PM curves of the DPA. Com-

pared to the prior art, which uses “linear” DPD-less DPA structures, this work achieves

higher linearity, higher signal bandwidth, and higher efficiency or higher output power.

Compared to DPAs in general (including those using DPD), this work can still provide

better linearity with comparable efficiency. Furthermore, compared to the version with

the on-chip matching network, by using a novel compensated Marchand balun with re-

entrant coupled lines, a very high and wideband efficiency performance is achieved.
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5
A HIGHLY-LINEAR WIDEBAND

POLAR CLASS-E CMOS DIGITAL

DOHERTY PA

This chapter follows to a great extent the paper [1], published in TMTT 2019. This might yield a slight overlap

in light of the previous discussions in Chapter 4, but it was not changed dramatically in order to preserve the

coherence.
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Figure 5.1: Digital-intensive Polar TX with digital Doherty PA.

5.1. INTRODUCTION

I N wireless systems, a high data rate is normally achieved by using wideband sig-

nals with high QAM/OFDM modulation orders, resulting in a high peak-to-average-

power-ratio (PAPR) [2]. This forces the PA to operate in deep power backoff (PBO), thus

reducing its power efficiency if no efficiency enhancement technique is applied. Among

the various efficiency enhancement techniques such as envelope tracking [3, 4] and Do-

herty technique [2, 5–15], the Doherty technique is still one of the most widely used ef-

ficiency enhancement techniques because of its relatively simple and low-cost imple-

mentation, which is easily applicable to a digital polar TX architecture, as depicted in

Fig. 5.1. Using an off-chip matching network reduces the passives losses, thus increas-

ing the efficiency especially at PBO levels compared to an on-chip matching network

implementation [11–13].

Conventional TX design approaches are often based on using a nonlinear PA to achieve

high efficiency and then linearize it by applying digital predistortion (DPD) techniques

[2, 5–8, 10, 12, 13, 15].

Furthermore, as will be discussed in Section 5.4, even with ideal DPD, due to the

highly nonlinear operation mode of class-E digital PAs, it is not possible to achieve max-

imum spectral purity and minimum error-vector-magnitude (EVM) for a given number

of bits with a conventional uniform digital PA structure [16]. The bandwidth of a digital

AM signal is mostly limited by the sampling rate and not by analog blocks, as occurs

in an analog-intensive polar TX [17, 18], thus, in principle it can handle a higher signal
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bandwidth [13, 14, 19–25].

In addition to high video bandwidth, high RF bandwidth is also of great importance.

There are three main challenges in increasing the RF bandwidth of a class-E Doherty PA,

namely: (A) the class-E PA bandwidth limitations, (B) the impedance converter limited

bandwidth, and (C) the balun limited bandwidth, which can be mitigated using three dif-

ferent techniques, namely: reactance compensation [26], a shunt open-circuit λ/8 sec-

tion [10, 15, 27] parallel to the load, and compensated Marchand balun with re-entrant

coupled lines [24, 28–30], respectively.

In this work, for the first time, a linear digital-intensive Polar class-E Doherty PA

is demonstrated in which the linearity is significantly enhanced using circuit-level lin-

earization techniques with automatic duty cycle correction. Wideband efficiency en-

hancement is achieved by using a reactance-compensated parallel-circuit class-E PA

along with a wideband impedance inverter and a novel wideband Marchand balun-

based Doherty power combiner, implemented using re-entrant coupled lines with in-

dependent second harmonic control. Nonlinear sizing, multiphase RF clocking and

overdrive-voltage control have been successfully used recently to linearize single PAs

with both on-chip [23, 25] and off-chip [24] matching networks at the circuit level with-

out using DPD.

In the following, a wideband class-E Doherty PA and a digital Doherty PA are dis-

cussed in Sections 5.2 and 5.3, respectively. System-level design considerations are dis-

cussed in Section 5.4, and the circuit-level linearization techniques are described in Sec-

tion 5.5. The final design and implementation are explained in Section 5.6, followed by

the measurement results and conclusion in Sections 5.7 and 5.8, respectively.

5.2. WIDEBAND CLASS-E DOHERTY PA
A symmetric Doherty PA, as shown in Fig. 5.2a, consists of a main (or carrier) and peak

(or auxiliary) power amplifiers, where the peak PA is only active beyond the 6 dB PBO

point resulting in an additional peak in the efficiency, as shown in Fig. 5.2b. The out-

put powers are combined using an impedance inverter. To maintain linearity, efficiency

is typically compromised at the high efficiency power backoff point to ease DPD [2, 5–

8, 10–12, 15]. To achieve higher efficiency, switch-mode PAs can also be used as branch

amplifiers. Among the switch-mode PAs, the class-E has one of the simplest load net-

works, and can it theoretically provide up to 100% drain efficiency, while absorbing the

drain capacitance in its load network [2, 31–34]. In this section, different techniques to
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Figure 5.2: (a) The simplified single-ended structure of a class-E Doherty PA with TL-based impedance in-

verter, highlighting three different bandwidth limiting factors:(A) the class-E load network, (B) the impedance

inverter, and (C) the matching network/balun, (b) normalized drain efficiency versus output power backoff.
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Figure 5.3: (a) Single push-pull class-E PA, and (b) angle of the impedance seen by drain.

mitigate the bandwidth liming factors, as highlighted in Fig. 5.2a, are described.

5.2.1. REACTANCE COMPENSATED PARALLEL-CIRCUIT CLASS-E PA

The general topology of a push-pull class-E PA with finite dc feed inductance is shown

in Fig. 5.3a. The resonance factor is defined as qD = 1/(ω0
p

LDCD ). As mentioned in

Chapter 2, it has been shown that for qD = 1.412, the output power for a given VDD and

RL reaches the maximum, and the series reactance X can be zero [26, 35, 36]. Such a

structure, known as parallel-circuit class-E, has a higher maximum operating frequency

and higher load resistance [36]. To achieve a wideband RF operation, the load angle seen
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Figure 5.4: (a) Conventional and compensated impedance inverter, (b) Smith chart showing the input

impedances at 6 dB PBO, (c) normalized magnitude and angle of the input impedance at 6 dB PBO vs. nor-

malized frequency, and (d) Doherty PA with a compensated impedance inverter and the ideal class-B drain

efficiency curves at 6 dB PBO vs. frequency.
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by the intrinsic drain should remain constant over the required bandwidth. This can be

done through reactance compensation [26, 35]. By properly choosing the parameters of

the series resonator, a constant load angle, as shown in Fig. 5.3b, over a wide frequency

band can be achieved, resulting in the optimum Qser i es = 1.026 [35]. However, in an ideal

class-E PA, a high Qser i es is required to block all the harmonics in the series resonator,

because otherwise the efficiency drops. By using a push-pull configuration with a differ-

ential matching network, the orthogonality between odd and even terminations can be

used to ensure a very high even mode (second harmonic) impedance, and as such relax

the Qser i es requirement of the series resonator, achieving wideband operation without

compromising the efficiency of the class-E PA.

5.2.2. COMPENSATED IMPEDANCE INVERTER

Doherty implementations normally use a quarter-wave transmission line (QWTL) or its

lumped equivalent as the impedance inverter (Fig. 5.4a) [2, 5–8, 11–14]. As can be seen

from Fig. 5.4b and 5.4c, the magnitude and phase of the impedance Zm seen by the main

PA is highly sensitive to frequency. By adding an open-circuit compensation half-wave

transmission line (HWTL) in parallel to the load [10, 15, 27], as shown in Fig. 5.4a, the

input impedance is given by:

Zm( f ) =
RL Z0

(
1− tan(π f

f0
) tan(π2

f
f0

)
)+ j Z 2

0 tan(π2
f
f0

)

Z0 + j RL
(

tan(π f
f0

)+ tan(π2
f
f0

)
) (5.1)

which shows smaller variations in the magnitude and phase of Zm over a larger band-

width. This structure can be employed in a Doherty configuration as depicted in Fig. 5.4d

to expand the efficiency bandwidth.

5.2.3. COMPENSATED MARCHAND BALUN WITH SECOND HARMONIC CON-

TROL

COMPENSATED MARCHAND BALUN

The planar Marchand balun, shown in Fig. 5.5a, is one of the best TL-based topologies,

offering wideband amplitude and phase balance with a relatively simple implementa-

tion [30, 37]. A conventional Marchand balun is constructed from two λ/4 coupled lines

with short and open terminations at their specific ports, ideally providing a balanced

loading condition from a single-ended load. However, in practice, due to the unequal

even-mode and odd-mode phase velocities, the conversion from single-ended to bal-
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Figure 5.5: (a) Marchand balun, (b) compensated Marchand balun, and (c) compensated Marchand balun with

re-entrant coupled lines.

anced operation is not perfect, yielding some imbalance. To correct for this imbalance,

a compensation technique can be adopted, where an extra compensation line section

is added between the two λ/4 coupled line sections (Fig. 5.5b) the parameters of which

can be calculated as follows [37]:

Zcm cot(
θcm

2
) = Z0o cscθe −Z0e cscθo

cscθe cotθo −cscθo cotθe
(5.2)

where Zo and Ze are the characteristic impedance, and θo and θe are the electrical length

of the odd and even modes, respectively. Zcm and θcm are the characteristic impedance

and the electrical length of the compensation section.

RE-ENTRANT COUPLED LINES

The bandwidth of a Marchand balun at low (odd-mode) impedance levels depends on

the Z0e /Z0o ratio. This can be very challenging in practice with single-layer transmission

lines, as a very small horizontal gap between the coupled lines is required. However, re-

entrant coupled lines, as shown in Fig. 5.5c, can achieve very tight coupling without strict

fabrication requirements [30]. In the odd-mode, Z0o = Z0,1, where Z0,1 is the impedance

between the transmission lines and floating layer. In the even-mode, Z0e = Z0,1 +2Z0,2,

where Z0,2 is the impedance between the floating layer and the bottom plate. In this

case, the coupling factor K = (
Z0e − Z0o

)
/
(
Z0e + Z0o

) = 1/
(
1+ Z0,1/Z0,2

)
mostly depends

on the Z0,1/Z0,2 ratio rather than the horizontal spacing between the coupled lines, thus
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Figure 5.6: (a) Ac grounding at λeven /8 for second harmonic control, using a via from the floating metal layer

to the ground plane, shown for a single PA, (b) EM simulation results of the input impedance at 2nd harmonic,

shown for a single PA.

relaxing the dimensional fabrication requirements. In general, a low Z0,1/Z0,2 ratio is

preferred. Therefore, with an upper layer with a larger dielectric constant, but a smaller

thickness compared to the lower layer (εr 1 > εr 2 and H1 < H2), a strong coupling coeffi-

cient can be expected, resulting in a low-loss, wideband balun. Furthermore, since the

effective dielectric constants of the even and odd modes are different, the wavelength

λ=λai r /
p
εr e f f of these modes, namely λeven and λodd , are also different.

SECOND HARMONIC CONTROL

In a differential PA, the even harmonics appear open-circuit at the input of the balun.

However, the use of a QWTL impedance transformer at the input can provide very low

impedance levels for the even harmonics at the PA reference plane, which conflicts with

the loading conditions of class-E PA operation. To address this issue, the center of the

floating metal layer in the re-entrant λ/4 sections is connected to the ground by a via

at a distance of λeven/8 distance from the PA, as depicted in Fig. 5.6a. Therefore, thanks

to the tight coupling between the top and floating metal layers, the TL is AC-ground in

even-mode, thus seen as open-circuit by the PA at the second harmonic, as shown by the

EM simulation in Fig. 5.6b. In the odd-mode, the center of the floating metal is virtually

at ground, thus barely affecting the odd-mode impedance levels.

5.3. DIGITALLY CONTROLLED CLASS-E DOHERTY PA
In an RFDAC-based class-E digital Doherty PA, the output amplitude is directly modu-

lated by changing the effective width or RON of the final PA stage, as shown in Fig. 5.7a,

for a 10-bit Doherty DPA with two 9-bit DPAs. The input amplitude-control-word (ACW)
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Figure 5.7: (a) Simplified linearly sized single-ended class-E digital Doherty PA with compensated impedance

inverter, and (b) ACW and effective width of each branch vs. the input ACW.

varies between 0− ACWM ax = 1022, and the ACW of the main (ACWM ) and peak DPA

(ACWP ) both have a range of 0− ACWMP,M ax = 511. For ACW ≤ ACWMP,M ax , we have

ACWM = ACW and ACWP = 0. For ACW > ACWMP,M ax , as shown in Fig. 5.7b, with

the main DPA fully on (ACWM = ACWMP,M ax ), the peak DPA starts turning on (ACWP =
ACW − ACWMP,M ax ). Note that this is different than in a conventional Doherty PA op-

erated in transcendence mode where the input AM signal to the main PA continues to

increase.

The total drain capacitance (CD , including the transistors and interconnect para-

sitics) is tuned for class-E operation at ACWM (ACWP ) = ACWMP,M ax . Therefore, when

the main (peak) DPA is fully on, it operates in class-E mode. As the number of switching

transistors in the main (peak) DPA decreases (at PBO), the fundamental impedances be-

come complex with positive reactances, and the second harmonic impedances become

mostly negative reactances (capacitive), resembling the operation of a class-J PA [38, 39].

For small ACWM (ACWP ) (< 30), the voltage swing on the drain of the main (peak) DPA

is small, therefore its operation is similar to a current source with almost linear behavior

[25]. The CD change is rather small since all the devices in the output stage are always in

parallel. Thus, only their gate potential changes, which affects the CD to a small extent

(varying 110 fF in total from ACW = 1 to ACW = 511 for each DPA. This is equivalent to

a less than 3% change). Consequently, the variations of the CD for ACWM (ACWP ) > 30

do not change the intended class-E operation significantly.
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Using an analysis approach similar that of Chapter 4, the single-ended Norton-equivalent

linear time-invariant (LTI) model of the DPAs in the odd-mode is shown in Fig. 5.8a-

5.8d. Since the HWTL section of the compensated impedance inverter does not alter the

impedances seen by the main and peak PAs at center frequency fC (except for a phase

offset), the conventional QWTL is used for simplicity in the theoretical derivations. The

switching transistors are replaced by a series of parallel current sources representing the

harmonics of the drain current.

For theoretical simplicity, the amplitude of the fundamental is assumed to be propor-

tional to the total effective (switched-on) device width. The output resistance is mod-

eled in parallel to the current sources and inversely proportional to the total effective

width. Ideally, the series resonator only allows the fundamental component IH1 to pass

through. Therefore, by neglecting the higher harmonics and using the superposition

theory, the output signal equals VOU T =VOU T,M +VOU T,P where VOU T,M and VOU T,P are

the contributions of the main and peak DPAs to the output signal, respectively, and given

as follows:

VOU T,M = KM IH1

KM /RD0 + j (1−q2
D )/(q2

D LDω0)+ j LDω0/
(
4R2

L −4R2
L/q2

D + j 4RLLDω0(1+KP RL/RD0)
)

(5.3)

VOU T,P = KP IH1

KP /RD0 + j (1−q2
D )/(q2

D LDω0)+1/RL + j LDω0/
(
4R2

L −4R2
L/q2

D + j 4R2
LLDω0KM /RD0)

)
(5.4)

where RL is the load resistance seen from matching network, RD,0 is the output resis-

tance of a unit transistor with a width of W0, and KM and KP are the ratio of total width

of the activated sub-PA cells of the main and peak DPAs to the unit transistor, respec-

tively. LD is dc-feed inductance (implemented by wirebonds in this work), and ω0 is

the radian center frequency. Since the variation in the total output capacitance of the

transistors is small (< 3%), we consider CD to be constant. Therefore, the ACW-AM

and ACW-PM functions can be easily calculated as AMOU T =
√

V 2
OU T,Re +V 2

OU T,Im and

φOU T = arctan(VOU T,Im/VOU T,Re ). In contrast to the output phase, the normalized out-

put amplitude is not a strong function of qD , therefore by assuming qD = 1 for theoretical

simplicity, the output amplitude can be calculated as follows:
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AMOU T ≈ RD0IH1 ×
( KM

KM + R2
D0

4KP R2
L+4RL RD0

+ KP

KP + RD0
RL

+ R2
D0

4KM R2
L

)

≈ RD0IH1 ×
2KM KP R2

L +KM RLRD0

KM KP R2
L +KM RLRD0 +R2

D0/4

(5.5)

By assuming KM ,KP À RD0/RL , the normalized ACW-AM can be approximated by:

AMNor m(KM ,KP ) ≈ 4KM KP K 2
N L +2KM KN L

4KM KP K 2
N L +4KM KN L +1

(5.6)

where KN L = RL/RD0 is defined as the nonlinearity factor. In a linearly sized array, for

ACW ≤ ACWMP,M ax , KM = ACW and KP = 0, otherwise KM = ACWMP,M ax and KP =
ACW −ACWMP,M ax . The calculated ACW-AM/PM curves and the full circuit (differential

class-E digital PA with a real transistor model and TL-based Merchand balun) simulation

results are plotted in Fig. 5.9, showing a reasonable (ACW-PM) to good agreement (ACW-

AM) between the proposed model and the real circuit simulation results. As can be seen,

although a switch-mode (class-E) DPA is a nonlinear time-variant circuit, the proposed

LTI model provides good insight into predicting the nonlinearity behavior of the Doherty

DPA for the fundamental band.

5.4. SYSTEM-LEVEL DESIGN CONSIDERATION

As explained in the previous section, a Doherty DPA with a conventional uniform array

and single phase RF clocking is highly nonlinear as characterized by its static ACW-AM

and ACW-PM curves. Such nonlinearities are typically corrected using digital predistor-

tion (DPD), which can lead to nonuniform quantization effect [16, 25]. In addition, in

a polar PA, since the AM and PM signal paths differ, they will have different time de-

lays, thus requiring delay adjustments before reaching the final stage of the DPA. Fur-

thermore, in a Doherty configuration, the paths of main and peak PAs also differ, thus

requiring timing alignment between these two branches. In the following section, these

system-level design considerations are explained in more detail.

5.4.1. NONUNIFORM QUANTIZATION

While DPD is commonly used to linearize a nonlinear PA, the cascaded combination

of DPD and an N-bit digital-PA with a highly nonlinear ACW-AM curve, constructs a

nonuniform quantizer. Such a nonuniform quantizer cannot achieve the dynamic range
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Figure 5.8: Simplified single-ended Norton-equivalent LTI model of (a) the digital Doherty PA, (b) main DPA

for ACW < ACWMP,M ax , (c) main DPA for ACW > ACWMP,M ax , and (d) and the peak DPA for ACW >
ACWMP,M ax .
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Figure 5.9: Calculated and simulated ACW-AM and ACW-PM curves.
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Figure 5.10: (a) ACW-AM curve of a 10-bit Doherty DPA with and without an ideal DPD, along with the inverse

of the ACW-AM curve, and (b) the effect of a 10-bit nonuniform quantizer on the output spectrum, compared

with an ideal 10-bit quantizer and 13-bit nonuniform quantizer.

(DR) and linearity levels expected from an ideal N-bit quantizer (i.e. the digital PA). As il-

lustration, Fig. 5.10a plots the ACW-AM curve of a 10-bit Doherty DPA with and without

ideal DPD, the inverse of the ACW-AM curve, the probability distribution function (PDF)

of a typical QAM signal, and the zoomed-in view around the transition point where the

peak DPA starts operating. As can be seen, the quantization levels at small ACWs for both

the main and peak DPAs are much higher than at larger ACWs. This is due to the fact that

the slope of the non-linearized ACW-AM curve significantly deceases as the as the ACW

increases. The PDF of a QAM signal has its peak around the transition point, where the

slope suddenly increases as the peak DPA turns on. Therefore, the RMS power of the

quantization noise varies dynamically with variation in the signal’s amplitude, leading

to degradation of output spectral purity. In Fig. 5.10b, the effect of this phenomenon on

the output spectrum is shown and compared with an ideal 10-bit quantizer, and a non-

linear 13-bit DPA after ideal DPD. Compensating for such nonidealities requires about

2-3 extra bits in the DPA and all of the preceding digital processing blocks, in- creasing

the complexity, area and power consumption.
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Figure 5.11: (a) EVM and ACPR of a 64-QAM signal vs. AM-PM and main-peak timing mismatch normalized to

1/BW, and (b) block diagram of AM-PM and main-peak timing mismatch correction in a digital polar TX with

Doherty DPA.

5.4.2. AM - PM TIMING MISMATCH

The AM and PM signals in a polar TX are separated from each other. After the CORDIC

block at the input, the baseband digital AM signal can be directly applied to the digital

PA array, while the digital baseband phase data are first up-converted to the RF carrier

signal by a phase modulator, thus becoming a passband signal, and then applied to the

digital PA cells. Consequently, these two signals pass through totally different channels

with different timing delays. Because of the bandwidth expansion of the AM and PM sig-

nals, any timing mismatch will significantly degrade the adjacent-channel-power-ratio

(ACPR) and EVM. Increasing the input signal bandwidth makes it even more challeng-

ing to achieve good linearity since it directly increases the impact of the time align-

ment errors, as shown in Fig. 5.11a. For example, for a signal bandwidth of 32 MHz, the

timing mismatch should be less than 100 ps to reach enough margin for ACPR<-50 dBc

and EVM<-45dB after linearizion. Therefore, as shown in Fig. 5.11b, tunable delay cells

should be used in the AM and/or PM signal paths to correct for the timing mismatch

between them.



5.5. CIRCUIT-LEVEL LINEARIZATION

5

121

5.4.3. MAIN - PEAK TIMING MISMATCH

In a Doherty PA, the output signals of the main and peak DPA pass through transmis-

sion lines of different length, thus resulting in different delays, which can degrade the

ACPR and EVM significantly. The simulated effect of such timing mismatch on the ACPR

and EVM is shown in Fig. 5.11a. In a typical analog Doherty PA, as shown in Fig. 5.2a,

the output of the main PA passes through a QWTL, while at the input, the input of the

peak PA passes through a QWTL. Therefore, the overall input/output signals of the main

and peak DPA are automatically self-aligned and there is ideally no timing mismatch

between them (note that in practical implementations, the different impedance termi-

nations of the lines can strongly degrade this property). However, in a digital Doherty

PA as shown in Fig. 5.11b, while the phases of the carrier signals are corrected by apply-

ing a 90◦ phase offset, the output signals are not automatically self-aligned. Therefore,

this delay difference should be compensated accurately, which can be done in the digital

domain using fractional delays realized as FIR filters. Furthermore, as can be seen from

Fig. 5.11a, the EVM and ACPR are more sensitive to main-peak timing mismatch than

AM-PM timing mismatch.

5.5. CIRCUIT-LEVEL LINEARIZATION

As explained in 5.4.1, a digital Doherty PA is in fact so nonlinear that even with ideal DPD,

the nonlinearity lowers the effective number of bits, thus reducing the dynamic range of

the output signal [16]. In this work, the digital PAs are made intrinsically linear by using

three different circuit-level techniques: nonlinear sizing and overdrive-voltage control

for ACW-AM correction, and multiphase RF clocking for ACW-PM correction [23–25].

Therefore, not only the burden on DPD to reach strict cellular wireless standards is re-

duced, but also the ACW-AM and ACW-PM distortions are corrected enough to pass the

WiFi mask even without DPD. In the following section, these techniques are described

in detail.

5.5.1. ACW-AM CORRECTION

In a conventional digital PA (Fig. 5.7a), the sub-PA cells in the array are sized linearly,

meaning that as the input ACW increases, the effective width of the total active cells

(WE f f ) increases linearly. Linear sizing can result in substantial ACW-AM distortion as

shown in Fig. 5.7b. Assuming a width of W0 for a unit cell, the effective width of the array

is ACW.W0. In this work, as shown in Fig. 5.12a, in order to linearize the ACW-AM con-
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Figure 5.12: (a) Concept of nonlinear sizing to its full extent in a digital Doherty PA, and (b) the total width of

the main and peak DPA vs. ACW along with the resulting linear ACW-AM curve.

version, the sub-PA cells in both the main and peak are sized nonlinearly, meaning that

as the ACW increases, the effective size of the total active cells increases nonlinearly. As-

suming an N-bit fully thermometer-coded array comprising 2N −1 cells, the transistors

corresponding to small ACWs are sized smaller than W0, and the transistors correspond-

ing to large ACWs are sized larger than W0. This yields a linear ACW-AM conversion, as

shown in Fig. 5.12b. By calculating the inverse function of (5.6) for a main and peak DPA,

and then scaling its maximum to the same total width of ACWMP,M ax .W0, the widths of

the main DPA transistors corresponding to each ACWM are initially calculated by:

WE f f ,M ,N L[ACW ] = ACWM .W0

1+4KN L(ACWMP,M ax − ACWM )
(5.7)

and the widths of the peak DPA transistors corresponding to each ACWP are given by:

WE f f ,P,N L [ACW ] =W0
FW P ACWMP,M ax KN L +FW P /4− ACWMP,M ax KN L/2

ACWMP,M ax K 2
N L −FW P K 2

N L ACWMP,M ax
(5.8)

where FW P is given by:
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Figure 5.13: (a) Concept of segmented nonlinear sizing shown for a digital PA, and (b) the resulting ACW-AM

curve for a Doherty DPA with 8 segments in each main/peak DPA.

FW P = ACWP
AMNor m(ACWMP,M ax , ACWMP,M ax )− AMNor m(ACWMP,M ax ,0)

ACWMP,M ax

+ AMNor m(ACWMP,M ax ,0)

(5.9)

Due to the impact of other nonidealities, it is more practical to extract WE f f by simu-

lating the ACW-AM curve of a linearly sized digital PA, then calculating the inverse curve

and scaling its maximum to ACWMP,M ax .W0. Using (5.7), the width of each transistor

corresponding to each ACW is calculated by WE f f ,N L[ACW ]−WE f f ,N L[ACW −1]. Ob-

viously, for a nonlinearly sized N-bit digital PA, this results in 2N −1 different transistors

sizes, requiring fully thermometer coding, which results in high power consumption in

the drivers stages. Therefore, in order to benefit from the well-known binary-unary seg-

mentation [40] reduction of the array complexity and power consumption, segmented

nonlinear sizing is used in this work. In a segmented nonlinearly sized digital PA, as

shown in 5.13a, the array is divided into N segments with the same ACW range but dif-

ferent total sizes. While the effective size of the active cells inside each segment increases

linearly, the overall effective size of the total active cells increases nonlinearly such that

the resulting WE f f [ACW ] curve is a piece-wise linear version of the original fully non-

linearly sized WE f f [ACW ] curve. Since the cells inside each segment are sized linearly,

it is possible to apply binary-unary segmentation to reduce the power consumed by the

drivers. By increasing the number of the segments, the overall linearity improves. As it
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Figure 5.14: Concept of multiphase RF clocking for ACW-PM correction shown for a nonlinearly sized Doherty

DPA.

is shown in Chapter 4, 8 segments are enough to lower the ACPR and EVM to an accept-

able level with enough margin for other sources of nonlinearity. The simulated ACW-AM

curve of a segmented nonlinearly sized Doherty DPA with 8 segments in each main/peak

DPAs is plotted in 5.13b, showing significant improvement in ACW-AM linearity over a

Doherty DPA using uniformly sized arrays.

As can be seen from (5.7) and (5.8) for a nonlinearly sized array, the optimum sizes

of the sub-PA cells depend on the nonlinearity factor KN L = RL/RD0. However, after

fabrication or during the operation of the chip, the load or frequency may change, which

will change RL . In addition, the process/voltage/temperature variations will change RD0,

thus changing KN L from its desired design value. Consequently, the resulting ACW-AM

curve will deviate somewhat from its optimum linearity in a practical implementation.

To correct for this, we can tune KN L by tuning the on-resistance of the transistors. Since

RD0 = (W0/L×Kn×VOD )−1, we can tune KN L by controlling the overdrive-voltage VOD . To

facilitate this, the VDD of the buffers that drive the output transistors is tuned. Therefore,

since the peak voltage of the RF clock changes, changing the overdrive-voltage VOD =
VGS −VT H , the ACW-AM curve can be linearized back to its desired level.

5.5.2. ACW-PM CORRECTION

In a conventional digital PA with single-phase RF clocking, all of the sub-PA cells are

driven by the same (modulated) RF clock. In energy-efficient class-E PAs, in digital PAs

which relies on reactive loading, the variation in the on-resistance of the transistor with

ACW variations yields significant ACW-PM distortion, as shown in Fig. 5.9. To correct
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for this, a concurrent multiphase RF clocking technique is used to reduce the ACW-PM

conversion. For a single digital PA line-up, the resulting AM-PM curve using five multi-

phase RF clocks is shown in Fig. 5.14. In this technique, different phases of RF clocks are

applied to the various segments of the digital PA array. The output currents of these seg-

ments are summed, thus the overall output phase is averaged, resulting in a considerable

reduction in ACW-PM distortion.

The delayed RF clocks are generated by a bank of delay-lines. Since their delay can

change due to PVT variations, or the ACW-PM curve itself can also change due to vari-

ations in the load or frequency, the delay lines are designed to be partly digitally pro-

grammable in order to compensate for the PVT / load / frequency variations. Once the

ACW-PM is flattened, the normalized ACW-AM curve will be still almost identical to

that of a single-phase nonlinearly sized digital PA. Therefore, no dynamic modification

is needed for each ACW. Once the delay offsets are programmed they are fixed during the

normal operation. The required phase offsets are roughly proportional to the phase error

of each segment with respect to the output phase at maximum ACW. In practice, during

the design process or chip operation, the delay offsets can be found using an iterative

algorithm, as proposed in [25].

5.6. IMPLEMENTATION AND FABRICATION

5.6.1. CMOS CHIPS

Since the load seen by the mean and peak DPA are not the same (except at peak power),

their ACW-AM and ACW-PM curves are also different. Therefore, two chips with the

same structure but different nonlinearly sized segments and delay offsets have been de-

signed. The overall block diagram of the chips as well as the conceptual layout of the

nonlinearly sized array are shown in Fig. 5.15. Since the sub-PA cells of the 8th segment

are very large, they are implemented in two parallel rows, each with half the size of seg-

ment 8, as shown in Fig. 5.15b. The arrays of the main and peak DPAs are both 9-bits,

each with a total width of 2.555 mm distributed over 8 segments with different sizings,

as shown in Fig. 5.15c . Each segment consists of 16 thermometer-coded MSB cells and

three LSB cells, which are 1 /16 and 1 /64 the total size of each segment, respectively.

In order to control the overdrive-voltage, a programmable on-chip low-drop-out (LDO)

voltage regulator has been designed, as depicted in Fig. 5.16a. The input reference volt-

age of the LDO is controlled by a 6-bit R-2R digital-to-analog converter (DAC), while the

output voltage of the LDO supplies the positive dc voltage of the buffers which drive
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Figure 5.15: (a) Overall structure of main/peak DPA, (b) the conceptual layout of the nonlinearly sized array

where only the output MSB transistors are shown, and (c) the realized sizing of the MSB sub-PA cells of the

main and peak DPA compared to a conventional uniform array with the same total size.

the output transistors. In each chip, there is only one LDO for the entire array. The

LDO is capable of driving 50 mA with a resolution of 10−12 mV. The input RF-clock and

BB-clock are amplified by on-chip differential amplifiers and then converted to single-

ended clocks. Although the input RF clock amplifier and the digital buffers are designed

to have a 50 % duty cycle, in practice due to the PVT variations, the duty cycle might

change, degrading the output power/efficiency or linearity. Therefore, an on-chip 6-bit
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Figure 5.16: (a) 6-bit programmable LDO for overdrive voltage tuning and the sub-PA unit cell circuit, and (b)

6-bit programmable duty-cycle correction (DCC) circuit.

programmable automatic duty cycle correction (DCC) circuit, shown in Fig. 5.16b, has

been designed to compensate for such practical nonidealities. The DCC first monitors

the dc voltage of the RF clock comparing it with a reference voltage supplied by a 6-bit R-

2R DAC, then adjusts the dc voltage of the RF clock path. Because of the voltage clipping

caused by the digital buffers, changing the offset voltage of the RF clock modifies the duty

cycle within a control range of 33 %−66 %. The output of the DCC is applied to the multi-

phase RF clocking generator, which consists of 5 fine resolution single-ended delay lines.

The outputs of the 1st to 5th delay offsets are applied to the segments 1−2, 3−4, 5−6, 7 and

8, respectively. The required resolution of delay offsets is less than 6 ps, which is realized

with 4-bit programmable Vernier (relative) delay lines to cover the PVT / frequency / load

variations [25]. The outputs of the delay lines are converted to differential signals before

being applied to the digital PA array. Furthermore, clock gating is applied in the paths of

the RF clocks to reduce the drivers’ power consumption in the power backoff range.

In order to correct for the timing mismatch between the AM and PM paths, a dig-

ital 10-tap FIR filter is implemented on-chip as a fractional delay cell [41] in the path

of the ACW data, as depicted in Fig. 5.15a. The coefficients of the filter are given by

h[n] = si n[π(n −∆)]/[π(n −∆)], in which n is the tap index and ∆ is the desired delay

as a fractional of sampling time TS = 1/FS , which is the group delay of the FIR filter. For

example, for a delay of 200 ps with a 500 MHz sampling rate, the impulse response (co-

efficients) and frequency response of the FIR filter are plotted in Fig. 5.17a and 5.17b.

The chips are fabricated in 40 nm bulk CMOS. The core area of each DPA including the

multiphase RF clocking and LDO blocks is 0.8 mm×0.3 mm. The die micrograph of the

two chips (main and peak DPA) is shown in Fig. 5.18. The LDO settings, delay offsets,
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Figure 5.17: (a) Impulse response (coefficients), and (b) the frequency response of the FIR-based digital frac-

tional delay for a delay of 200 ps with a sampling rate of 500 MHz.

1

Peak DPA

Main DPA1

Peak DPA

Main DPA

Figure 5.18: Die micrograph of the main and peak DPAs.

and coefficients of the FIR filter are programmed via a SPI interface. The input ACW data

are also loaded via the SPI interface to an on-chip 4 K-sample SRAM memory. During

normal operation, the stored ACW data words are read out in a loop to be fed to the DPA

array using the BB clock.
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Figure 5.19: (a) Conceptual structure of the proposed Doherty matching network, (b) connection of the DPA to

the matching network, and (c) final realization of the proposed Doherty matching network.

5.6.2. BALUN AND MATCHING NETWORK

In this work, the compensated impedance inverter is combined with a Marchand balun

with re-entrant coupled lines to form the wideband load network of the proposed Do-

herty DPA, as depicted in Fig. 5.19a. The wire bonding structure connecting DPA chips to

the matching network is shown in Fig. 5.19b. The re-entrant coupled lines are adopted
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to achieve tight coupling without violating the stringent fabrication design rules. The

design parameters for the re-entrant type coupled lines are εr 1 = 10.2, H1 = 0.13 mm

and εr 2 = 3.0, H2 = 0.75 mm. The width of the top metal layer lines is W1 = 1.5 mm with

S = 0.2 mm spacing, and the width of the middle metal layer is W2 = 3.2 mm, resulting

in Z0e = 71Ω and Z0o = 7.5Ω impedances for the main DPA. The even- and odd-mode

wavelengths at f0 = 2.5 GHz are around λeven = 59mm and λodd = 36mm. The λodd /4

and λodd /2 re-entrant coupled (differential) TL sections are placed in front of the main

and peak DPA, respectively (as described in Section 5.2.2), to create a wideband com-

pensated impedance inverter, and also to connect them to the Marchand balun.

The Marchand balun is optimized to compensate for the non-perfect ground (via in-

ductance) and port transitions. A λ/4 transmission line is placed after the Marchand

balun to match 50Ω. Moreover, since creating blind vias (e.g., from the middle layer to

the bottom), is not practical, two islands with a through via from the top metal layer

to the bottom ground plate, as shown Fig. 5.19c, are placed at an optimized distance in

front of the main and peak DPA to provide a second harmonic open impedance. Due

to nonideal effects, in practical situations this distance is slightly different from λeven/8.

Furthermore, besides the use of the compensated λodd /4 λodd /2 Doherty power com-

biner, the succeeding cascaded impedance-stepped TL sections, further increase the

bandwidth.

5.6.3. OVERALL IMPLEMENTATION

The main and peak chips are mounted on an FR-4 PCB, while the Marchand balun is im-

plemented separately on a two-layer Rogers material PCB, as shown in Fig. 5.20a. The

top layer of the matching network is Rogers-3003 and the bottom layer Rogers-3010.

Both of the PCBs are mounted on an FR-4 substrate as the base. The area of the match-

ing network PCB is 41.4 mm×32 mm. The inductances of the shunt and series resonators

are implemented by 3 and 4 parallel wire bonds respectively, as shown in Fig. 5.20b. Chip

capacitors are used to complete the implementation of the series resonator, and to re-

alize the decoupling capacitors of the dc feed. The assembly structure of the PCBs with

DPA chips, wire bonds and the chip capacitors for the RF and dc feed connection and

decoupling is shown in Fig. 5.20c. Transformer-based RF baluns are used on the FR-4

PCB to convert the single-ended clocks to differential ones before feeding them to the

DPA chips.
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Figure 5.20: (a) PCB photograph, (b) the structure of wire-bonding the DPA chips to the matching network,

and (c) the side view of the dc feed/decoupling and RF path connections.
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Figure 5.21: Measurement setups used for (a) static, and (b) dynamic measurements.

5.7. MEASUREMENT RESULTS

5.7.1. STATIC MEASUREMENTS

Two different measurement setups are used for the static and dynamic measurements

as shown in Fig. 5.21a and Fig. 5.21b, respectively. In the static measurements, a signal

generator with a power divider is used to provide the BB clock for both DPAs, and another

signal generator with a hybrid power divider is to provide two RF clocks with a 90◦ phase

difference for the main and peak DPAs. The BB clock frequency is 500 MHz, which is

limited by the readout speed of the SRAM used to store the data, while the RF clock
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Figure 5.22: Measured (a) POUT at full power and power backoff for different VDDMain, (b) drain efficiency with

VDDMain = 0.6 V vs. center frequency, (c) drain efficiency, and (d) power-added efficiency with VDDMain = 0.6 V

vs. output power.

varies between 2−3 GHz.

POWER/EFFICIENCY MEASUREMENT

The output power (POUT), drain efficiency (DE) and power-added efficiency (PAE) are

measured with different VDDs ranging from 0.5 V to 0.7 V, for CW output signals over the

frequency range of 2 GHz−3 GHz, both at full power (ACWM = ACWP = 511) and back-

off power (ACWM = 511, ACWP = 0). The ACW data are generated in MATLAB and then

loaded into the on-chip SRAMs. The output power is measured using a power meter. The
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Figure 5.23: Measured static (a) ACW-AM, and (b) ACW-PM at FC = 2.5 GHz without using DPD, compared to a

simulated digital Doherty PA using conventional uniformly sized output stages.

PAE includes the power consumption of all the main building blocks on the chips, such

as the power, sub-PA drivers, digital decoder/encoders, multiphase RF clocking circuit,

DCC and LDO. The measured peak and backoff output power over the 2 GHz−3 GHz

range are shown in Fig. 5.22a, which range from 16 dBm to 19 dBm, and 10.6 dBm to

13.6 dBm, respectively. The measured peak and backoff DE over the 2 GHz−3 GHz range

are shown in Fig. 5.22b. As can be seen, DE is more than 50% within the 2.35 - 2.8 GHz

frequency range. The efficiency at the backoff power level is within 10% of its maximum

value over a 750 MHz span, while equivalent to 30% relative bandwidth. At FC = 2.4 GHz

with VDD Main = 0.6 V and VDD Peak = 0.7 V, the peak/backoff DE and PAE are 57 % / 52 %

and 36 % / 25 %, respectively. The DE and PAE are plotted versus output power in Fig. 5.22c

and Fig. 5.22d, showing a well-shaped Doherty efficiency curve.

LINEARITY MEASUREMENT

Using a similar measurement setup, the static linearity is measured using a spectrum an-

alyzer at the output to down-convert and digitize the output signal to digital baseband.

Since the input signal to the DPAs is digital, it is easy to generate a perfect quantized

triangle (or ramp) signal for measuring the ACW-M and ACW-PM conversion curves.

For this purpose, a 4096-sample triangle signal is generated in MATLAB, from which the

main ACWM and peak ACWP signals are created, then loaded into the on-chip SRAMs.

These SRAMs are read out in a loop with a 500 MHz clock frequency, creating a 122.07 KHz
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Figure 5.24: Measured results of a 16 MHz OFDM signal at FC = 2.5 GHz: output spectrum (a) without DPD,

and (b) with ILC DPD; (c) ACW-AM with and without ILC DPD, and (d) ACW-PM with and without ILC DPD .

triangle waveform as the input signal for the DPA branches. The digital down-converted

output data are processed in MATLAB to extract the ACW-AM and ACW-PM curves. The

delay mismatch between the main and peak branches is also measured. The integer part

is compensated in MATLAB, while the fractional part is programmed into the chips. The

resulting static linearity curves are measured at FC = 2.5 GHz. These results are plotted in

Fig. 5.23. As can be seen, compared to a Doherty DPA with conventional segmentation,

the proposed Doherty DPA shows a significant improvement in the linearity without us-

ing any DPD.
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Figure 5.25: Measured spectrum of a 32 MHz OFDM signal at FC = 2.5 GHz with ILC DPD.

5.7.2. MODULATED SIGNAL MEASUREMENTS

The proposed Doherty DPA is also measured with modulated signals using the measure-

ment setup shown in Fig. 5.21b. The input I/Q signal is converted to digital AM and PM

signals in MATLAB with FS =500 MHz. A 12 GSa / s arbitrary waveform generator (AWG)

is used to generate phase modulated RF signals. For this purpose, the phase data are

up-converted in MATLAB to a 2.5 GHz sine-wave and then loaded into the AWG. The

AM data are converted to ACWM and ACWP , and loaded into the on-chip SRAM mem-

ories running at 500 MHz. The BB clocks are generated using a signal generator with

a power divider. Similar to the static measurements, the delay mismatch between the

main and peak branches as well as the AM and PM signals are compensated both in

MATLAB for the integer part, and in the on-chip FIR filters for the fractional part. The

output spectrum of a 16 MHz OFDM with PAPR = 8.1 dB is measured with and without

using DPD as shown in Fig. 5.24a and Fig. 5.24b. The measured ACPR and EVM with-

out DPD are -41 dBc and -36 dB, respectively. By using a simple DPD based on iterative

learning control (ILC) with an LUT [16] (which will be described in detail in Chapter 6),

the measured ACPR and EVM are -52 dBc and -50 dB, respectively. The measured ACW-

AM and ACW-PM curves of the 16 MHZ OFDM signal, with and without ILC DPD, are

shown in Fig. 5.24c and Fig. 5.24d. The output spectrum of a 32 MHz OFDM signal is

also measured with ILC DPD, as shown in Fig. 5.25. The measured ACPR and EVM with
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ILC DPD are -48 dBc and -48 dB, respectively. Table 5.1 summarizes and compares the

performance of this work with the prior art digital Doherty PAs.

5.8. CONCLUSION

A highly linear wideband class-E CMOS digital Doherty power amplifier is presented.

Closed-form equations are extracted to predict the ACW-AM and ACW-PM curves. By

using a wideband Marchand balun with re-entrant coupled lines for the output match-

ing network, more than 50 % drain efficiency (DE) at a ∼6 dB power backoff (PBO) level

within the 2.35 - 2.8 GHz frequency range is achieved. The drain efficiency at 6dB-PBO

is within 10 % of its maximum value over a 750 MHz span, which is equivalent to 30 %

relative bandwidth. The measured peak / 6 dB-PBO POUT, DE and PAE at 2.4 GHz are

17.5 / 12.2 dBm, 57 / 52 % and 36 / 25 % with VDD Main / Peak = 0.6 / 0.7 V. The linearity is

significantly improved by the nonlinear sizing of the DPA arrays, along with overdrive-

voltage control, and concurrent multiphase RF clocking, as well as accurately compen-

sating the time/phase mismatch between the main and peak branches and the AM and

PM signals. In order to achieve maximum intrinsic linearity, two different chips with the

same architecture, but with different design parameters, are fabricated as the main and

peak amplifiers. Measured results show a -41 dBc ACPR and -36 dB EVM for a 16 MHz

OFDM signal at 2.5GHz without using DPD. By using DPD, the measured ACPR and EVM

of the 16 MHz OFDM signal are -52 dBc and -50 dB, respectively. For a 32 MHz OFDM

signal, the measured ACPR and EVM are -48 dBc and -48 dB, respectively.

The proposed concept in this work is scalable to higher power levels. Future versions

will include on-chip phase-modulators and complete (both integer and fractional) de-

lay calibration blocks, eliminating the need for any off-chip phase modulation or signal

processing.
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6. DIGITAL PREDISTORTION AND SYSTEM-LEVEL CONSIDERATIONS TO FURTHER PUSH

THE LINEARITY LIMITS OF A POLAR DPA

6.1. INTRODUCTION

I N previous chapters, we have shown that compared to a conventional DPA design,

by using the novel circuit-level linearization techniques as depicted in Fig. 6.1, a DPA

can be designed to be linear enough such that it can operate without DPD while still

meeting the spectral masks of wireless applications. However, considering the DPA as

an RF digital-to-analog converter (RFDAC), one may wonder: what are the minimum

EVM and ACPR that are achievable even with an ideally linear DPA, and how can we

reach those limits?

In this chapter, first, the most significant limiting factors of the EVM and ACPR in a

DPA are discussed, and the approach to push further improve them is explained. Second,

it is shown how to optimally predistort a DPA using the iterative learning control (ILC)

technique [2] to reach the theoretical limits given by the quantization noise in combina-

tion with other system- and circuit-level techniques. Finally, based on the ILC technique,

a novel real- time direct-learning DPD technique is proposed, which in contrast to con-

ventional direct-learning DPD, extracts its parameters directly using the LS algorithm.

The latter has been experimentally verified by measurement results.

6.2. LINEARITY LIMITS OF A POLAR DPA

A switch-mode DPA typically shows significant static nonlinearities, which normally can

be corrected using on-chip LUT-DPD. Compared to an analog PA, in a well designed DPA,

the memory effects are typically smaller, since only the bias connection of the final stage

tends to contribute to these memory effects. Nevertheless, besides their dynamic and

static nonlinearities, there are four other limiting factors in a digital polar TX, namely:

bandwidth expansion of the AM and PM paths, timing mismatch between the AM and

PM paths, aliasing of residual sampling spectral replicas of the AM and PM signals, and

nonuniform quantization noise. The first two factors are shared with a conventional ana-

log polar TX; their impact on linearity and maximum achievable bandwidth have been

discussed in Chapter 2. For example, as depicted in Fig. 1.6c, the normalized AM-PM

mismatch for an EVM and ACPR below -60dB/dBc should be less than 0.11%, meaning

that for a 20 MHz bandwidth, the timing mismatch should be better than 55 ps. The ef-

fect of the latter two will be discussed in the following sections.
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Figure 6.1: (a) Conventional digital Polar TX with a switch-mode DPA showing ACW-AM and ACW-PM nonlin-

earities, and (b) a linearized DPA using nonlinear sizing, overdrive-voltage control, and multiphase RF clock-

ing.

6.2.1. ALIASING OF THE RESIDUAL SAMPLING SPECTRAL REPLICAS

In a digital polar TX, since there is no explicit reconstruction baseband filter other than

the natural zero-order-hold (ZOH) operation of the RFDACs, the residual SSRs of the

baseband AM and PM signals will mix with the RF carrier and its harmonics, folding

back into the desired band. This phenomenon is shown in Fig. 6.2a. For example, with

a sampling frequency (FS ) equal to the carrier frequency (FC ), the residuals of the 2nd

and 4th SSR will mix with the 3r d harmonic of the carrier and map directly to FC . By

decreasing FS to FC /4, SSRs smaller than the 8th ones will not fold back by mixing with

the odd harmonics. On the other hand, further decreasing FS leads to the aliasing of

the skirt of the 1st SSR (with expanded bandwidth) to the desired frequency band, as

shown in Fig. 6.2b for wideband signals (BW=128-256 MHz). By filtering the SSRs of the

PM signal, the ACPR and EVM improve, as shown in Fig. 6.2c. Therefore, in this work,

in order to achieve the maximum spectral and in-band purity, SSRs of the PM signal are
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removed by up-sampling and filtering the phase in the digital domain. Nonetheless, by

carefully selecting FS for a given FC , it is possible to minimize the impact of the aliasing

SSRs on the achievable spectral purity. Even for narrowband (e.g. 16 MHz) signals, the

ACPR and EVM improve by up to 3-4 dB after filtering the SSRs of the PM signal. Further

improvement will be achieved by using DPD and precise AM-PM delay matching.

6.2.2. NONUNIFORM QUANTIZATION NOISE

Considering the DPA as an RFDAC, its output quantization noise defines the limit on the

accuracy of the transmitted signal, impacting both the ACPR and EVM. For an ideally

linear RFDAC with N -bits resolution and an FS sampling rate, the quantization noise

(QN ) within the bandwidth BW can be calculated by [3]:

QN (dBc) =−6.02 N −1.76+PAPR −10 log
( FS

BW

)
(6.1)

where PAPR (dB) is the peak-to-average power ratio. In an ideal RFDAC, EVM is almost

equal to the quantization noise [4]. Equation 6.1 assumes that the quantization noise is

uniform versus the input signal amplitude. However, in a conventional energy-efficient

nonlinear DPA, the quantization error is a different value for each AM codeword (see

Fig. 6.3c). For example, as depicted conceptually in Fig. 6.3a for a low resolution DPA,

the normalized transfer function at ACW = 1 is ∼ 3× bigger than a linear DPA, resulting

in∼ 10dB loss of dynamic range. This manifests itself in the output spectrum by increas-

ing the in-band and close-in, out-of-band noise floor, as shown in Fig. 6.3b. Therefore,

even with ideal DPD, the ACPR and EVM will be higher than the value expected from 6.1.

However, by using the aforementioned proposed circuit-level linearization techniques,

the quantization noise of a DPA can be made almost uniform, as shown in Fig. 6.3c, al-

lowing a minimum ACPR and EVM to be achieved in combination with a proper DPD.

Figure 6.4 shows the simulated ACPR and EVM as well as the calculated QN (dBc) for a

16MHz OFDM signal with PAPR = 9.2 dB, up-sampled to FS = 500 MHz (using a root-

raised-cosine (RCC) FIR filter with β= 0.1,Span = 50), and quantized by an ideal N -bit

DPA. For example, with N = 9-bits, the ideal EVM/ACPR is about -61.7 dB / dBc for a

16MHz OFDM signal.
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Figure 6.2: (a) Residual sampling spectral replicas (SSRs) of AM and PM signals, (b) simulated output spectrum

of a digital polar TX with FC = 2 GHz, BW0=128 MHz, and a square wave carrier signal before and (c) after

filtering the SSRs of the PM signal.
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Figure 6.3: (a) Exaggerated ACW-AM curves of a nonlinear DPA, a linearized nonlinear DPA w/ DPD as a

nonuniform quantizer, and an intrinsically linear DPA as a uniform quantizer, (b) resultant simulated out-

put spectra, and (c) normalized quntization error (LSB) of a nonlinear DPA with DPD and the proposed intrin-

sically linear DPA with DPD compared to an ideal linear DPA.
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Figure 6.5: (a) Concept of the ILC technique with an almost linear DPA, and (b) block diagram of the ILC

technique assisted by LUTs for fast convergence.

6.3. LINEARIZATION OF DIGITAL POLAR TRANSMITTERS

6.3.1. LINEARIZATION USING ILC WITH LUTS

The goal of predistortion is to modify the input signal of a PA such that the resultant

output signal is a linearly scaled copy of the TX input signal. However, as mentioned

in Chapter 3, this is not a trivial problem because initially we do not know exactly what

should be the output of the DPD (i.e. input of the PA) to make sure that the baseband

equivalent of the PA output will be a scaled copy of the original input signal. If we had the

ideal output signal of the DPD, then this would become a classic identification problem

which could be solved easily using the LS algorithm.
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Here, a novel DPD technique is proposed which solves this problem by finding the

expected output signal of the DPD so that the LS algorithm can be used to estimate the

DPD model parameters. This DPD is based on the ILC technique, which is employed to

find the input of a system by iteratively subtracting the feedback error signal from the

input until the desired output is generated within an acceptable range. Consequently,

with the optimum input and output, the parameters of the mathematical DPD can be

simply estimated using the LS algorithm.

In this work, static LUTs are used to increase the convergence rate of the ILC tech-

nique. The concept and block diagram of this technique is shown in Fig. 6.5. For a

given sequence of a TX input signal X = [x(0) x(1)... x(N )]T , the optimum input signal

U = [u(0) u(1)...u(N )]T to the LUT is found after a few iterations until the normalized

output signal Y = [y(0) y(1)... y(N )]T is equal to X with an acceptable accuracy. The

combination of LUT-DPD and a DPA can be modeled as follows:

Y =U +E(U ) , U0 = X , (6.2)

where E(U ) is the error caused by distortion. Thanks to the LUTs, the error signal is much

smaller than the desired signal. Consequently, we assume that the DPA gain is normal-

ized and any change in the input signal appears almost equal at the output. Therefore,

after one iteration, we obtain:

U1 =U0 −E(U0) ⇒ Y1 = X −E(X )+E(X −E(X )), (6.3)

Since the distortion error E is much smaller than X , E(X ) and E(X −E(X )) are almost

equal, we obtain Y1 ≈ X . By iteratively calculating the error signal and subtracting it from

the TX input signal X , we obtain the DPA input signal UK after K iterations as follows:

UK = (
ΣK

i=0µ
i )X −ΣK−1

i=0 µ
K−i Yi , (6.4)

where µ is the convergence gain. For a highly nonlinear DPA, the ILC algorithm assisted

by LUTs reaches the desired ACPR / EVM performance after 2-3 iterations, compared to

the basic ILC algorithms [5, 6], which needs 4-5 iterations.

6.3.2. PROPOSED ILC-INSPIRED DIRECT-LEARNING DPD

Since the ILC algorithm is an offline linearization technique, therefore, a new real-time

direct-learning DPD technique, based on 6.4 is proposed. In this approach, the behav-

ioral model of LUT-DPD and a DPA together are estimated based on a GMP model [7].
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Figure 6.6: Block diagram of the proposed DPD: (a) general, and (b) simplified form.

An LS algorithm estimates the model parameters by the following:

Ai = (M H
i Mi )−1M H

i Yi , (6.5)

where Mi is the basis function matrix of signal vector U in the i th iteration. Compared

to other DPD algorithms, this technique does not introduce more computational com-

plexities, as it uses the same conventional techniques to find the pseudo-inverse matrix

(M H
i Mi )−1M H

i . In practice, solving the system of equations of M H
i Mi Ai = M H

i Yi is faster

and more power-efficient than computing the pseudo-inverse of Mi to find Ai [7].

After the LUT-DPD, the phase signal is again up-sampled and interpolated in the

digital domain to remove the SSRs of PM path. Next, in the DPD blocks, the GMP model

parameters of the combined LUT+DPA are updated and the output signal is estimated as

yE ,i , which is equivalent to the i th iteration of the ILC algorithm. The block diagram of

the proposed DPD is shown in Fig. 6.6a. Each LUT+DPA model block is linked to an itera-

tion step in the ILC algorithm. Therefore, the model parameters can be slightly different

from each other, since they are estimated from different input/output signals. However,

for simplicity, the same DPA model can be used for all of the cascaded blocks. Further-

more, the convergence gain µ is set to 1 for a faster convergence. In this case, the pro-
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Figure 6.7: Conceptual block diagrams of (a) conventional direct-learning DPD and (b) conventional indirect-

learning DPD compared to (c) the proposed direct-learning DPD.

posed DPD can be modeled as:

uK [n] = (K +1)x[n]−ΣK−1
i=0 yE ,i [n]. (6.6)

Consequently, thanks to the nonlinearity order reduction from the LUT-DPD and

DPA combination, only one DPA-model block is sufficient. Therefore, the proposed DPD

is simply modeled as follows:

u[n] = 2x[n]− yE [n]. (6.7)

The simplified structure of the proposed DPD is shown in Fig. 6.6b. The ILC-based DPDs

in [5, 6] need two steps: first to find the optimum output of DPD interactively by apply-

ing the ILC technique, and second to extract the DPD model parameters. In contrast,

the proposed DPD in this work only needs one step, which is basically extracting the

PA model parameters using the LS algorithm and then directly using it in the DPD. Fur-

thermore, as depicted conceptually in Fig. 6.7c, the proposed DPD is a direct-learning

DPD in which, in contrast to conventional indirect-learning DPDs (Fig. 6.7a), the DPD

parameters are directly extracted using the LS algorithm similar to an indirect-learning

DPD (see Fig. 6.7b), but without the accuracy penalty of applying the post-inverse of the

PA instead of its pre-inverse.

6.4. MEASUREMENT RESULTS

To test the proposed DPD approaches, a digital polar nonlinearly-sized CMOS DPA with

multiphase RF clocking is tested in the measurement setup shown in Fig. 6.8. A Keysight

M8190A 12 GSa/s AWG is used for generating both the RF PM signal and the baseband

sampling clock. The input I/Q signals are converted to amplitude and phase in MATLAB

with FS = 500 MHz. Next, the phase data are up-sampled, and the SSRs are filtered. Then
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Figure 6.8: Measurement Setup.
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Figure 6.9: Measured output spectrum of (a) 16 MHz OFDM signal with LUT-DPD and offline ILC-DPD after

two iterations, and (b) 64 MHz OFDM signal with the proposed real-time DPD.

the PM signal is up-converted to FC = 2 GHz in the digital domain, and loaded into the

M8190A AWG. The ACW data are stored in an on-chip 4K-SRAM memory. The AM-PM

timing mismatch is corrected by an on-chip FIR Sinc filter and delay lines [8]. The output

signal is down-converted and digitized using R&S-FSW and downloaded onto a PC. The

DPD algorithms are implemented in MATLAB. In Fig.6.9a, the measured output spec-

trum of a 16 MHz OFDM signal using LUT-DPD with offline ILC-DPD after two iterations

is shown. In Fig.6.9b, the wide-span measured output spectrum of a 64 MHz OFDM sig-

nal using the proposed real-time DPD is shown. To compare the linearity performance,

the output spectrum, AM-AM (gain error), and AM-PM (phase error) curves are mea-

sured for 16 MHz and 64 MHz OFDM signals using no DPD, LUT-DPD, offline ILC-DPD,

and the proposed real-time DPD. The measured results of the output spectrum, AM-

AM, and AM-PM curves are shown in Fig. 6.10, Fig. 6.11, and Fig. 6.12, respectively. For
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Figure 6.10: Measured output spectrum of (a) 16 MHz OFDM and (b) 64 MHz OFDM signals.
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Figure 6.11: Measured AM-AM (gain error) of (a) 16 MHz OFDM and (b) 64 MHz OFDM signals.

the 16 MHz signal, the offline ILC algorithm results in -60 dBc ACPR and -60 dB EVM, and

the proposed DPD results in -55 dBc ACPR and -50 dB EVM, as shown in Fig. 6.10a. The

ACPR and EVM are also measured for the 16 MHz signal without filtering the PM SSRs

using the offline ILC technique, which results in -57 dBc ACPR and -56 dB EVM, both of

which are degraded by the SSR phenomenon. For the 64 MHz OFDM signal, the offline

ILC algorithm results in -53 dBc ACPR and -47 dB EVM, and the proposed DPD results

in -48 dBc ACPR and -44 dB EVM, as shown in Fig. 6.10b. Table 6.1 compares the perfor-

mance of different DPD techniques used in this work.
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Figure 6.12: Measured AM-PM (phase error) of (a) 16 MHz OFDM and (b) 64 MHz OFDM signals.

Table 6.1: Comparison of different DPD techniques in this work on linearity

DPD
16MHz OFDM 64MHz OFDM

ACPR (dBc) EVM (dB) ACPR (dBc) EVM (dB)

No DPD -44 -36 -38 -31

Real-Time LUT -47 -40 -39 -31

Offline ILC -60 -60 -53 -47

Real-Time Proposed -55 -50 -48 -44

6.5. CONCLUSION

In this chapter, DPD techniques for a digital polar TX are presented. Considering the RF-

DAC associated nonidealities, it is demonstrated that by using an ILC technique assisted

by LUTs, along with circuit-level linearization techniques to maintain uniform quanti-

zation noise, and remove the SSRs of the PM signal, it is possible to achieve a -60 dBc

ACPR and -60 dB EVM with a 9-bit polar DPA, which is close to its theoretical quantiza-

tion noise limit. Furthermore, a novel real-time direct-learning DPD technique inspired

by the ILC technique is proposed, providing a -55/-48 dBc ACPR and -50/-44 dB EVM for

16/64 MHz OFDM signals, which to the best of author’s knowledge is the highest linearity

reported for a wideband digital polar transmitter. Furthermore, in contrast to conven-

tional direct-learning DPDs, the parameters of the proposed DPD are directly extracted

using the LS algorithm.
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T HIS dissertation presents the analysis, design and implementation of novel intrin-

sically linear digital polar transmitters (TXs), for high bandwidth/high efficiency

applications, targeting low to medium RF output power applications (up to a few Watt)

in particular. To attain this goal, both single as well as dedicated Doherty DPA TX line-

ups are studied and optimized for their linearity, bandwidth and efficiency. In addition,

system-level considerations and digital pre-distortion (DPD) techniques are provided

that further enhance the already state-of-the-art (raw) linearity and EVM/ACPR. Follow-

ing this investigation, a novel low complexity DPD technique is proposed that requires

less DPD processing power. In this chapter, 7.1 summarizes the outcomes of this the-

sis and lists the achieved accomplishments. Next, Section 7.2 provides suggestions for

future follow-up works.

7.1. THESIS OUTCOME

A polar modulator/transmitter is considered to be superior to Cartesian or LINC out-

phasing concepts in terms of its power efficiency and low design complexity. Further-

more, the polar concept is directly compatible with the Doherty technique, which is

essential in handling wideband complex modulated signals with large peak-to-average

power ratios in an energy-efficient manner.

With the current trend in the wireless industry gravitating towards more integrated

system-on-chip (SoC) or system-in-package (SiP) solutions, on-chip digital signal pro-

cessing (DSP) has become widely available. This significant change has triggered an in-

tensified search for (new) RF functions that can directly benefit from the ultra-fast, low-

power and low-voltage digital capabilities of nanometer-scale CMOS process technolo-

gies. The fact that both the baseband signal representation, as well as the RF (square-

wave) clocks are present on-chip, allows the relatively straightforward implementation

of a digital polar TX architecture. In such a configuration, the switch-mode PA output

stage can be configured e.g. as a (digitally) segmented class-E output stage that is con-

trolled for its output signal level by a digital amplitude code-word (ACW), while being

driven by a phase-modulated RF clock. In spite of the excellent compatibility of the po-

lar TX concept with CMOS technology, there is still much work to be done to achieve the

desired linearity/spectral purity, wideband, and energy efficient performance required

for 5G applications. It is these particular design aspects that form the core focus of this

thesis work.

In Chapter 2, the polar TX, and more extensively, the digital polar TX architecture
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have been described. Novel RFDAC-based architectures for the phase modulator and

amplitude modulator are introduced to reach the desired wideband modulation. Mod-

ulation bandwidth up to 80 MHz has in fact been measured, while reaching 100 MHz

seems possible in the future, according to simulations. Class-E switching operation and

its sub classes have been evaluated in view of the intended output stage operation. The

so-called load-insensitive class-E configuration (q=1.3) is identified as one of the most

promising candidates, when targeting energy efficiency enhancement techniques based

on load modulation. Furthermore, the relation between the continuous-wave (CW) effi-

ciency and average efficiency is given. Finally, the Doherty configuration is introduced to

enhance the efficiency in power back-off operation when dealing with complex modu-

lated signals. The basic Doherty concept is further adopted to make it suitable for digital

class-E Doherty operation.

In Chapter 3, behavioral modeling techniques for nonlinear systems based on the

Volterra series, such as memory-polynomial (MP) and generalized-MP (GMP) models,

as well as parameter estimation techniques, such the least-square (LS) algorithm, are

described. In addition, it is shown how the real-signal passband nonlinearity can be

translated to a complex-signal baseband nonlinearity, which establishes the foundation

from which the digital pre-distortion is performed in baseband rather than in RF. Also,

the equivalent baseband model of AM-AM and AM-PM conversions are analytically cal-

culated. New basis functions are proposed that match the natural AM-AM curves of a

switch-mode DPA more closely, hence reducing the order of the nonlinear kernels in

a mathematical DPD significantly. Different digital pre-distortion techniques, includ-

ing adaptive DPD, signal versus data DPD, direct-learning and indirect-learning DPD

are described. Furthermore, the theoretical foundations of undersampling for nonlin-

ear system identification are explained, and different undersampling techniques for the

DPD model extraction are described briefly. Consequently, by using the DPD techniques

described in this chapter, it is possible to implement very power-efficient and wideband

adaptive DPD to increase the overall system efficiency and performance.

In Chapter 4, novel circuit linearization techniques are proposed that have been suc-

cessfully patented, namely: nonlinear sizing, overdrive voltage, control, and multiphase

RF clocking. These techniques also allow digitally controlled fine tuning of the ACW-

AM and ACW-PM curves, while allowing compensation for variations due to PVT, oper-

ating frequency, and output load. These techniques circumvent the need for any kind

of DPD for low-power/low-end applications (such as handheld mobile phones), and

tremendously relax the DPD task in high-power/high-end applications (such as base
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stations). The nonlinearity behavior of a class-E DPA is thoroughly analyzed and closed-

form equations are given to predict the amplitude-code-word (ACW)-AM ACW-PM curves.

To confirm the developed principles, two different linear DPA versions are designed, fab-

ricated and measured: one with an on-chip matching network (MN), resulting in higher

integration and a smaller form factor, and one with an off-chip MN. The off-chip MN

is implemented using a novel compensated Marchand balun with re-entrant coupled

lines based on transmission-lines (TLs), which compared to the on-chip MN results in

much higher peak drain efficiency (67 % versus 44 %). Without using any kind of DPD,

the measured EVM and ACPR for a 40 MHz OFDM signal are -40 dBc and -33 dB, respec-

tively, which is the best-in-class for DPD-less polar switch-mode DPAs.

In Chapter 5, for the first time, an intrinsically linear wideband class-E CMOS Do-

herty DPA is reported. Closed-form equations are extracted to predict its ACW-AM and

ACW-PM curves. System-level considerations, and especially the effect of timing mis-

match between the peak and main DPA signal paths, as well as the alignment of the AM

and PM signals themselves, are given. Details are also presented of the design and im-

plementation of a novel off-chip TL-based matching/load network of Doherty PA, based

on a compensated Marchand balun with re-entrant coupled lines. By using this off-

chip MN, more than 50 % drain efficiency (DE) at 6 dB power backoff is achieved, with

over 30 % of relative efficiency bandwidth. By using the similar circuit-level liberaliza-

tion techniques as mentioned above, two separate chips with the same architecture but

different DPA parameters are designed and fabricated. Measured results show a -41 dBc

ACPR and -36 dB EVM for a 16 MHz OFDM signal without using DPD. By using DPD, a

-52 dBc ACPR and -50 dB EVM are measured for a 16 MHz OFDM signal, which to the

best of author’s knowledge are the best results ever reported for a fully digital Doherty PA

in terms of spectral purity.

In Chapter 6, the theoretical limiting factors of linearity (i.e. ACPR/EVM) of a DPA in

a digital polar TX are further analyzed.Next, two less-studied but significant system-level

factors which can also limit the ACPR/EVM performance, namely non-uniform quanti-

zation noise and spectral sampling replicas (SSRs) of the PM signal, are described. Fi-

nally, solutions to overcome these factors, such as nonlinear sizing at the circuit-level

and oversampling and filtering the PM signal in system-level, are described. It is demon-

strated that by combining the proposed circuit-level linearization techniques in this the-

sis, with system-level considerations and optimal digital pre-distortion based on the it-

erative learning control (ILC) technique, it is possible to reach the minimum theoret-

ical limit of the ACPR and EVM for the realized digital TX hardware. The result is a
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-60 dBc ACPR and -60 dB EVM for a 16 MHz OFDM signal with a 9-bit DPA, which is

very close to the theoretical quantization noise limit of the realized hardware. This is,

to the best of author’s knowledge, the highest linearity reported for a wideband digital

polar transmitter. Furthermore, novel real-time direct-learning DPD inspired by the ILC

technique is proposed, providing a -55 dBc ACPR and -50 dB EVM. This novel DPD is ex-

pected to achieve a high linearity performance similar to conventional direct-learning

DPD, but with a complexity similar to that of conventional indirect-learning DPD based

on MP/GMP models.

7.2. SUGGESTIONS FOR FUTURE DEVELOPMENTS

Although this dissertation work yields several novel circuit-level and system-level tech-

niques to design linear as well as energy efficient digital transmitters, there is still much

room for further research and development towards an industrially compatible design

in terms of system integration, linearity and output power. In the following, some sug-

gestions are given for further research and development:

• New basis functions are introduced in Chapter 3 for modeling/correcting the ACW-

AM of a single DPA. This technique can be further extended to modeling/correcting

the ACW-PM and the ACW-AM/PM of a Doherty DPA by using the already derived

closed-form equations in Chapter 4 and Chapter 5.

• The DPAs in this work are implemented in bulk 40 nm CMOS mainly for cost and

availability reasons. However, the low breakdown voltage of such a technology au-

tomatically restricts the related hardware to lower output power levels (e.g. up to

one Watt). However, by using high-voltage RF technologies such as LDMOS (Si-

based) or GaN FETs, significantly higher output power can be realized (e.g. 25 W).

Using the proper technology/circuit adjustment these (LDMOS/Gan) power out-

put stage devices can be directly driven by a CMOS chip. Using the novel concepts

presented in this thesis, such a high-power DPA can also be made intrinsically lin-

ear. Practical high power DTX implementations targeting higher frequencies or

resolution might be still challenged by the lack of high-quality P-channel FETs in

these power technologies.

• In this thesis work, the CORDIC and phase modulator are still implemented off-

chip. However, by implementing these blocks on-chip, a fully integrated digital

polar TX can be designed which is intrinsically linear.
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• The proposed circuit-level techniques within this work seem to be sufficient in

terms of spectral purity (ACPR/EVM) for most handheld/low-power applications.

However, for the higher power levels and more demanding wideband applications

with very strict requirements on the out-of-band emissions, such as 5G/mMIMO

base stations, it is likely that there is still a need for some (relaxed/low-power)

DPD. With this in mind, a fully integrated digital RF solution with a CORDIC, up-

sampler, memory (e.g. LUTs), and FIR/IIR filters already available on-chip, the

addition of extra on-chip DSP to include a real-time mathematical DPD engine

is no longer a large step. Note that such a new functionality would allow signifi-

cant reductions in complexity and cost in future generations of 5G mMIMO base

stations, which would increase market acceptance of DTX-based products.

• To make the DTX robust to variations in voltage/temperature/signal properties/antenna

load/etc., a monitoring feedback system is necessary especially for high-power ap-

plication. By using the undersampling techniques described in Chapter 3, a very

low-power low-cost feedback system (i.e. with on chip ADCs) can be designed to

extract and update the DPD parameters on-chip. Furthermore, machine-learning

techniques could be used in addition to make the DPD parameter extraction and

adaption smarter and more efficient by compressive sensing and non-uniform

sampling.

• As explained in Chapter 6, the spectral sampling replicas (SSRs) of the PM signal

can degrade the EVM/ACPR by at least 3-4 dB. Therefore, for band-limited appli-

cations, it is better to implement the phase modulator with a passband filter prior

to the limiter to filter out these SSRs as much as possible. Alternatively, the phase

modulator can be implemented by a PLL/ADPLL to benefit from the suppression

of the SSRs by the loop filter. However, a(n) (AD)PLL-based phase modulator typi-

cally cannot support the bandwidth of the RFDAC-based solution proposed in this

thesis.
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