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Abstract 

In May 2019, the Dutch Council of State rejected the national approach for reducing 

nitrogen emissions in Dutch nature. Farmers were targeted by the policy change: all 

licenses for agricultural expansion were revoked, affecting the financial livelihoods of 

farmers. Farmers did not take this well and, using social media platforms, started 

organising large-scale demonstrations. Twitter flushed with posts about the 

demonstrations, and pictures and videos of the event went viral. Demonstrations result 

from social unrest, and social unrest starts with public dissatisfaction. The Nitrogen Crisis 

showed it is in the interest of decision-makers to monitor what negative feelings the public 

holds towards policies and act on these, before these feelings grow into social unrest. 

Twitter is a social media platform many users come to for expressing their opinions. 

Because of this, this study looks at what insights can be derived from Twitter about events, 

like demonstrations, that took place during the Nitrogen Crisis. For this, this study applies 

two Natural Language Processing methods: sentiment analysis and topic modelling (LDA). 

These methods are combined in order to create more insightful and interpretable results 

than the methods individually could provide. Two interviews are held with an expert on the 

Nitrogen Crisis to provide context on the crisis and to identify major events that received a 

lot of media attention. The events are plotted with- and compared to the results of 

sentiment analysis and topic modelling. In doing so, the following research question is 

answered: 

How can sentiment analysis and topic modelling be applied to Twitter data to provide 

insights for decision-makers retrospectively about major events during the Dutch Nitrogen 

Crisis? 

For sentiment analysis, two Dutch sentiment analysis tools are implemented and compared 

to the sentiment scores of 100 tweets by three annotators to select the best performing one. 

For topic modelling, a grid search is performed to choose the combination of timeframe 

and number of topics that result in the set of topic models that have the highest mean topic 

coherence. Also, a method is proposed for using topic models to represent changes in the 

topics discussed on Twitter over time. This is used not only to compare subsequent topic 

models per sentiment that are one week apart, but also topic models that are 4 weeks apart.  

This research develops a fully functioning pipeline for collecting and processing tweets, 

applying sentiment analysis and topic modelling and plotting the outcomes. This pipeline 

has been validated at various points, leading to a scientifically viable methodology.  

Unexpectedly, it is not sentiment analysis or topic modelling results that have the most 

obvious connection with the events identified: it is an increase in tweets during events. 

Therefore, while lacking better tools, decision-makers are recommended to monitor pre-

determined topics on Twitter and implement a way to be notified when a significant change 

in volume of tweets takes place. The combination of sentiment analysis and topic modelling 

as implemented in this research is either not advanced enough to provide useful information 

to decision-makers, or sentiment analysis and topic modelling simply cannot provide 
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insightful results on the Dutch Nitrogen Crisis. However, because there is an extensive 

amount of research applying these methods to social media data around various political 

events with valuable results, it is recommended to perform more experiments with this 

approach, and the quality of each research step needs to be further improved in order to 

draw final conclusions on the usefulness of the combination of sentiment analysis and topic 

modelling for decision-makers during policy crises. Various improvements for each step in 

this research are suggested to gain more precise, insightful and interpretable results. In 

summary, this study and the pipeline it proposes can serve as a solid basis for further 

development into a process that provides ready-to-use information to decision-makers.  
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Positioning 

This brief chapter describes how my background as a researcher influence the topics 

discussed, the methods applied, the narrative of this study and how biases could be 

present in it. Research is often claimed to be neutral and objective. However, studies on 

the decolonisation of knowledge institutions have shown that there is no such thing, and 

that research has perpetuated inaccurate stereotypes and discrimination (Thambinathan & 

Kinsella, 2021). As there is no such thing as a neutral or unbiased researchers, I believe 

positioning myself as researcher is an important step to take at the start of this report. Also, 

I will reflect on some lessons I learned at university, how they influence the environment I 

find myself in. I relate these lessons to events during the Nitrogen Crisis that caught my 

attention during this research and ask several questions about their implications. 

My name is Mila Hendrikse. I am a Dutch student of 26 years old of Dutch and Italian 

descent. I grew up in a prosperous town called Heemstede and enjoyed education of the 

highest level before coming to TU Delft to study Computer Science. It seemed like a very 

interesting and difficult area of study and I wanted to challenge myself. During my 

bachelor, I moved to Lisbon, Portugal for half a year and studied Life Sciences. After 

finishing Computer Science, I briefly studied Logic at the University of Amsterdam, before 

returning to Delft to study MSc Industrial Ecology (IE) at the TU Delft and Leiden University 

and MSc Engineering and Policy Analysis (EPA) at the TU Delft. Although all different, all 

these degrees at different universities taught me to think from an academic perspective.  

At Industrial Ecology, we look at climate change and complex environmental problems 

from technical, environmental and social perspectives on a high level. At EPA, the focus lies 

on tackling large scale complex problems such as, but not limited to, climate change. This 

is done through the modelling of such complex problems, analysing the problems with 

these models and using the outcomes for supporting conclusions and advice. The political 

landscape matters in this academic field, and several courses are taught on how to identify 

key stakeholders and navigate the political landscape while achieving pre-set goals. At 

both masters, 'the art of political framing' is taught by professor of governance Hans de 

Bruijn (De Bruijn, 2019). The art of framing is a technique for reframing a debate in your 

favour by redefining, in a situation, who the 'hero', the 'victim' and the 'villain' are. I 

remember feeling surprised during these lectures about the suggestion that we should at 

all times play 'the political game': it did not sound just that the person that is most skilled at 

(re)framing a debate is the person who is most likely to be successful and look wise and 

informed, regardless of their work and contributions. When vocalising my doubts in class, 

the teacher had a response ready: you have to learn how to play this political game, 

because everyone does. If you do not learn how to play, you will lose, regardless of your 

work or intentions. He was fast to respond, because I was obviously not the first student to 

question this approach. However, although I wish it were different, I have come to 

understand what he meant. He was right, at least for the environment I find myself in as a 

governance student at TU Delft and future policy maker in the Netherlands: to be 

successful at my work, it seems I need to learn how to play this political game.  
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The choice of the topic, methods and narrative of this study is highly influenced by my 

background. I chose the topic, the Nitrogen Crisis, because it links sustainability with 

policy, the two topics of the Masters I take. I chose the methods, NLP methods, because I 

already gained experience with applying NLP during my bachelor. And I chose the target 

audience, decision-makers, because policy-making is a skill that is taught at EPA. 

In this research I talk about the Dutch Nitrogen Crisis. This was a crisis that started when the 

Dutch government hastily implemented measures that threatened the financial livelihood 

of Dutch farmers after the Court of Justice of the European Union rejected the Dutch policy 

proposal for managing Nitrogen emissions. Dutch farmers considered this unfair, as they 

were not the cause for the bad policy proposal, and because the Dutch government had 

received several warnings about the issue in the years preceding the crisis. The crisis could 

have been avoided, and it is the government that could have done this, not the farmers 

(Schreuder, 2019). While learning more about this crisis and the dissatisfied responses of 

the Dutch farmers, I came across hints that it is exactly the political game that frustrated the 

farmers. Their reactions seem to indicate frustration with the government and the 

organisations that represent the interests of the agriculture sector (Visser, 2020). The 

political game itself is something that excluded the farmers in the run-up to the Nitrogen 

Crisis and whose outcomes hurt them. After all, to play the political game, you need to be 

invited to the table and know the rules or be able to influence them. Farmers’ Defense 

Force, the most radical new farmers’ organisation, has often been criticised for showing its 

dissatisfaction in words and actions that are not deemed appropriate (Omroep West, 

2020; Driessen, 2019; Kalkhoven, 2021; Wijnants, 2020; Winterman, 2019). Could one play 

the political game accordingly, though, when not being in charge of, not knowing or not 

agreeing with its rules? Who decides what is deemed 'appropriate'? And is this process 

fair? These are questions that arose while learning about the Nitrogen Crisis. 

However, I have not nearly read and watched enough media from the perspective of the 

farmers to understand how they feel and why. Also, I am not a farmer myself nor did I grew 

up around them. As this is academic research, apart from news articles, I mostly cite and 

rely on academic sources. To create a more complete picture of the Nitrogen Crisis, I 

would have liked to read more from the perspective of the farmers and interviewed 

farmers as well. This research aims to help decision-makers, but decision-makers make 

decisions that influence the farmers' livelihood. The opinions and experiences of farmers 

should be represented in the decision-making process for the future of agriculture in the 

Netherlands.  



 
 

15 
 

2.3 The Dutch Nitrogen Crisis and farmers protests 

In May 2019 the Dutch Council of State1 rejected the national Nitrogen approach to reducing 

nitrogen emissions in Dutch nature (Programma Aanpak Stikstof or PAS in Dutch), following a 

rejection from the Court of Justice of the European Union (CJEU) of the PAS in 2018 

(Natuurmonumenten, 2018; NOS, 2019). The PAS permitted licenses to expanding businesses, 

even when the expansions would lead to more nitrogen emitted, as long as there were plans 

for the future compensation for these nitrogen emissions. Although various preceding cabinets 

were warned about the flaws of this policy, it turned out the Dutch government was completely 

unprepared for the possibility of its rejection by the EU. The initial response was to cancel all 

licenses for emission rights, which blocked around 18.000 building and infrastructure projects. 

The most vocal and visual stakeholders who spoke out about the harm by the sudden policy 

change, though, were the Dutch farmers (RTL Nieuws, 2019).  

Farmers were greatly targeted by the policy change: all licenses for agricultural expansion were 

revoked. In search for solutions, politicians started talking about halving the total livestock in the 

Netherlands and large-scale buyout of farmers. Farmers did not take this well and started 

organising demonstrations (Leeuwarder Courant, 2019). These events were largely organised 

on social media platforms Facebook and WhatsApp (Kalkhoven, 2021). The biggest 

demonstrations took place in the city where the Dutch House of Representatives is located, the 

Hague, but several demonstrations were held in front of various Province Houses in the 

Netherlands as well. Dozens of tractors blocked the busiest highways on their way to the Hague 

 

1 The highest administrative court in the Netherlands 

2  Introduction 
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to occupy Malieveld2. Social media platforms flushed with posts about the demonstrations, and 

pictures and videos of the event went viral. 

Politicians started reacting to the demonstrations. Some politicians were given permission by 

the protesting farmers to address the crowd onstage during demonstrations and Prime Minister 

Rutte and minister Schouten of Agriculture, Nature and Food Quality invited leaders of the 

farmers' organisations to meet and discuss the Nitrogen Policy (Schelfaut, 2019b; Dagblad, 

2021). Although the farmers' demonstrations had some success and received much public and 

political attention, dissatisfaction about each new proposal and how the Cabinet handles the 

Nitrogen Crisis kept resurfacing. Farmer protests took place in October and December 2019, 

February and June 2020, and July 2021. The demonstrations got increasingly aggressive: heavy 

agriculture machinery was used to block roads, break through fences and some politicians 

started receiving threats (Wijnants, 2020; Kos, 2020; Winterman, 2019). The most radical farmer 

organisation, Farmers Defence Force (FDF), expressed the belief they need to organise 

increasingly radical protests to keep pressuring the government to listen to their requests 

(Kalkhoven, 2021). 

When citizens feel the decisions of policy makers do not represent the need of the people, this 

can cause tremendous uproar. As seen during the Nitrogen Crisis, the actions of citizens today, 

for example demonstrations, can set the political agenda and even tomorrow's policy decisions 

(Klumpenaar & Van Laarhoven, 2019). And as we have also seen during the Nitrogen Crisis, 

today's demonstrations can be organised in a very short time on social media. As this 

combination of a fast citizen response and the large impact of this response can disrupt policy-

making, it is in the interest of decision-makers to monitor what negative feelings the public holds 

towards policies and act on these, before these feelings grow into social unrest (Kalkhoven, 

2021).  

2.4 Twitter as a platform for public opinion 

Twitter can serve as an excellent platform for monitoring social dissatisfaction and unrest. Twitter 

is one of the most wide-used social media platforms worldwide. While Facebook traditionally 

focuses on connecting people and sharing updates on users' lives, Twitter is mostly used as a 

platform for sharing opinions. Users do this through short messages, called Tweets, which have 

a limit of 280 characters each and can include media, like photos, videos and URLS as well.  

There are advantages to analysing tweets to monitor public sentiment. First, in contrast to 

traditional public opinion polling methods like surveys and interviews, posting on and 

interacting with Twitter takes its users relatively little time. Since all messages are shorter than 

280 characters, a Tweet with a thought, opinion or fact is written and send out into the world 

 

2 A grass field in the centre of The Hague known for being the location for festivals and big 
demonstrations. 
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easily and in no time. Second, extracting and analysing Twitter data requires no engagement 

with Twitter users. Third, Twitter is widely used as a platform for discussing and arguing about 

important topics on a large scale. These topics can include controversial policies or responses 

to global crises, like the Covid-19 pandemic. Last, because of the Covid-19 crisis, and its 

restrictions on social life and daily interactions, Twitter has recently seen a noteworthy increase 

in use (Miao, Last, & Litvak, 2020). The Covid-19 crisis and the accompanying increase in use of 

Twitter starts a few months after the start of the ongoing Nitrogen Crisis. Last but not least, huge 

volumes of data are posted on Twitter on a daily, even hourly basis. Where polling methods 

take much effort and time to provide limited information, Tweets can be easily downloaded and 

used for large scale data analysis.  

2.5 Analysing social media discourse 

The number of tweets that are posted to Twitter each day is too high to analyse manually. With 

the rise of the internet came the development of computational text analysis techniques, often 

referred to as Natural Language Processing (NLP) (Jurafsky & Martin, 2020). The two most 

common NLP tasks are sentiment analysis and topic modelling. 

Sentiment analysis is the task of automatically calculating sentiment in a piece of text, and one 

of the most rapidly growing research areas (Mäntylä, Graziotin, & Kuutila, 2018). Sentiment 

analysis relies on pre-annotated lexicons with frequently used words and their sentiment score. 

This lexicon is then used to calculate the sentiment of a piece of text. The earliest sentiment 

analysis methods were bag-of-words approaches, relying purely on these lexicons and 

therefore the 'positivity' and 'negativity' of words in a sentence to score the sentiment. However, 

more recent methods take the order of words and the effect of intensifying words (e.g., "very" 

and "super") into account, leading to a higher score of the sentiment of words that follow 

intensifying words. Furthermore, it takes into account negative words (e.g., "not" and "nothing"), 

which gives an opposite sentiment score to the sentiment of the word that follows the negative 

words. Therefore, these more recent methods are better able to handle the nuances of human 

language (Trilling & Boumans, 2018).  

Topic modelling is the procedure for automatically determining a set of topics from a dataset 

consisting of text documents. The most popular algorithm for this is Latent Dirichlet Allocation 

(LDA), a machine learning algorithm (Blei, Ng, & Jordan, Latent Dirichlet allocation, 2003). For 

the basic form LDA, the amount of topics present in the dataset must be defined at the 

beginning, say 𝑘. Then, each word in each document is assigned to one of the topics randomly, 

and iteratively the probability of each word in every document belonging to each topic is 

updated by multiplying the proportion of words in the document assigned to this topic and the 

proportion of documents assigned to this topic. After the algorithm converges, we are left with 

𝑘 topics, which are each represented by a list of words. These words are weighted: the highest 

weight is more likely to represent the topic than words with lower weights. However, one 
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important step that basic LDA does not perform is the labelling of each topic. When done by 

hand, this is a very time-consuming task, and sometimes the collections of words LDA produces 

for a topic are not coherent enough to be interpretable (Allahyari, Pouriyeh, Kochut, & Arabnia, 

2017; Röder, Both, & Hinneburg, 2015). This can limit the practical use of LDA for processing 

text.   

Topic modelling and sentiment analysis alone are not suitable for the purpose of analysing 

changes in public opinion on Twitter. Sentiment analysis can provide information on how 

people feel, but not on what they are discussing. Topic modelling can provide information on 

what people are discussing on social media, but it is hard to decide when to calculate a topic 

model, how many days its input data should span and when the decision-makers should take 

the time to look at and interpret topic models. Even if decision-makers would like to monitor 

online discourse through topic modelling, it would be foolish to spend an endless amount of 

time looking at topic models, not knowing exactly what to look for. Therefore, this study 

combines sentiment analysis and topic modelling, aiming to provide a method that points 

decision-makers to interesting developments that could signal social unrest on Twitter. In doing 

so, the following main research question will be answered:  

 

 The main research question encompasses various components that will now be unpacked. As 

introduced, the case for this study will be the Dutch Nitrogen Crisis, as it is a recent sustainability 

policy crisis that received a lot of media attention on both traditional news media and Twitter. 

The data that will be analysed for this study are Tweets during Nitrogen Crisis, because people 

widely shared their opinions on the Nitrogen Crisis on Twitter. The Nitrogen Crisis started in 

2019, and although it is still ongoing at the time of writing, there is a lot of Twitter data available 

from 2019 to 2021 covering many events, such as demonstrations and policy decisions. The 

methods applied to this data are sentiment analysis and topic modelling. To gain a better 

understanding of the political dynamics of the Nitrogen Crisis and what kind of insights 

decision-makers would find useful, two interviews are held with expert Han de Groot, who 

interviewed many stakeholders of the Nitrogen Crisis. The main question that is asked is how 

these methods can provide insights for decision-makers: a processing pipeline is set up to 

combine sentiment analysis and topic modelling, aiming to plot sentiment and changes in 

topics discussed over time. These results are then compared to major events that received much 

attention from news media, to see if a connection can be found between the outcomes of the 

application of the methods and the occurrence of such events. In this way, retrospective insights 

will be gained, that could form the basis for future work on flagging social unrest over 

sustainability policies using Twitter data. 

MQ   

How can sentiment analysis and topic modelling applied to Twitter data to provide insights 

for decision-makers retrospectively about major events during the Dutch Nitrogen Crisis?  
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2.6 Sub research questions 

To answer the main research question, the following sub questions will be answered: 

 

To analyse how sentiment developed over time (SQ 1) two sentiment analysis tools are applied 

to the tweets and evaluated by comparing the sentiment scores of the tools to the sentiment 

scores of three annotators. After the best sentiment analysis tool is picked, the average 

sentiment of tweets and the volume of tweets per sentiment throughout the Nitrogen Crisis is 

plotted. Also, two subsets of the datasets are created: one containing all the positive tweets, 

and one containing the negative tweets.  Answering SQ 2 involves developing a method for 

using topic models to analyse how topics discussed change over time. This method is then 

applied to plot the differences in topics discussed on Twitter over time, for the full tweet dataset, 

the dataset consisting of positive tweets and the dataset consisting of negative tweets, 

answering SQ 3. In answering SQ 4, the outcomes of sentiment analysis and topic modelling 

are combined and analysed around the major events, to explore whether the major events  

could have been identified via Twitter data and if there were events on Twitter that were not 

identified during desk research and the interviews. Together, the answers to these sub 

questions provide the answer to the main research question, with the overall goal to find NLP 

processing methods applicable to Twitter that are insightful to decision-makers in a situation 

similar to the Dutch Nitrogen Crisis. 

2.7 Structure of report 

In chapter 3: Related work, key concepts and methods are introduced and related research area 

are discussed. Chapter 4: Methods describes the research approach of this study, how data is 

SQs    

SQ 1  How did sentiment on Twitter develop over time during the Nitrogen Crisis?  

SQ 2  How can topic modelling be applied to analyse changes in topics discussed 

on Twitter over time?  
 

SQ 3  How did the topics discussed during the Nitrogen Crisis on Twitter change 

over time? 
 

SQ 4  Can sentiment analysis and topic modelling results provide markers for 

major events during the Nitrogen Crisis? 
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collected and analysed and how the steps in this research are evaluated. In chapter 5: Results 

the main findings of this study are presented and reflected on. In chapter 6: Discussion, 

limitations and future research the findings are interpreted and discussed in a larger context, 

after which the limitations are elaborated and recommendations for future work are presented. 

Chapter 7: Conclusion the research is summarised and the research questions are answered. 

The report ends with chapter 8: Appendix and, finally, the list of references.  

 

 

 

 

 
Key Findings of Chapter 1: Introduction 

 

 1. Subject: Dutch Nitrogen Crisis 

2. Methods: Sentiment analysis, topic modelling and two interviews 

3. Aim: Generate Twitter insights for decision-makers 

4. Main research question: 

How can sentiment analysis and topic modelling applied to Twitter data to 

provide insights for decision-makers retrospectively about major events 

during the Dutch Nitrogen Crisis? 
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This chapter first summarizes current knowledge on the interplay between social media 

platforms and politics. Then, as the contribution of this research comprises the combination of 

sentiment analysis and topic modelling, both methods are introduced and their limitations are 

discussed.  

3.3 Social media and polarisation 

Social media platforms are new and alternative communication platforms where users consume 

news. With millions of users on these platforms globally attending them daily, social media have 

gained a prominent position in society. However, what exactly is the societal relevance of social 

media is debated. For example, after 'fake news' on social media has been found to play a part 

in the 2016 US presidential election, many studies followed on the influence of social media on 

ideological polarization (Allcott & Gentzkow, 2017; Looijenga, 2018; Waikhom & Goswami, 

2019). The latter studies show there is a correlation between the uprise of social media use and 

societal ideological polarization (Spohr, 2017; Hong & Kim, 2016). As polarization can change 

a political debate, this example shows that social media can fuel societal developments (Hong 

& Kim, 2016; Lee, Shin, & Hong, 2018; Lee F. , 2016; Spohr, 2017). 

What the exact mechanisms of the interplay are between these platforms and societal 

developments is debated. Already in 2010, a study showed that, in Germany, Twitter was widely 

being used for discussing politics and political preferences (Tumasjan, Sprenger, Sandner, & 

Welpe, 2010). A study from 2018 on social media usage in South Korea points out that the use 

of social media is correlated with an increased political engagement, both online and offline. It 

seems exposure to political content online might lead to an increase in offline political 

engagement, like having political discussions and voting (Lee, Shin, & Hong, 2018). Another 

study on this phenomenon, based on data from Hong Kong, asserts that the polarizing effect of 

social media is intensified during periods of amplified political tensions (Lee F. , 2016). It is clear 

3  Related work 
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there are connections between the global rise of social media and political engagement, yet 

the dynamics between what is said on social media and societal developments are only partially 

known. Furthermore, these dynamics may differ heavily from country to country, and results 

from other countries may not be directly applied to the Dutch context. 

3.4 Twitter as representative of public opinion 

Twitter is often used for studying public opinion. The reasons for this are mentioned previously 

(section 2.4 in the Introduction and sections 3.3 and 3.4 in Related work). However, there are 

some important limitations a researcher should consider when using Twitter as a data source 

for decision making. First of all, there is an overrepresentation of users that are younger than 40 

(Statista, 2021a; Statista, 2021b). Second, the internet tends to have higher engagement of a 

small group of frequent users, while many users post very little (Mustafaraj, Finn, Whitlock, & 

Metaxas, 2011; Tumasjan, Sprenger, Sandner, & Welpe, 2010). This fact about internet use 

seems in line with the fact that 44% of all Twitter accounts never post Tweets after creation 

(Omnicore Agency, 2021). Although many politicians, athletes, artists and other influencers take 

to Twitter these days, there are influential people that are not social media. This important to 

note when using twitter for researching public opinion, otherwise important key actors or 

influencers can go unnoticed. Finally, social movements like #MeToo and Black Lives Matter 

succeeded in creating a lot of awareness and attention using social media (Manikonda, Beigi, 

Kambhampati, & Liu, 2018; Mundt, Ross, & Burnett, 2018). However, converting these 

decentralized movements to actual policy change is not at all straightforward (Malchik, 2019). 

Interestingly, during the Nitrogen Crisis the farmers had some success with influencing regional 

policy with their demonstrations (Klumpenaar & Van Laarhoven, 2019). However, the Nitrogen 

Crisis is still ongoing on a national level. When using twitter as a data source for analysing public 

discourse for decision making, a decision-maker should consider all the limitations of Twitter, 

and preferably complementary sources should be inquired for more robust decision making.  

3.5 Politicians on social media 

In terms of the political playground, nowadays there is interaction between politicians and social 

media platforms. On the one hand, it has been shown that the participation of politicians on 

social media can lead to spikes in the discussion of presented topics and the increase in populist 

views on these platforms (Engesser, Ernst, Esser, & Büchel, 2016). On the other hand, social 

media platforms can affect the behaviour of politicians and agenda setting as well. A 

comparative study on online populism and disinformation between the Netherlands and the 

USA shows that, in both countries, there have already been instances of conservative populist 

politicians choosing the 'common opinion' of social media users in their country over expert 
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views and factual evidence (Hameleers, 2020). Thus, there are indications that there is a two-

way interaction between politics and social media.  

3.6 NLP applied 

NLP techniques have been applied in research on news articles, framing, social media trend 

discovery, health, climate change debates and many more. A study on public opinion on the 

Dutch measle outbreak studied co-occurrences of reports on measle infection cases and 

opinion patterns on social media. It showed that the monitoring of social media platforms could 

help in the formulation of vaccination policies and, in that way, contribute to vaccination 

acceptability (Mollema, et al., 2015). Comparably, Blankers et al. found the monitoring of online 

forums could contribute to early detection of increased popularity of novel psychoactive drugs 

(Blankers, Van der Gouwe, & Van Laar, 2019). NLP has also been applied to paint a picture of 

climate change denial and debates in the US (Boussalis & Coan, 2016). Finally, topic modelling 

has been applied to inform policy-making from US citizen e-participation data (Hagen, et al., 

2015).  

In this study, the NLP methods sentiment analysis and topic modelling are applied, which are 

discussed in more depth in the following sections. 

3.7 Sentiment analysis 

Although various sentiment analysis approaches give different results on different scales, most 

tools return the sentiment scores on a linear scale from negative to positive (Mäntylä, Graziotin, 

& Kuutila, 2018). However, there are newer approaches to sentiment analysis which consider, 

for example, that a message can contain both positive and negative sentiment at the same time 

and return two scores, or go further than classifying emotions as positive and negative, but try 

to distinguish between various specific emotions (Cambria, Gastaldo, & Bisio, 2015; Thelwall, 

Buckley, Paltoglou, & Kappas, 2010). 

3.7.1 Sentiment analysis and Twitter 

In early years of sentiment analysis, the most researched datasets comprised online reviews, for 

example, for movies or, more interestingly for commercial purposes, of products. Nowadays, 

though, the vast majority of sentiment analysis studies focus on social media platforms like 

Twitter and Facebook (Mäntylä, Graziotin, & Kuutila, 2018). Sentiment analysis can reveal 

information on positive or negative attitudes towards, for example, support of social movements, 

political parties or events. In 2018, one of the three most cited papers in Scopus and Google 

Scholar on sentiment analysis examine whether sentiment in tweets can help predict election 
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results in Germany (Tumasjan, Sprenger, Sandner, & Welpe, 2010; Mäntylä, Graziotin, & Kuutila, 

2018). Another such study, looking at the popularity of Italian political leaders in 2011 and the 

voting intention of French Internet users in the 2012 presidential ballot, found the results of their 

analysis showed a high correlation with the data of more official mass surveys. Additionally, they 

found their analysis showed predictive ability for the election outcomes (Ceron, Curini, Iacus, & 

Porro, 2014). This shows the potential of applying sentiment analysis to social media for 

characterizing the attitudes of its users.  

3.7.2 Challenges of applying sentiment analysis on social media 

Although the application of sentiment analysis on social media data, like Twitter, is very 

promising, there are some important challenges to consider (Zhang, Xu, & Jiang, 2018). Tweets 

often contain slang, misspelled words and overflow with emojis, and are, of course, very short 

pieces of text, which can make it difficult for the sentiment analysis tool to correctly score the 

sentiment of the Tweet (Giachanou & Crestani, 2016; Zhang, Xu, & Jiang, 2018). Other great 

challenges to sentiment analysis which may lead to misclassification of the tweets are 

undetectable sarcasm and how to treat synonyms (González-Ibáñez, Muresan, & Wacholder, 

2011). To date, no perfect solutions have been found, which complicates the interpretation of 

insights from applying of sentiment analysis to social media data. 

3.8 Topic modelling 

Topic modelling is a procedure for automatically calculating a set of topics from a dataset 

comprising text. To understand topic modelling it is essential to understand the following terms 

(Vayansky & Kumar, 2020): 

-  Corpus: the dataset, consisting of documents 

- Word: each unique word in a corpus is indexed 

- Document: a set of words, in bag-of-words representation, representing  

- Topic: distribution of a pre-set vocabulary  

The idea behind topic modelling is to calculate what topics are present in the corpus. The words 

and their probabilities of belonging to a certain topic are calculated based on the 

cooccurrences of words in the documents. This way, it is possible that a word belongs to 

multiple topics with varying probabilities. A corpus can consist of, for example, movie reviews, 

journal articles or, in the case of this study, tweets (Vayansky & Kumar, 2020). 

3.8.1 LDA 

The most popular algorithm for topic modelling is Latent Dirichlet Allocation (LDA). Originally 

developed by Blei et al. in 2003, LDA is a topic modelling algorithm that takes as input a corpus, 
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a vocabulary matrix β (beta) and a parameter for the number of topics that it should find (Blei, 

Ng, & Jordan, 2003). It returns the word prevalence distributions per topic (words that belong 

to the topic and the likelihood they belong to that topic, see Figure 3.1 for an example) and the 

topic prevalence distribution per document (topics that belong to the document and the 

likelihood they belong to that document) (Blei, Ng, & Jordan, Latent Dirichlet allocation, 2003). 

This is done through an iterative process where initially each word in the vocabulary matrix is 

arbitrarily appointed to one of the topics, and the distributions are randomly assigned. Then, 

for each word per document, both the chance that the word's assigned topic belongs in that 

document and the chance of that word actually belonging to its assigned topic are calculated. 

Based on these outcomes, the distributions are updated and the process continues until the 

algorithm converges (Liu, Tang, Dong, & Yao, 2016). Unlike sentiment analysis, LDA, being a 

statistical approach to NLP, is language independent: as long as the corpus comprises 

documents in the same language, topic modelling can be applied to corpuses of any language. 

With topic modelling you can calculate what the distribution is of certain topics over the whole 

corpus, or look at each individual document and identify the distribution of topics present in it 

For a more extensive explanation of LDA and its details, the following publications are 

recommended: (Blei, Ng, & Jordan, Latent Dirichlet allocation, 2003; Roberts, Stewart, & Airoldi, 

A Model of Text for Experimentation in the Social Sciences, 2016; Liu, Tang, Dong, & Yao, 2016). 

 

 

Figure 3.1 | Example of three topics and their word prevalence distributions. 

 

Although LDA often has good results, there are challenges to applying it to short texts, like 

tweets (Steinskog, Therkelsen, & Gambäck, 2017). A study comparing the content of tweets to 

a traditional news medium, the New York Times, found that the standard LDA model performs 

poorly on tweets (Zhao, et al., 2011). Multiple studies have focussed on improving LDA results, 

for example by clustering tweets into bigger pieces of text (tweet pooling) and using hashtags 

for automatic labelling (Luyi & Wei Song, 2016; Mehrotra, Sanner, Buntine, & Xie, 2013; Zhao, 

et al., 2011). These extensions to the classic LDA algorithm often lead to better results. However, 

in this study, due to limited time resource, the classic LDA approach is used. 

One of the biggest downsides of classic LDA is that the generated topics are not labelled, hence 

human interpreters are needed to label topics. There are various studies on automatic labelling 

of topics (Allahyari, Pouriyeh, Kochut, & Arabnia, 2017; Mehrotra, Sanner, Buntine, & Xie, 2013). 

However, they have mixed results and some require external data. Even if automatic labelling 

------ Topic 1 ------ 

Stikstofcrisis(0.486) boer(0.404) snelheid(0.290) kabinet(0.183) verminderen(0.067)... 

 

------ Topic 2 ------ 

boer (0.45) landbouw(0.394) subsidie(0.276) maatregel(0.151) negeren (0.090)... 

 

------ Topic 3 ------ 

boerenprotest(0.427) crisis (0.357) denhaag(0.237) pfa(0.138) groot(0.012)... 
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was flawless and could be easily implemented, in case of a crisis that is being discussed on 

Twitter it still begs the question: when should decision-makers look at these topics discussed 

online? To focus this question, in this research the difference between topics over time is more 

of interest than the details of each individual topic model and its topics. This, however, is not an 

extensive research field. The developers of the original LDA algorithm have created an 

extension to it called 'dynamic topic modelling'. Where in traditional LDA the document order 

in the corpus is irrelevant to the algorithm, dynamic topic modelling looks at differences in how 

topics are composed. This method adds to the traditional LDA approach a new way of browsing 

large unstructured datasets, and can be used as predictive models (Blei & Lafferty, 2006). 

However, the necessity to evaluate individual topics also applies to dynamic topic modelling, as 

is shown by Bashar, Nayak, & Balasubramaniam (2020). There is no example found in literature 

of an application of topic modelling that allows detecting differences in topics over time without 

analysing the individual topics in topic models. 
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Figure 4.1 | Research approach, showing how information flows through the steps in 
this research. 

 

 

This chapter discusses every step taken in this research. Figure 4.1 above shows an overview of 

the methodology of this research, and how information flows through it. Figure 4.1 includes the 

chapter section per step that covers it. On the left it shows the quantitative side, and the 

qualitative side is depicted on the right. Each color represents a layer of the study. First, all the 

data sources and how data was retrieved are discussed in section 4.3: Data. Secondly, section 

4.4: Pre-processing: preparing tweets for analysis describes how the data was processed to 

prepare it for the NLP methods, which are described in section 4.5: Content analysis. Thereafter, 

this chapter will describe how the methods applied in the content analysis are evaluated in 4.6: 

Evaluation. This section describes how the best performing sentiment analysis tool is chosen, 

and how the topic modelling configurations leading to the best topic models are found. 

Beneath the Evaluation layer, Figure 4.1 also shows how the results of the content analysis and 

evaluation layers feed into the results. These results are covered in the next chapter, Results. 

Lastly, this chapter concludes with section4.7: Data and code which describes where to find the 

data and code used in this research. 

4  Methods 
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4.3 Data 

4.3.1 Interviews 

Two interviews were held with Han de Groot, who completed a project as an external advisor 

for the DG Stikstof (governmental organisation responsible for tackling the Nitrogen Crisis), 

supervised by the minister of Agriculture, Nature and Food Quality. For the assignment, he 

talked to many important stakeholders involved in the Nitrogen Crisis and mapped their desires 

and proposed strategies for overcoming stakeholder challenges (De Groot, 2021). The first 

interview with De Groot took place on the 25th of May 2021. It was a semi-structured videocall 

interview (the questions list is enclosed in Appendix A: Questions from first interview Han de 

Groot) and served to provide the following: 

- In-depth knowledge on the stakeholder project 

- Extend the list of keywords used in the query for data collection 

In short, the interview provided context on the Nitrogen Crisis, the stakeholders involved and 

their stances, and was used to sharpen the data collection process by looking at the search 

query.  

The second interview took place on the 1st of June (questions are in Appendix B: Questions 

from second interview Han de Groot). The purpose of this interview was to: 

- Identify significant events during Nitrogen Crisis 

- Ask about topics that De Groot expected to be discussed on social media 

- Provide context on what specifically went wrong in terms of policy-making in causing the 

Nitrogen Crisis 

- Ask what De Groot thinks the perks are of the Twitter analysis and the volume and speed 

of its content. 

- Present the choice of methods, and ask De Groot how the application of these methods 

could be useful to policy-makers 

The second interview was important for defining how to proceed with the chosen methods, 

sentiment analysis and topic modelling, and what type of insights could serve decision-makers 

during a crisis like the Dutch Nitrogen Crisis. 

4.3.2 Desk research: Identifying events with high news coverage 

Desk research was performed to identify the events during the Nitrogen crisis that received a 

lot of attention from the news media. News articles were the primary source of information. 

However, (news) sources with an overview of all major events throughout the whole Nitrogen 

Crisis were scarce. Some news sources had a special page on their website with a collection of 

their news articles on the Nitrogen Crisis, but these would only contain news articles from 2019, 

while the Nitrogen Crisis is still ongoing at the time of writing. After a long search, it turned out 
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that Wikipedia had the most complete, well-sourced and comprehensive overview of the 

Nitrogen Crisis and the demonstrations that took place (Wikipedia, n.d.). Therefore, this page 

was taken as the main source for identifying important events. 

4.3.3 Twitter API 

After some experimentation with various data collection methods, the Twitter Developer Portal 

was used for the collection of Tweets. In order to request data from the Portal for non-

commercial purposes, a researcher needs to fill in an application and explain what the Portal 

will be used for and what the research is about. If this request gets approved, one gets access 

to the 'Standard product track', one of various types of Portal access with each different rate 

limits.  

Upon being granted access, a Bearer token was generated and a Python script with a query 

was written to retrieve tweets from the past using the Twitter API. In order not to exceed 

Twitter API rate limits, the script only does 299 requests per 15 minutes3. The parameters 

inserted define the timeframe, type of tweets and the key words used to gather tweets. 

Keyword parameters were found through a process of trial and error: starting with the words 

"stikstof" (Eng.: Nitrogen) and "Stikstof Crisis" (Eng.: Nitrogen Crisis) all tweets were collected 

that included either of these terms. Looking at the resulting tweets with the aim of extracting 

more terms associated with the Dutch Nitrogen Crisis, a list of terms was created with 

keywords, as seen in Table 4.1. The OR operator is used to collect tweets that contain either 

one or more of the keywords in the list. When keywords are put between quotation marks, 

only tweets containing the keywords in that exact same order are returned. When keywords 

are between brackets, Tweets are returned when all the keywords between the brackets are 

present in the tweet, regardless of the sequence of the words. As is visible in Table 4.1, many 

keywords are in the query twice: once as a word and once as a hashtag. This did not apply to 

all keywords though, as for example the word "pas", apart from being an abbreviation for the 

Dutch Nitrogen policy, is also a very common Dutch word with many meanings (e.g., "step", 

"just now", "pass", "only", "just" etc.). This is why the word "pas” is only included in the query 

when it is preceded by a hashtag: when "#PAS" is present in a tweet it will very likely be about 

the Nitrogen Crisis. Similarly, the word "stikstof" (Eng.: Nitrogen) on its own would result in too 

many tweets about, amongst others, biological processes that have nothing to do with the 

Crisis. Lastly, it is important to note that only tweets that are not retweets are collected. 

  

 

3 https://developer.twitter.com/en/docs/rate-limits 
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Table 4.1 | Query parameters for the retrieval of the dataset. 

PARAMETER VALUE INSTERED 

Start_time 2019-01-01T00:00:00Z 

End_time 2021-07-31T00:00:00Z 

Language nl 

type all but retweets 

Exclude Mercosur OR 

#mercosur 

Include stikstofcrisis OR 

PFAS OR 

#PFAS OR 

boerenprotest OR 

boerenprotesten OR 

#boerenprotest OR  

#boerenprotesten OR  

bouwprotest OR 

#bouwprotest OR  

grondinverzet OR 

grondverzet OR 

#stikstof OR 

#stikstofcrisis OR 

#PAS OR  

 

"programma aanpak stikstof" OR  

"programma aanpak #stikstof" OR  

#stikstofbudget OR  

stikstofbeleid OR  

#stikstofbeleid OR  

(stikstof uitstoot) OR  

(stikstof crisis) OR  

(stikstof uitspraak) OR  

(stikstof probleem) OR  

stikstofdepositie OR  

#stikstofdepositie OR  

#grondinverzet OR  

#grondverzet OR  

#boerenterreur OR  

(boeren terreur) OR  

#stikstofdebat OR  

stikstofdebat OR  

stikstofprobleem OR  

#stikstofprobleem OR  

stikstofgedoe OR  

#stikstofgedoe OR  

(stikstof gedoe) OR  

farmersdefenceforce OR  

#farmersdefenceforce 

"Stikstof-probleem" OR  

stikstofbudget OR 

 

 

Table 4.2 shows the number of nitrogen tweets per month (see Figure 8.1 in Appendix 1 for a 

plot). Because up until June the number of tweets per month is lower than 1000 tweets per 

month these are removed preventatively (as indicated by the striped background), in order for 

these low numbers not to skew the sentiment analysis and topic modelling results later. In total, 

1636 tweets are deleted. 
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Table 4.2 | Number of tweets per month in the dataset. 

 

 
  

YEAR MONTH 

NUMBER OF 

TWEETS 

 
 
 
 
  

January 175 

February 336 

March 217 

April 205 

May 703 

June 2034 

July 1331 

August 1526 

September 15224 

October 85449 

November 31824 

December 29036 

 
 
 
 
 
 
 
  

January 8079 

February 15422 

March 6005 

April 4415 

May 2669 

June 4604 

July 23810 

August 6398 

September 4202 

October 5719 

November 11594 

December 6213 

 
 
 
  

January 2555 

February 2129 

March 3975 

April 2055 

May 3141 

June 4933 

July 7903 
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4.3.4 Annotators 

In this study, two sentiment analysis tools are applied. To select the best of those two, 100 

Tweets have been annotated by three annotators and the sentiment scores of the annotators 

have been compared to the scores by the sentiment analysis tools. The annotators are two TU 

Delft Masters students and one recent TU Delft graduate. They are Dutch females aged between 

22 and 28 and from similar social and cultural backgrounds. The writer of this study is among 

them.  

4.4 Pre-processing: preparing tweets for analysis 

In order to use text as input for machine learning algorithms regardless multiple cleaning and 

pre-processing steps are required. The next sections describe these steps to prepare tweets for 

topic modelling.  

4.4.1 Text pre-processing 

Figure 4.2 shows the steps taken for the pre-processing of text in preparation for topic 

modelling. From left to right, the first step in 'Text pre-processing' is the removal of line breaks.  

Then, the accents on characters are removed. For example, the word "misère" (Eng.: misery) is 

turned into "misere". This is done because, on Twitter, while some users are very strict with 

traditional spelling, many users are more careless and will, among other things, ignore the 

characters on words. After this, all characters are converted to lower case, so, for example, the 

word "Dutch" and "dutch" will not be treated as two distinct words. Subsequently, special 

characters, like "&" and "#", are removed. After this, all words are lemmatised. Lemmatisation 

converts words into their root form, known as lemma (Nandathilaka, Ahangama, & Weerasuriya, 

2018). This means all plural forms of words will be converted to their singular form (e.g., "trees" 

→ "tree"), verbs are converted to the first person regular (e.g., "demonstrating" → 

"demonstrate"), etc. Lemmatisation tries to take the context of a word into account. For example, 

the word "running" can lemmatised differently depended on context. In the sentence "I am 

running to the train station" the lemma is "run", while in the sentence "The actor is in the running 

for an Oscar" the lemma would be "running". For this step, the lemmatizer of Python library 

SpaCy is applied.  

The next step, is to remove stop words. In NLP, these are words so common and frequently used 

that they add little meaning to a sentence. Examples of stop words are 'a', 'the', 'of' and 'it'. 

There are various ready-made lists of stop words. Here, the Dutch stop words list from NLTK, a 

rich Python library for NLP, is used (Bird, Klein, & Loper, 2009). If, in the process of analysing the 

results, more words are identified that have little added value, these words can be added to the 

list of words that are filtered out. The words that the list of stop words was extended with are 

listed in Appendix D:List of stop words.  
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4.4.2 Convert to bag-of-words representation 

For topic modelling, two more steps are required, which are shown under 'Prepare for topic 

modelling' in Figure 4.2. First, the tweets are tokenized, meaning that instead of being a long 

string, the sentences are split on every space into single words. Then, a Dictionary is created 

with each unique word and how often it occurs in the corpus. In order to reduce the size of the 

corpus, shorten processing time for topic modelling and increase the chance of coherent 

models, both the most occurring words and the least occurring words are filtered out: words 

that occur a lot will probably not have a specific relation to a topic, and words that are barely 

used are of little value. Here, words which occur in less than 2 documents and words which 

occur in over 50% of all documents are deleted. Then, on the right of Figure 4.2 the bag-of-

words representation of the corpus remains, which is ready to be used for topic modelling. 

 

 

 

Figure 4.2 | Steps in pre-processing tweets. 

 



34 
 

4.5 Content analysis 

4.5.1 Sentiment Analysis 

As Dutch is a language spoken natively by roughly only 23 million people, its sentiment analysis 

tools are limited compared to the English tools available (Trilling & Boumans, 2018). 

Unfortunately, because of inherent differences between languages, a sentiment analysis tool for 

one language can usually not be blindly applied to another (Zhang, Xu, & Jiang, 2018). There is 

no one-size-fits-all sentiment analysis tool readily available in Dutch, so in order to apply 

sentiment analysis to a Dutch piece of text, it is best to pick a sentiment analysis tool that is 

especially developed for the type of text that is being analysed (Trilling & Boumans, 2018). In 

the following sections, the two sentiment analysis techniques used in this study are described: 

SentiStrength and Pattern. These tools were selected because they are available for free and 

easy to implement. Also, they both scale sentiment as ‘positive’ or ‘negative’, although on 

different scales, as discussed in the next sections. 

SentiStrength 

SentiStrength (SS) is a tool originally developed in 2010 for social media text (Thelwall, Buckley, 

Paltoglou, & Kappas, 2010). Interestingly, SentiStrength outputs its sentiment results in two 

separate sentiment strength scores: one from -1 to -5 for negativity, and the other from 1 to 5 

for positivity. The developers explain their choice for using two separate scores instead of one 

by referring to psychological research that shows 'mixed emotions' are real: a person can 

experience two opposing emotions at the same time (Berrios, Totterdell, & Kellett, 2015).  

The core of SentiStrength is an annotated word list, which is annotated by human evaluators 

with scores of +/-2 to +/- 5. Then, the tool contains several other annotated word lists for several 

purposes. There is a 'booster word' list containing words that can either enhance or reduce the 

sentiment intensity of the following word (e.g., 'extremely' increases the sentiment score of the 

following word, while 'some' lowers it) (Thelwall, Buckley, Paltoglou, & Kappas, 2010, p. 2549). 

SentiStrength also takes punctuation into account (e.g., an exclamation mark increases the 

sentiment score of the sentence), contains a list of sentiment scores of emoticons and corrects 

spelling mistakes. The emoticon list is not used in this study, as by 2021 emoticons are hardly 

used: social media users use emojis now (e.g.     ).  

SentiStrength has expanded to classify various languages other than English. Several studies 

have applied SentiStrength in multiple languages, for example for looking at gender bias in 

English sentiment analysis and for approximating national happiness in Turkey (Durahim & 

Coşkun, 2015; Thelwall, 2018).  
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Pattern 

Pattern is a Python package that provides several NLP options, amongst which sentiment 

analysis. Like SentiStrength, it has an annotated list of adjectives at its core, and for the Dutch 

Pattern version this list was generated by collecting the 1000 most frequent adjectives in a 

mined dataset of Dutch book reviews (De Smedt & Daelemans, 2012). These adjectives were 

annotated by human evaluators, and the list has been further expanded with annotations from 

another corpus. Pattern’' sentiment analysis function returns a value between -1 and 1 

(continuous scale), where -1 is very negative and 1 is very positive. Pattern is unfortunately not 

actively maintained and updated anymore (De Smedt & Daelemans, 2012). 

4.5.2 Topic modelling: LDA  

While there are many implementations of LDA, Gensim LDA, which is an open-source library for 

unsupervised topic modelling and natural language processing is chosen (Řehůřek & Sojka, 

2011). This is a well-documented and widely used library with many advanced functionalities, 

available in Python. Because of this, it is the choice for this study. 

Because in this study it interests to look at differences in topic models over time, instead of 

exploring individual topic models in depth, multiple topic models need to be generated. For 

this, two choices need to be made: 

- The time windows to slice the data in 

- The number of topics 

These choices will be made by performing a grid search. Because the grid search is part of the 

Evaluation layer of this research, it is discussed later on in section 4.6.2. For now, keep in mind 

that the choice for the time window and number of topics is made so that the resulting topic 

models will be of the highest quality. Now, the next section describes how the difference in 

topics discussed over time is calculated with these topic models. 

4.5.3 Calculating difference between topic models: mean Jaccard similarity 

The grid search establishes what time window and number of topics best to pick to generate 

topic models for each time window in the dataset. So, after performing it, there are three topic 

models for each time window: one for the full dataset, one for the positive and one for the 

negative. Now, it is essential to see how topics develop over time. To compare subsequent topic 

models from subsequent time windows, their Jaccard similarity is calculated (Jaccard, 1912). 

This works as follows: imagine two topics are compared, of which the words that compose the 

first are called set 𝐴 and the second set 𝐵. Then the Jaccard similarity is calculated as follows: 

𝐽(𝐴, 𝐵) =
|A ∩ B|

|A ∪ B|
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Or, in words, the Jaccard similarity between set 𝐴  and set 𝐵  is calculated by dividing the 

intersection (the number of words that are present in both topics) of the two sets by the union 

(the number of unique words in the two topics combined) of the two sets.  

Topics are distributions of long lists of words, therefore the number of words that are chosen to 

calculate the Jaccard similarity between two topics with is important to the outcome. To look at 

the behaviour of the Jaccard similarity formula, Figure 4.3 shows the Jaccard similarity of two 

topics depending on the number of words the topics have in common for two different topic 

sizes: 10 words per topic on the left, and 20 words per topic on the right.  When the number of 

overlapping words is low, the Jaccard similarity stays low. However, the more overlapping words, 

the steadier the increase of the Jaccard similarity. Note that the higher the number of words per 

topic, the higher the Jaccard similarity can be. It is also important to consider that the Jaccard 

similarity does not consider the distribution of the words in each topic. This way, some 

information contained in topics is lost. 

 

 

 

Figure 4.3 | Jaccard similarity per number of words that overlap in two topics.  
On the left: the Jaccard similarity when topics comprise 10 words.  

On the right: the Jaccard similarity when topics comprise 20 words 

 

Now, two full topic models can be compared by first calculating the Jaccard similarity of each 

combination of topics in each model, as shown in Figure 4.6, and then taking the mean of this 

sequence of Jaccard similarities. This means that if we have topic models of 15 topics, 15𝑥15 =

225 similarities are calculated, of which the mean will be the mean Jaccard similarity between 

the two topic models. 

The mean Jaccard similarity is an easily implementable index that can aggregate the complex 

data structure of a topic model in a value, which makes it elegant and interpretable.  
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4.6 Evaluation 

4.6.1 Best Sentiment Analysis method: Compare to annotators 

In order to evaluate the quality of the two sentiment analysis tools and pick the one most suitable 

for this research, the following sections show how scores of each method are compared to the 

annotations of three people.   

Dataset for annotation: 100 tweets 

In order to pick the most suitable of the two sentiment analysis techniques, Pattern and SS, three 

annotators were asked to score 100 tweets on sentiment.  

These tweets were selected as follows:  

- 20 randomly picked tweets with a positive Pattern score 

- 20 randomly picked tweets with a negative Pattern score 

- 20 randomly picked tweets with a higher positive than negative SS score 

- 20 randomly picked tweets with a higher negative than positive SS score 

- 20 randomly picked tweets from the full dataset 

The first 80 tweets are selected this way to make sure that in the annotated dataset there are 

tweets that score both high and low on according to both sentiment analysis methods. The 100 

tweets were shuffled before being presented to the annotators.  

Figure 4.4 shows a snapshot of the excel files that the annotators received for scoring the 

sentiment of tweets. The first column shows the tweet. In the second column the annotator 

indicated whether they think the tweet is about the Nitrogen crisis or not (‘ja’: yes, ‘nee’: no or 

‘onduidelijk’: unclear). In the third column they are asked to score the sentiment in the tweet on 

a scale from -10 (very negative) to 10 (very positive). As Figure 4.4 shows, when inserting a value 

for the sentiment the cell changes colour according to the inserted value. It goes in a gradient 

from intense red (-10) slowly to white (0) and then to intense green (10). 
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Figure 4.4 | Snapshot of the (filled in) excel sheet with 100 tweets. 
Annotators fill in whether the tweet is about the Nitrogen Crisis and score the sentiment 

on a scale of -10 to 10. 

Calculating correlation between annotators: intraclass correlation 

Using the annotated tweets of the three annotators for comparison, one of the two sentiment 

analysis tools is chosen. For this, the results of each method need to be compared to the dataset 

of annotated tweets. To find this correlation, the IntraClass Correlation (ICC) is calculated. This 

is a formula designed especially for assessing the soundness of ratings by different subjects, by 

comparing the variability of the variance of each individual rating to the variance over all ratings 

and all subjects. There are various versions of the ICC, of which one needs to be chosen based 

on if the annotators represent a population or whether they are the only people of interest, and 

whether there were one or more measurements (Shrout & Fleiss, 1979). In this study, based on 

the three annotators, one sentiment analysis tool is selected as 'better’ so the annotators 

represent how Dutch people would score the sentiment of these tweets. Also, they were asked 

to score the tweets just once. Therefore, this study uses ICC2: Single random raters. 
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The ICC gives insight into how much the annotators agree with each other in the scoring of 100 

tweets, after which the sentiment analysis tool whose scores overlap best with the average score 

of the annotators is selected for the continuation of this study. The higher the ICC, the more the 

annotators agree on how tweets are scored, and the more confidently the annotator scores can 

be used for picking the best sentiment analysis tool.  

Calculating correlation between annotators and sentiment analysis techniques 

After the ICC is calculated to evaluate the annotations, the average scores of the annotators per 

tweet is calculated and compared to each sentiment analysis score. For the latter, the Pearson 

Correlation Coefficient (PCC) is calculated. The PCC gives insight into the linear relation 

between two datasets and returns a normalized value between -1 and 1: -1 shows a perfect 

negative relation, 1 a perfect positive relation, and 0 shows no correlation. The closer the value 

is to 1, the more the annotators and the sentiment analysis tool agree. Generally, if the 

coefficient value lies between +/-0.5 and +/- 1, a strong correlation is assumed, while between 

+/-0.3 and +/- 49 it is considered moderate, and below +/-0.29 low. 

For both SS and Pattern, the PCC is calculated between the average annotators' score and SS, 

and the average annotators' score and Pattern score of the 100 tweets. The sentiment analysis 

tool that has the highest correlation with the annotations is chosen as the preferred method in 

this study. 

4.6.2 Choosing number of topics and time windows: Grid search 

To find the right settings for time window and number of topics, a grid search is performed. A 

grid search is a technique for finding the optimum value for parameters by systematically trying 

out many configurations for these parameters and choosing the configuration that leads to the 

best results. First, to compare the quality of topic models based on different data slices and with 

varying number of topics, a metric for topic model quality is determined. 

Evaluating the quality of topic models: topic coherence 

LDA does not guarantee 'coherent' results: that each topic returned comprises words that are 

contextually related and properly represent a topic that was described in the corpus that served 

as training set. The state-of-the-art approach for evaluating the coherence of topics in topic 

models is human evaluation, a method that is costly, sensitive to biases and, in the case where 

many topic models need evaluation, extremely time-consuming (Röder, Both, & Hinneburg, 

2015). Newman et al. developed a metric that approximates human annotation, called topic 

model coherence (Newman, Lau, Grieser, & Baldwin, 2010). A high coherence score stands for 

a more coherent and interpretable topic model. There are various ways to calculate topic 

coherence, and here the best performing on is selected according to Röder et al.: c_v (Röder, 

Both, & Hinneburg, 2015). From now on, I will be referring to the c_v topic coherence score 
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when using the words ‘topic coherence’. By selecting topic models based on topic coherence, 

topic models are picked with a high chance of being interpretable by humans, and thus 

decision-makers. Topic coherence is a general metric that is widely used for estimating the 

quality and coherence of topic models and it is implemented in Gensim, hence easily applicable. 

For an evaluation of other topic coherence metrics, see Röder et al., 2015 (Röder, Both, & 

Hinneburg, 2015).  

Now the quality of a topic model can be approximated through its coherence score, a grid 

search can be performed. This will decide, firstly, what the time window is to slice data in 

datasets and calculate a topic model per time window and, secondly, the number of topics these 

models need to generate. For the data slices, four time periods are tested: 7, 14, 21 and 28 

days. This means topic models are generated for every 1, 2, 3 and 4 weeks over the whole 

dataset. Similarly, the following number of topics are tested: 2, 4, 6, 8, 10, 12, 14 and 16. Due 

to RAM limits on the remote server, the grid search script ran on, only topic models of up to 16 

topics could be calculated.  

Figure 3.5 depicts this process and will be described step by step from left to right. On the left, 

we see the dataset, in its processed bag-of-words representation. Figure 3.5 shows only 6 

stacked tweets, in reality there are of course many more, but for illustration purposes we assume 

there are 6. The lighter are older ones. Now, we cut the dataset per time window. Let us assume 

the time window for this run is 7 days. It turns out, there are 2 tweets per week, and so for each 

week we calculate a topic model. However, as the stacked second step in the process depicts, 

we do this for each number of topics. So, for every week with each 2 tweets, we calculate a topic 

model with a number of topics = 2, a number of topics = 4, a number of topics = 6 etc. As we 

try 8 different numbers of topics and we have 3 data slices (one per week) when using a time 

window of 1 week, we end up with 8*3=24 topic models. 

Then, for each topic model for each data slice for each number of topics, the coherence of that 

topic model is calculated. The coherence score of the sequence of topic models per number of 

topics is aggregated by calculating the mean of all subsequent topic models. In our example, 

the three topic models have coherences of 0.39, 0.34 and 0.36, which results in a mean of ≈0.36. 

The other numbers of topics had averages of 0.40 and 0.38. Now that we have an average 

coherence score per number of topics, we plot the results on a heatmap (as seen on the right). 

This entire process is repeated per time window size. In the example, the time window was one 

week, so for each number of topics topic models were generated for each week. However, in 

the next run, the process repeats with a time window of 14 days, and then for 21 and 28 days. 

In summary: topic models for each time period in the dataset and, per time period, 8 different 

numbers of topics, are generated and their coherence score calculated. Then, per time window 

size and number of topics, we take the average of all coherence scores, to compare the average 

quality of topic models per combination of time window and number of topics choice. 

Lastly, the process described above is repeated three times: the first run is with the full dataset, 

the second with only the tweets that are scored positive and the third with only the tweets that 
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are scored negative. The sentiment score based on which these datasets will be separated 

depends on which of the two sentiment analysis methods shows most overlap with the human 

annotators. This way, apart from generating information on what topics are discussed 

throughout the whole dataset, topic modelling and sentiment analysis are combined here to 

additionally provide information on the topics discussed per sentiment. 
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Figure 4.5 | Process steps for the grid search that results in choosing a time window for the dataset data slices and the number of topics  to train topics models 
with. 
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4.6.3 Choosing the number of words to calculate Jaccard similarity 

To illustrate how the Jaccard similarity between topic models changes per choice of words per 

topic, Figure 4.6 shows 5 different matrixes with the Jaccard similarity between the same two 

topic models. From left to right, the Jaccard similarity is calculated with the top 10, 20, 30, 40 or 

50 words per topic. A high similarity between two topics is represented by the colour blue, while 

a low similarity will show in red. Figure 4.6 shows that 10 words per topic will lead to a more 

'turbulent' matrix: It is the matrix with both the darkest red and the darkest blue. As we will take 

the mean of the matrix, this turbulence would not be represented in the outcome. When topics 

comprise 20 words, the matrix is more uniform. Then, very little changes between topics 

consisting of 20, 30, 40 and 50 words. The choice of the number of words to consider per topic 

is important: choosing too little words might cause high similarities between topic models if the 

most important words of different topics are often similar (think of 'farmer' or 'nitrogen'). 

However, choosing too many words per topic will give words with a low weight the same 

influence on the outcome as words with a high weight, as the distributions of words per topic 

are ignored by the Jaccard similarity. The number of words per topic will be chosen in section 

5.5.2, eyeballing the plots of the average Jaccard similarity over time for 10, 20, 30 and 40 words 

per topic. The plot with the most varying behaviour for the mean Jaccard similarity will be 

chosen as the number of words to include per topic. After all, this research aims to find ways for 

identifying changes in topics discussed online.  

 

 

 

 

 

 

 

 

Figure 4.6 | From left to right: the Jaccard similarity matrix between the same two subsequent 
topic models when using 10, 20, 30, 40 and 50 words as topic representation.  

Jaccard similarity matrix between the same two subsequent topic models 
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4.7 Data and code 

The data and scripts used in this study are available at repository 'ThesisNLP 'on GitHub, under 

the account of username milahendrikse4.  

 

 

 

  

 

4 https://github.com/milahendrikse/ThesisNLP.git 

 
Key Findings of Chapter 3: Methods 

 

 1. Two interviews are held with Han de Groot to provide context on the Nitrogen Crisis 

and to specify how the results of this study could be useful to decision-makers 

2. A query is set up to collect tweets about the Nitrogen crisis 

3. The outcomes of two Dutch sentiment tools are compared with sentiment scores of 

three annotators. Only the results of the best performing will be included in chapter 

4: Results  

4. The time window and number of topics for topic models will be established with a 

grid search 

5. Sentiment analysis results are used to create two additional datasets: one comprising 

of positive and one of negative tweets 

6. The mean Jaccard similarity is calculated per subsequent topic models to represent 

changes in topics discussed over time, for each sentiment dataset SQ2  
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This chapter describes the results of the interviews and of the application of sentiment analysis, 

topic modelling and the calculation of the difference between topic models on the dataset of 

tweets. First, key insights from the interviews with Han de Groot are described in section 5.3. 

Then, the identified events that received a lot of media attention are arranged in a table in 

section 5.3.4. These events will later be plotted in the results of both quantitative methods. Of 

these methods, first sentiment analysis results are discussed in section 5.4: Sentiment analysis. 

Based on the tweet annotations, one of the sentiment analysis tools is selected in section 5.4.1, 

after which the sentiment analysis results are plotted in section 5.4.2, answering RQ1. Lastly, in 

section 5.5: Topic modelling, the best settings for topic modelling are picked per sentiment 

based on the grid search in section 5.5.1, the best number of words for Jaccard similarity is 

chosen in section 5.5.2, and the results are plotted of the Jaccard similarity over time in section 

5.5.3, answering RQ3. 

5.3 Interviews Han de Groot: Key takeaways 

The following key takeaways are based on two interviews held with Han de Groot. They provide 

background information on the Nitrogen Crisis, characteristics of the interplay between the 

discourse on Twitter and the behaviour of politicians, and how analysing Twitter discourse could 

be helpful to decision-makers. 

5.3.1 What preceded the crisis 

Sometimes, it is easiest for decision-makers to postpone all action on an issue. For issues like 

sea level rise, it is very hard and costly to plan and execute proper policies and mitigation 

strategies. While working for the Ministry of Agriculture, Nature and Food Quality, Han de Groot 

heard rumours about so-called "crisis teams" within the government that were frowned upon 

5  Results 
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for trying to put off actions on certain issues hoping that a next minister would solve it. Usually, 

several lawyers would be members of these teams, who would seek grey areas of the law to 

justify the inaction. This might have been how the flaws in the Dutch Nitrogen policy got 

postponed up to the point of escalation. 

This strategy of putting off issues until they really no longer can be ignored, creates a tricky 

political situation: at some point, these issues come to light accompanied with the knowledge 

that the government knew about these issues for a long time and did not act. At that point, an 

issue will have reached such a dramatic condition that immediate action is required for it not to 

turn into a crisis. However, governmental organisations are unprepared and there is a huge 

political pressure to 'make the right decisions', and the situation becomes unmanageable. The 

Dutch Nitrogen Crisis was born in a similar fashion. 

5.3.2 Key characteristics of the Crisis 

This crisis is memorable for various reasons. For example, for the fact that agriculture and 

building permits were halted, which temporarily froze the Dutch economy. Or for the farmers' 

protests of almost militant proportions. However, there is another, lesser covered aspect to the 

Dutch Nitrogen Crisis which is noteworthy: the birth of highly influential new organisations 

replacing the function of older, established membership organisations on social media. For 

example, traditionally the Land- en Tuinbouworganisatie (Eng.: Agricultural and Horticultural 

Organization, abbr.: LTO) was the organisation representing Dutch farmers and entrepreneurs 

in the agricultural sector. With over 35.000 members and connections to various governmental 

organisations, the LTO officially represented Dutch farmers. However, during the Nitrogen 

Crisis many Dutch farmers got so upset with policy-making and governmental institutions, that 

many turned their backs to the LTO for "being run by former politicians" and not representing 

the needs of the Dutch farmers" (FDF Board, 2021). Somehow, as a result of this unrest, two 

brand new farmers' organisations were born: Farmers Defence Force (FDF) and Agractie. Both 

these organisations gained many followers in a short time, and they were the organisers of the 

large-scale farmers protests that took place on the Malieveld in the Hague. 

FDF and Agractie mobilised numerous farmers in a very short time, and by doing so suddenly 

became key actors in the political arena. Carola Schouten, minister of Agriculture, Nature and 

Food Quality, scheduled meetings with both organisations to hear their input. However, at least 

one meeting with FDF was cancelled out of concern for the Minister's safety, because of 

threatening tweets posted by FDF members. Of the two organisations, FDF is known for 

formulating more extreme opinions. For example, in December 2019, Mark van den Oever, 

president of FDF at the time, caused large commotion when he compared the Nitrogen policies 

in the Netherlands with the holocaust (Driessen, 2019).  
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5.3.3 How Twitter discourse analysis can help decision-makers 

During a crisis like the Nitrogen Crisis, politicians are under high pressure to come up with 

solutions fast. However, in the modern digital age, politicians' actions are immediately visible to 

the public, either through news media or social media. Ministers, like Carola Schouten, are 

responsible for a fast solution, but when they do or say something one day, it gets criticised on 

the media the same day, and other politicians will pick this up and ask questions about her 

actions the next day in the House of Parliament. It makes it very hard for the ministers to decide 

what to do, or whom to talk to. Therefore, it would be helpful for them to get insights into the 

support base of various stakeholders and various plans. This is helpful in two ways. First, as we 

saw in the Nitrogen Crisis, new stakeholders can arise online and gain support in a short time. 

It is important that these news stakeholders are on the radar of the decision-makers as soon as 

possible, so meetings can be held soon with stakeholders with high support bases and these 

key stakeholders do not feel unseen or ignored. Secondly, it is also important to note when 

traditionally important stakeholders, like the LTO, lose their support base. This helps decision-

makers prepare for meetings and negotiations with all stakeholders. Additionally, it is 

interesting for decision-makers to know about the reach of different stakeholders. How many 

people read their messages? How many are reacting to them, and retweeting them? Finally, 

about sentiment analysis, De Groot says that knowing about sentiments on Twitter can be 

helpful, but only if it can be linked to a who: who is sharing content of what sentiment? Does it 

differ per group? Finally, De Groot notes that there are also important stakeholders, like Johan 

Vollenbroek. Johan Vollenbroek does not have a social media presence, but has played a key 

role before and during the Nitrogen Crisis (Hakkenes, 2019). In 2015, when the PAS was 

announced, Johan Vollenbroek and his environmental organisation objected it (Hakkenes, 

2019). When these objections did not lead to a change in the policy, he, together with a few 

others, sued the Dutch government for not adhering to European nitrogen emission rules. He 

won the trial, and the Nitrogen Crisis was born. De Groot points out that for decision-makers to 

only focus on social media risks not gaining awareness of the presence and influence of 

stakeholders like Johan Vollenbroek.  
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5.3.4  Important events during the Nitrogen Crisis 

Table 5.1 shows the identified important events during the Nitrogen Crisis with brief 

descriptions, based on the interviews and on news sources. These events are later plotted in the 

sentiment analysis and topic modelling results, in section 5.4.2: Sentiment analysis results and 

section 5.5.2: Evaluation: Choosing number of words per topic for Jaccard similarity, to look for 

co-occurrences of these events and patterns in sentiment analysis and topic modelling results. 

 

Table 5.1 | Major events during the Nitrogen Crisis. 

 
DATE EVENT DESCRIPTION SOURCES 

2
0

1
8

 

7th 

November 

2018 

CJEU rejects 

the PAS 

The CJEU rules that the licenses granted through the 

PAS to businesses that will increase nitrogen 

emissions are against European nature legislation 

(NOS, 2019a) 

2
0

1
9

 

29th May 

2019 

Dutch Council 

of State  

In line with the CJEU ruling, the Dutch Council of 

State rejects the PAS. All pending license applications 

are put on hold. 

(Raad van State, 

2019; NOS, 

2019a) 

4th October 

2019 

First proposal 

new Nitrogen 

policy 

The Dutch Cabinet presents an initial proposal for 

nitrogen reduction. This includes a lower highway 

speed limit on roads close to Natura2000 areas, and 

buy-out of livestock farms. 

(NOS, 2019a; 

NOS, 2019b) 

14th-17th 

October 

2019 

Large scale 

farmer 

protests 

Farmers raise demonstrations nationwide. The most 

impressive demonstrations take place in the Hague, 

though many farmers travel across the country to 

protest in front of various Provincial Government 

Buildings. 

(Klumpenaar & 

Van Laarhoven, 

2019) 

25th October 

2019 

Farmer 

protests in 

North Brabant 

Farmers protest the Nitrogen policy and, this time, 

also the planned policies of the Dutch dairy sector. 

They block the entrance to the head office of 

Friesland Campina, the biggest Dutch dairy firm. 

(Schelfaut, 

2019a) 

18th 

December 

2019 

Farmer 

protests 

Farmers blocked highways and supermarket 

distribution centers, even though a Dutch judge had 

forbidden it.  

(RTL Nieuws, 

2019) 

2
0

2
0

 

18th and 

19th of 

February, 

2020  

Farmer 

protests 

More farmer protests, some fines are handed out to 

farmers entering the highways with their tractor. In the 

Hague a few hundred people demonstrate.  

(RTL Nieuws, 

2020) 
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8th July 

2020 

Minister 

Schouten 

cancels her 

visit to 

Zeeland due 

to security 

risks 

Carola Schouten, Minister of Agriculture, Nature and 

Food Quality, cancels her visit to the province 

Zeeland on the advice of the police of Zeeland. The 

police reported that farmers had tracked the location 

of her destination and had formed a large group on 

the location, awaiting her.  

(Wijnants, 2020) 

H. de Groot, 

personal 

communication, 

May 26, 2021) 

October 

2020 

Farmer show 

up at home of 

politician 

Farmers show up late at night at the house of Rob 

Jetten, a D66 politician who wants to reduce the 

livestock in the Netherlands. Jetten is in quarantaine 

because of COVID, and the farmers bring him a 

package of food with, among others, meat, even 

though Jetten is a vegetarian. Jetten reports he thinks 

this gesture goes too far: intimidation wrapped in a 

nice gesture.  

(Kos, 2020) 

November 

2020 

Farmer 

protests 

Farmers go to the Malieveld with their tractors to 

protest the Nitrogen policy.  

(Omroep West, 

2020) 

December 

2020 

Farmer 

protests 

Farmers protest both the Nitrogen policy and the low 

prices Dutch supermarkets ask for their products. 

Various supermarket distribution centres were 

barricaded, and the protests got a lot of criticism for 

going too far and the protesters were criticised for not 

following COVID regulations 

(NOS, 2020) 

2
0

2
1

 

7th July 

2021 

Farmer 

protests 

Members of Agractie came to the Hague once again 

to protest on the Malieveld, but this time the 

atmosphere was more friendly. FDF protested on 

multiple other locations in the Netherlands.  

(Eijsink, 2021; 

NOS, 2021) 
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5.4 Sentiment analysis 

In this section, first the two sentiment analysis tools, SentiStrength and Pattern, are evaluated 

and compared to the sentiment scored by the three annotators in section 5.4.1. The tool that 

scores most similar to the annotators, is selected as the best tool. Lastly, the sentiment analysis 

results with this tool are presented in section 5.4.2.  

First, to give a few examples of tweets and the scoring behavior of SS and Pattern, Table 5.2 

shows a selection of 4 tweets and their sentiment scores, translated in English in Italic. 

Remember the scales: SS scores from -1 to -5 for negativity, and from 1 to 5 for positivity. 

Pattern returns just one value, between -1 and 1, 0 being neutral. 

Tweet 1 is scored negatively by both SS and Pattern, getting the lowest possible score of -1 by 

Pattern. The tweet is a complaint and contains words like "absurd" and "ridiculous". Tweet 2 is 

scored positive by both tools, and is an exclamation of how "beautiful" the farmers protest is. 

Tweet 3 is scored as neutral, getting a 0 from Pattern and the minimal scores from SS: -1 and 

1. This tweet seems an enumeration of facts. Tweet 4, is scores lightly positive by both 

sentiment tools, and contains a call for 'respectful' help. On the last Tweet, tweet 5, the two 

sentiment analysis tools disagree: Pattern scores it slightly positive with 0.275, while SS scores 

it convincingly negative with negative score of -3, while a neutral positive score of 1.  

 

Table 5.2 | Examples of tweets and their sentiment scores. Positive scores are coloured on a blue spectrum, while 
negative scores are coloured on a red spectrum. The higher the score, the more intense the colour. Neutral scores are 
white. Translation by Google Translate. 

 
TWEET PATTERN 

SS 

POSITIVE 

SS 

NEGATIVE 

1 

@The_realist_31 Inzet van defensie bij de boerenprotesten was 

absurd en belachelijk. En dan is het in die context NOG belachelijker 

dat defensie nu niet ingezet is geweest. 

 

Translation: @The_realist_31 Deployment of defence in the peasant 

protests was absurd and ridiculous. And then in that context it is EVEN 

more ridiculous that the defence has not been deployed now  

-1 1 -3 

2 

Prachtige boerenprotest in Nederland! https://t.co/QpT39f05Gw 

 

Translation: Beautiful farmers protest in the Netherlands! 

https://t.co/QpT39f05Gw 

1 4 -1 

3 
Van de Nederlandse uitstoot bestaat 60% uit ammoniak (NH3) en 

40% uit stikstofoxiden (NOx). De landbouw zorgt voor 61% van de 

stikstofuitstoot (door mest, maar ook uit kassen en door 

0 1 -1 

https://t.co/QpT39f05Gw
https://t.co/QpT39f05Gw
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landbouwvoertuigen), het wegverkeer voor 15%. De uitstoot wordt 

ook wel stikstof-emissie genoemd. 

 

Translation: 60% of Dutch emissions consist of ammonia (NH3) and 

40% of nitrogen oxides (NOx). Agriculture is responsible for 61% of 

nitrogen emissions (from manure, but also from greenhouses and 

agricultural vehicles), road traffic for 15%. The emissions are also 

called nitrogen emissions 

4 

Net voor dit #boerenprotest de A29 bij de Haringvlietbrug op. Alle 

respect en blijf ons helpen door te innoveren met respect voor natuur 

en dieren. https://t.co/7GoRqwhJTw 

 

Translation: Just before this #farmersprotest on the A29 at the 

Haringvlietbrug. All respect and keep helping us by innovating with 

respect for nature and animals. https://t.co/7GoRqwhJTw 

0.55 3 -1 

5 

Goed nieuws in informatiebrief mbt boerenprotest 16 oktober jl.  

De samenwerking  tussen hulpdiensten en boeren liep voorspoedig 

en geen enkele vorm schade in en om Wassenaar. 

https://t.co/rGNyAGVRWP 

 

Translation: Good news in information letter regarding farmers' 

protest on 16 October. 

The cooperation between emergency services and farmers went 

smoothly and no damage was done in and around Wassenaar. 

https://t.co/rGNyAGVRWP 

0.275 1 -3 

 

5.4.1 Evaluation 

In order to pick the best sentiment analysis tool, this section describes the outcomes of the 

comparison between the sentiment scores by the 3 annotators, and the scores by the two tools: 

SS and Pattern. 

First, it is useful to look at how much the sentiment scores of the annotators overlap with each 

other. Table 5.3 shows the ICC2 of the annotated tweets by the three annotators. The ICC2 of 

0.776 is high, meaning there is a significant correlation between the annotators and there is 

high agreement on how sentiment in tweets is scored.  

 

 

https://t.co/7GoRqwhJTw
https://t.co/rGNyAGVRWP
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Table 5.3 | Intraclass Correlation Coefficient 2 of annotated tweets. 

TYPE DESCRIPTION ICC 

ICC2 Single random raters 0.776 

 

Comparison annotation and sentiment analysis techniques 

Now it is clear that the annotators relatively agree on how to score sentiment in tweets, the mean 

of their scores is calculated and compared with the scores of each individual sentiment analysis 

tool. Table 5.4 shows the PCC between the two sentiment analysis methods and the mean of 

the annotation per tweet. SS has a higher correlation with the annotated tweets, with a value 

above 0.5 being considered high. Because of this, SS will be used for sentiment analysis of the 

tweet dataset in the continuation of this research.  

 

Table 5.4 | PCC between both sentiment analysis techniques and the mean 
annotated sentiment scores. 

 SS & ANNOTATORS PATTERN & ANNOTATORS 

PCC 0.540259055 0.328589  

 

Assigning tweets to the positive or negative dataset using SS scores 

In order to compare the volume and the average sentiment of negative tweets to the volume 

and average sentiment of positive tweets, the dataset is split into two datasets per sentiment 

analysis method: one positive and one negative. For SS this is tricky, as it scores sentiment on 

two scales. Assigning tweets to a sentiment based on their SS score is done as follows: the 

highest of the two sentiment scores will decide whether the tweet is considered positive or 

negative. To illustrate, if a tweet scores 3 (on the positivity scale) and -1 (on the negativity scale), 

the tweet will be considered positive and its sentiment score will be 3. All the tweets with an 

equal positive and negative score are considered emotionally neutral: the intensity of the 

opposing sentiment scores phase each other out. This results in the deletion of 116855 (40%) 

tweets, out of the total 292245 tweets. In the end, the positive dataset consists of 39398 tweets, 

while the negative dataset consists of 135992 tweets. This means the negative dataset is roughly 

3.5 times bigger than the positive dataset. 
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5.4.2 Sentiment analysis results 

Figure 5.1 on the next page shows, on top, in Figure 5.1.1, the number of tweets per week as a 

reference. The events from Table 5.1 are shown as tagged vertical lines. In the plots below that, 

the results of sentiment analysis are depicted. The second graph 'Weekly number of tweets per 

sentiment', shows the number of weekly tweets per sentiment (Figure 5.1.2). On the third graph, 

the weekly mean sentiment is plotted (Figure 5.1.3). To see the difference in average sentiment 

more clearly, Figure 5.1.4 shows the difference between the average positive and negative 

sentiment score: the plot is coloured orange when the average negative sentiment is higher 

than the average positive sentiment, and blue vice versa. Below that, the same weekly mean is 

plotted, but with the standard deviation (std) plotted as a bar at each datapoint (Figure 5.1.5). 

Interestingly, what becomes evident when looking at the total volume of tweets in Figure 5.1.1 

is that there is some relation between a peak in tweet volume and the identified events. During 

7 out of the 11 identified events there is a peak in the number of tweets that week. Figure 5.1.2 

shows that, in terms of volume of tweets per sentiment, there are more negative than positive 

tweets at all times, often more than double. Also, Figure 5.1.3 and Figure 5.1.4 show that tweets 

are more negative than positive in mean sentiment, almost at all times. The only exception is 

mid August, when the volume of tweets was still low, which does not overlap with one of the 

identified events and so cannot be explained by them. It follows that, according to the sentiment 

analysis results, tweets are more negative than positive throughout (nearly) the whole duration 

of the crisis, both in volume and in mean weekly sentiment. Figure 5.1.5 on the bottom, shows 

the same weekly mean sentiment as Figure 5.1.3, but shows the std of that mean as a bar per 

datapoint. Figure 5.1.5 shows that there is high of dispersion in the tweet sentiment score for 

both positive tweets and negative tweets. The mean std throughout the whole dataset is 0.66 

for positive tweets and 0.64 for negative tweets, on a sentiment scale from 2 to 4 (remember 

that tweets that tweets with neutral sentiment were deleted).  

The results of the Pattern sentiment analysis can be found in Appendix E: Pattern results. As is 

expected after the comparison with annotators, the results from Pattern are different from SS: 

the pattern that is seen in the SS results of tweets being more negative both in sentiment and in 

volume, is not seen in the Pattern results. 
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Figure 5.1 | Sentiment analysis results. From top to bottom: 4.1.1. weekly volume of tweets, 4.1.2. weekly volume of tweets per 
sentiment, 4.1.3. Weekly mean sentiment score, 4.1.4. difference in mean sentiment score difference in mean sentiment score 
difference in mean sentiment score difference in mean sentiment score di fference in mean sentiment score difference in mean 
sentiment score and 4.1.5 Weekly mean and std.
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5.5 Topic modelling 

Now the sentiment analysis results are discussed, this following section covers the results of the 

application of the other NLP method: topic modelling. First, section 5.5.1 covers the outcomes 

of the grid search, which leads to the choice of number of topics and time window to slice the 

data per sentiment.  In the next section, section 5.5.2, the number of words to represent a topic 

to calculate the mean Jaccard similarity is chosen, by plotting the mean Jaccard similarity for 

topic models with 10, 20, 30 and 40 words per topics. Using the settings chosen in the previous 

two sections, section 5.5.3 shows two topic models, one with a high topic coherence score and 

one with a low topic coherence, to show what a topic model looks like and what the differences 

can be between models with different coherence scores. Lastly, with the parameter settings 

chosen in sections 5.5.1 and 5.5.2, section 5.5.3 shows the topic modelling results for the 

complete dataset, separately per sentiment. Here, the change over time in topics discussed 

during the Nitrogen Crisis is plotted per dataset.  

5.5.1 Evaluation: Grid search for choosing topic modelling settings 

Figure 5.2 on the next page shows the average coherence scores of all topic models per 

combination of time window and number of topics (num_topics) in three heat maps. Note that 

every cell in the heat map represents an entire sequence of topic models, that are trained on 

dataset chunks of either 1, 2, 3 or 4 weeks worth of tweets. On the left, Figure 5.2 shows that the 

highest average coherence scores belong to topic models with a time window of 7 days, and 

16 topics. In the middle, Figure 5.2 shows the highest average coherence for the positive 

dataset with a time window of 7 days, and 4 topics. For the negative tweet subset, the highest 

average coherence score is achieved through topic models with a time window of 7 days, and 

16 topics. These values will be chosen as input settings for the topic models in the next sections. 

Note that the scales are not the same: ranging between 0.443 and 0.479, the positive dataset 

generates topic models with an average coherence that is higher than the negative and the total 

dataset, which both range between 0.3 and 0.385.  

In Figure 5.3, the standard deviation of the three grid searches is plotted. On all three heatmaps, 

the whole upper area is very dark, which means the stds are relatively low when the average 

coherences are high in Figure 5.2. It follows that among the sequence of topic models with 

settings that lead to higher mean coherence, the coherence values fluctuate less per topic 

model.  Although the range of mean coherence scores is higher for the positive dataset, the std 

range is slightly higher. This means that the coherence scores of topic models in the positive 

dataset are slightly more dispersed than in the other two datasets.
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Figure 5.2 | From left to right, the average coherence scores of topic models for all tweets, only the positive tweets and only the 
negative tweets. The brighter the colour, the higher the average coherence score . 

 

       

Figure 5.3 | From left to right, the stdev of the coherence scores of topic models for all tweets, only the positive tweets and only the 
negative tweets. The brighter the colour, the higher the stdev. 
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5.5.2 Evaluation: Choosing number of words per topic for Jaccard similarity 

Figure 5.4 shows the mean Jaccard similarity of subsequent topic models for the complete tweet 

dataset. In this case, by 'subsequent models' two models are meant with either 1, 2, 3 or 4 weeks in 

between. This way, not only short-term differences in topics discussed can be shown, but also 

changes that happen on a longer term. For example, when the mean Jaccard similarity is consistently 

high over a period of time, on a week-to-week basis very little changes in the topics that are 

discussed. However, when  within that period of time, the mean Jaccard between two topic models 

4 weeks apart is lower, it means that topic discussed are changing little week by week, but are 

definitely changing.  

Figure 5.5 shows the stds of the Jaccard similarities from Figure 5.4. In Figure 5.4, it is shown that 

the more words are included in a topic before computing the mean Jaccard similarity, the less 

variance is shown in the plot. Figure 5.5 confirms this, as the more words per topic, the lower the 

stds. Figure 5.5 also shows that if more words are considered per topic, this does not mean that the 

mean Jaccard similarity goes up. One might expect that when the words with less weight are 

considered and the total number of words considered goes up, that the overlap of words between 

topics might get relatively higher, but this is not the case. What does happen when more than 10 

words are chosen to represent a topic, shown in Figure 5.5, is that the std of the Jaccard similarity is 

slightly lower on average. In the Methods chapter, section 4.6.2, five matrices were plotted with the 

Jaccard similarities between two topic models (Figure 4.3). Each matrix showed the Jaccard 

similarities with a different number of words per topic, and the more topics were included per topic, 

the more uniform the matrix was coloured (which means a lower std). This means the more words 

are chosen to represent a topic, the better the mean Jaccard similarity represents the distance 

between two topic models, as the std is lower. However, choosing more words will also mean that 

words that represent the topic less than the top 10 are included, and that they are given the same 

weight as the top 10 words in the Jaccard similarity formula. Changes in topics have less effect on 

the mean Jaccard similarity and therefore the mean Jaccard similarity changes less, as is seen in 

Figure 5.4. Because the aim of this research is to provide results that are meaningful to decision-

makers, the number of words per topic is chosen that leads to the most change in mean Jaccard 

similarity over time: 10 words per topic.  

Finally, Figure 5.5 shows that the std does not vary much based on whether the mean Jaccard 

similarity is calculated between topic models with 1, 2, 3 or 4 weeks in between. Therefore, the 

number of weeks chosen in between topic models does not influence how representative the mean 

Jaccard similarity is if the similarities between each individual topic of the two topic models. Plotting 

all 4 mean Jaccard similarities in one plot creates a less easily interpretable plot (too many lines), 

and the mean Jaccard similarities of topic models of 2 and 3 weeks apart seem to follow a similar 

pattern. For these reasons, in the plots with all topic modelling results in section 5.5.4, the choice is 

made to only plot the mean Jaccard similarity of topic models that are either 1 or 4 weeks apart. 

Similar plots as Figure 5.4 and Figure 5.5 for the positive and negative dataset are shown in 

Appendix F: Jaccard distance depending for number of words per topic = 10 to 40, and 

comparing various weeks. 
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Figure 5.4 | Mean Jaccard similarity for all tweets, with either 1, 2, 3 or 4 weeks time 
in between two topic models. Each plot shows the mean Jaccard similarity of two 
subsequent topic models when topics are represented by either 10, 20, 30 or 40 
words. 
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Figure 5.5 | Std of Jaccard similarity for all tweets, with either 1, 2, 3 or 4 weeks time 
in between two topic models. Each plot shows the st dev of theJaccard similarity of 
two subsequent topic models when topics are represented by either 10, 20, 30 or 
40 words. 
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5.5.3 Examples of topic models 

Now the number of topics, time window and number of words to represent a topic are chosen, 

the topic models for each sentiment can be plotted. Before plotting the mean Jaccard 

similarities for each sentiment in the next section, this section shows two examples of topic 

models are shown. It has been stated that research aims not to focus on the time-consuming 

evaluation of the content of topic models but rather on the changes in topics discussed over 

time. However, to give the reader an idea of what the many topic models with varying coherence 

scores in the next section look like and allow them to inspect and compare the topics they 

contain, Figure 5.6 and Figure 5.7 shows word clouds of the topic models with the highest and 

the lowest coherence score from the dataset containing all tweets. The font size of words in 

topics represents their weight on the topic distribution. To allow non-Dutch speaking readers 

to interpret the topic models, the translation of the Dutch words is given in brackets after each 

word (translated by Google Translate). These translations are quite accurate as far as it is 

possible to eyeball this without the context of each word. To illustrate the difficulty with this, in 

topic 1 in Figure 5.6 the Dutch word "weer" is translated as "again", while the word could also 

mean "weather", and "waar" is translated as "true", while it could also mean "where". Two 

examples of the translation being inaccurate is "mens" being translated to "man" instead of 

"person", and "natura", the name of Dutch protected natural areas, gets unjustly translated to 

"kind". Regardless, the translation seems accurate for the most part. 

To evaluate the interpretability of the topic models, I tried to label each topic per topic model 

and included that in Table 5.5 for Figure 5.6 and in Table 5.6 for Figure 5.7. It is recommended 

to have a go at labeling topics as reader before looking at the tables with my interpretations. It 

was interesting to see that I managed to label more topics in the topic model with higher 

coherence (a question mark shows the topics that I was unable to label). Differences that van be 

seen between the two word clouds is that Figure 5.6, with the higher coherence, has bigger 

fonts (higher weights per word) and more variance between font sizes than Figure 5.7. Also, I 

found it harder two distinguish between topics in Figure 5.7 as the topics contained more of the 

same words. For example, the word "stikstofcrisi" (lemmatized version of stikstofcrisis, which 

means Nitrogen Crisis) is present in the top 10 words of all 16 topics in Figure 5.7.  

It is interesting to see that quite a few names of Twitter account are present in the word clouds, 

like 'jinek_rtl' (a talkshow)5, 'ftm_nl' (a news website)6 and 'horecaned' (a twitter account with 

memes and news about the Dutch Hospitality Industry)7. 

In addition to the word clouds shown in this section, four word clouds of the topic models with 

the highest and lowest coherence for both the positive and negative sentiment are found in 

Appendix G. 

 

5 https://twitter.com/jinek_rtl 
6 https://twitter.com/ftm_nl 
7 https://twitter.com/horecaned?lang=en 
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Figure 5.6 | Word Cloud with the highest coherence score from the topic models of 
the full tweet dataset. 

 

Table 5.5 | Label per topic: an interpretation of the topics in Figure 5.6 by the writer. 

TOPIC 1 TOPIC 2 TOPIC 3 TOPIC 4 

? Grab the polluter! The different nitrogen 

policies 

Conservatism 

TOPIC 5 TOPIC 6 TOPIC 7 TOPIC 8 

Why focus on Agriculture, 

when human emit a lot of 

Nitrogen with, for example, 

flying? 

Negotiations and scepticism Farmer protest at municipality 

of Oud-Ijsselstreek 

Low turnout for Agractie 

protests 

TOPIC 9 TOPIC 10 TOPIC 11 TOPIC 12 

 What do Nitrogen emissions 

really do to natural areas? 

News media Nitrogen crisis: agriculture vs. 

construction 

TOPIC 13 TOPIC 14 TOPIC 15 TOPIC 16 

Visibility of agractie farmer 

protests 

? Who is responsible for 

leading and supervising 

change to prevent 

environmental disasters 

How facts and calculations 

are used within the 

agriculture nitrogen emission 

debate 
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Figure 5.7 | Word Cloud with the lowest coherence score from the topic models of 
the full tweet dataset. 

 

Table 5.6 | Label per topic: an interpretation of the topics in Figure 5.7 by the writer. 

TOPIC 1 TOPIC 2 TOPIC 3 TOPIC 4 

 The Cabinet comes with a 

solution that costs/saves a few 

billion 

  

TOPIC 5 TOPIC 6 TOPIC 7 TOPIC 8 

A column written by one Arno 

Wellens 

 Politics and Brussels deciding 

on policies 

 

TOPIC 9 TOPIC 10 TOPIC 11 TOPIC 12 

  The Nitrogen crisis and 

farmers protests 

 

TOPIC 13 TOPIC 14 TOPIC 15 TOPIC 16 

 Carless Sunday as a solution 

to the Nitrogen Crisis 

Politics and politicians  
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5.5.4 Topic modelling results 

In this last section of the Results chapter, the mean Jaccard similarity (MJS) is plotted in Figure 

5.8. Just like with the sentiment analysis results, Figure 5.8.1 shows the weekly volume of tweets 

as reference. First, the y-axis of Figure 5.8.2, 4.8.3 and 4.8.4 shows a range between 0.75 and 1. 

Looking back at Figure 4.3 on the left (because topics are represented by 10 words) in section 

4.5.3, it follows that when the MJS is 0.7, the number of overlapping words is 8.6, and when the 

MJS is 1, the number of overlapping words is 10. Because Figure 5.8 shows the mean Jaccard 

similarity, this means that on average the number of words that overlap per topic vary between 

8.6 and 10 for all topic models. If on average between as many as 8.6 and 10 words overlap per 

pair of topic models, this means topics models only change slowly.   

Secondly, the behaviour of the MJS of topic models with 1 week distance (1 week MJS) is similar 

for the three datasets. For all datasets, the MJS decreases just before the 'Policy proposal' event 

in early October 2019,  which means that new topics are introduced, then drops slightly again 

during the farmers protests in December 2019, and then drops again right before the 

'Threatened minster' event in July 2020. These events, or the anticipation of these events, seem 

to spark a slight change in what topics are discussed in all three datasets. However, the change 

might also be caused by the increase of tweets around these events,  which could influence the 

outcome of the topic models. Other than those three events, there is no visible connection 

between the presence of an event and changes in the MJS. Therefore, none of the MJS values 

of the datasets can be used as a marker for these events. Yet again, the volume of tweets looks 

like a better marker. 

The behaviour of the MJS of topic models with 4 weeks distance (4 week MJS) varies more 

between the datasets. When looking at these lighter lines, it is interesting to examine whether 

the 4 week MJS is higher or lower than the 1 week MJS, and whether a drop in the 1 week MJS 

is followed by a drop in the 4 week MJS. When a drop takes place in the 1 week MJS and goes 

back up the week after, then in the week of the drop new words are introduced in the topics, 

that after that week will probably keep being used, because the MJS goes back up again. If this 

drop is also visible 4 weeks after the drop in the 4 week MJS, then the words introduced 4 weeks 

ago continued being used up to 4 weeks after the drop, because the similarity between this 

week and 4 weeks ago is low. This can be seen for the drop in October in Figure 5.8.3 (positive 

dataset). 

However, if no such drop is visible after 4 weeks, this means that the topic discussed after the 

drop changed back over the weeks to the topics discussed before the drop. This can be seen 

in Figure 5.8.3 as well, when the drop in June 2020 does not results in a drop 4 weeks after.  

In terms of differences between the three sentiment datasets, Figure 5.8 shows that MJS of the 

positive dataset (blue) is less consistent than the full dataset (black) and negative dataset 

(orange). This could be because for the positive dataset, it varies more per week whether Twitter 

users change the topics they discuss or discuss similar topics to last week. However, this could 

also be explained by the fact the topic models of the positive dataset contain only 4 topics, while 
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the other each contain 16 topics per topic model (this was determined in section 5.5.1). 

Therefore, the MJS in Figure 5.8.3 will change more with a few changes in words per pair of 

topics than the MJS of the other datasets will.  

 

 

 

Figure 5.8 | Mean Jaccard similarity for topic models of 1 and 4 weeks distant per 
sentiment dataset. 
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Key Findings of Chapter 5: Results 

 

 1. 12 events were identified based on the interviews and desk research 

2. SentiStrength performs better than Pattern and is chosen as sentiment analysis tool 

3. Tweets are more negative than positive throughout the whole duration of the crisis 

(except during 1 week) both in volume and in average sentiment 

4.  The window size that results in the best topic models is of 7 days 

5. The number of topics that results in the best topic models varies per sentiment: 

 for all tweets: number of topics = 16 

 for positive tweets: number of topics = 4 

 for negative tweets: number of topics = 16 

6. Having a topic represented by the 10 most important words leads to the most 

variation between subsequent topic models over time 

7. It is possible to identify human interpretable topics based on the topic model with 

the highest scoring topic coherence 

8. The range of difference in the mean Jaccard similarity is small [0.75, 1] 

9. A spike in the weekly volume of tweets seems the best indicator for an event, not 

sentiment analysis or topic modelling results 

 

SQ1  

SQ3  
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6  
Discussion, 
limitations and 
future research 

 

This research aims to apply sentiment analysis and topic modelling to Twitter data on the Dutch 

Nitrogen Crisis in order to provide insights for research makers. Sentiment analysis on its own 

does not provide insights in the content of tweets and while topic modeling does, interpreting 

these topic models is an ambiguous and time-consuming task. Therefore, these two NLP 

methods are combined in this research to see if together they lead to results that can be 

insightful and less time-consuming to decision-makers. In this chapter, the results are discussed 

in a larger context and interpreted. The meaning, importance and relevance of the results of 

this research are elaborated on. Then, the limitations of this research and recommendations for 

future research are formulated. This chapter follows the structure of discussing the key insights 

listed in the Results chapter on the previous page one by one. Lastly, this chapter is closed with 

a section on general overarching limitations of this study and recommendations for future work. 

 

6.1 12 events were identified based on the interviews and desk 
research 

In addition to the interviews, it was a Wikipedia page that provided the most comprehensive 

overview of events that took place during the Nitrogen Crisis as described in the Methods 

chapter (Wikipedia, n.d.). However, in the meantime, the Dutch Ministry of the Interior and 

Kingdom Relations published a media analysis of the farmers' protests, written by Lieuwe 

Kalkhoven (Kalkhoven, 2021). Just like this study, this report identifies key events during the 

Nitrogen Crisis and contains a (albeit short) social media analysis.  

There is a high overlap between the main events identified in the report by Kalkhoven, shown 

in Figure 6.1, and the events identified in this research (Table 5.1). Ten out of the twelve events 

plotted in the figure from the Kalkhoven report were identified in this research, though two 

events in Figure 6.1 were combined into one event in this research. The two events that were 

not considered in this research which were identified by Kalkhoven were the construction 

worker protest and the breakfast meeting of PM Rutte and Minister Schouten with 

representatives of the farmers’ organisations, both in December 2019. 
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Figure 6.1 | Schematic chronological overview of farmers' protests (1 October 2019-
31 December 2020) (Kalkhoven, 2021). 

 

6.2 SentiStrength performs better than Pattern and is chosen as 
sentiment analysis tool  

SS was developed for short social media text while Pattern was based on book reviews, which 

could explain why SS scores, when applied to tweets, correlates more with the sentiment scores 

by the annotators than Pattern scores (De Smedt & Daelemans, 2012; Thelwall, Buckley, 

Paltoglou, & Kappas, 2010). Another explanation might be that Pattern was developed in 2012 

and does not get updated anymore (De Smedt & Daelemans, 2012).  

Another Master thesis that compared SS and Pattern was written by Lennart van Winzum for his 

Masters in Dutch studies (Van Winzum, 2021). In his comparison, Pattern turned out to correlate 

best with the annotations. However, Van Winzum's data comprised news article headlines, not 

social media text, which could explain this. Another difference between Van Winzum's approach 

and the one in this research is that here, only the most extreme SS is chosen to represent the 

sentiment, meaning if a tweet scores 4 on the positive scale and -2 on the negative, the final 

score is 4. Van Winzum took the sum of the two scales, in this example that would result in a 

tweet sentiment score of 4 + -2= 2. For future research, it can be seen if using Van Winzum´s 
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approach for combining the two SS sentiment scales, summing, leads to a higher correlation 

between the SS scores and the annotator sentiment scores.  

In this research, the results of the two sentiment analysis tools were compared to the annotations 

of only three annotators. These annotators were all female, from similar social backgrounds and 

of similar age. To calculate the correlation between the sentiment scores of the three annotators, 

ICC2 was calculated. This calculation for ICC2 assumes the group of annotators is a random 

sample of a larger population (Shrout & Fleiss, 1979). This was not the case, as the three 

annotators were the writer of this report and two of her friends. To properly represent a larger 

population, the group of annotators should be larger and more diverse. Based on the 

annotations of a more representative group, there is more substantiation for the choice best 

sentiment analysis. 

Even though SS correlates better with the sentiment scores of the annotators, a correlation of 

0.540259055 (see Table 5.4) only shows a moderate correlation. Therefore, SS can be applied 

for sentiment analysis of the Nitrogen Crisis tweets, but a more accurate sentiment analysis tool 

would lead to more precise results. This can be done in several ways. First, instead of using a 

pre-developed tool, researchers could train their own sentiment analysis model. This can be 

done in a supervised or unsupervised manner (Pang, Lee, & Vaithyanathan, 2002). For 

supervised training of a sentiment analysis model, a large number of tweets needs to be 

annotated, the larger the better. Then, a classifier algorithm, e.g., Naive Bayes, maximum 

entropy classification, support vector machines, Decision Trees or Random Forest, is applied to 

train a sentiment analysis model based on the annotations (Pang, Lee, & Vaithyanathan, 2002; 

Rothfels & Tibshirani, 2010; Guia, Silva, & Bernardino, 2019). For an unsupervised method, the 

problem of lack of annotated data needs to be overcome before a classifier algorithm can be 

trained. One way to do this is by defining seed words, one for negative sentiment and one for 

positive sentiment, to calculate the semantic orientation of each document (Turney, 2002). 

A different approach that could improve sentiment scoring accuracy but that does not require 

training a new sentiment analysis model, is to translate all tweets to English and apply a pre-

trained English sentiment analysis method (Mohammad, Salameh, & Kiritchenko, 2016). English 

sentiment tools are generally of higher quality than sentiment analysis tools for languages that 

are less widely spoken (Dashtipour, et al., 2016). Also, various papers assessing the quality of 

automatic translators have found that the quality of translation suffices for applying sentiment 

analysis and retrieve reliable results, sometimes even better results than the sentiment tools in 

the original languages (Balahur & Turchi, 2012; Araujo, Pereira, & Benevenuto, 2016).  
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6.3 Tweets are more negative than positive throughout the whole 
duration of the crisis (except during 1 week) both in volume 
and in average sentiment 

The higher negativity of the dataset could be explained by the overarching topic of the tweets: 

the Nitrogen Crisis. It is possible that during times of crisis Twitter users are more inclined to 

discuss the topic negatively than positively. The results suggest that not only the chance of a 

tweet being negative is higher than the tweet being positive, the intensity of the negativity is 

slightly higher on average than the intensity of the positivity. However, for both sentiments, the 

intensity of the sentiment does not vary much: at no point in time does the mean sentiment 

reach 3 or higher. On a scale from 2 to 5 (remember the tweets with the neutral score of -1 or 1 

area not included in the plot), this variance is low. 

The only time the mean positivity was higher than the mean negativity, in mid-August 2019, 

cannot be explained by the identified events. When searching online for events that might have 

taken place in August 2019, the only news article discusses how, because of the Nitrogen Crisis, 

in August, fewer building permits were granted (Doodeman, 2019). This does not sound like an 

event that would spark positivity, therefore by itself it cannot explain the increase in positivity. 

To research this further, it would be advised to look into the topic models of that week and find 

out what topics were discussed positively.  

Interestingly, the previously mentioned media analysis of the farmers' protests published by the 

Dutch Ministry of the Interior and Kingdom Relations included an analysis for establishing the 

public support base for the farmers (Kalkhoven, 2021). The analysis concluded that the public 

support base was very high at the beginning of the crisis, but, as the actions of the farmers 

turned more and more radical, it lowered significantly. This particular conclusion was not based 

on social media posts but on surveys and news articles. However, it could be possible that when 

the public support for the farmers lowers, there would be an increase in negativity on Twitter. 

The sentiment analysis results do not depict this reduction in support base. For future research, 

it would be interesting to isolate the tweets that are specifically about the farmers' protests, and 

see if the volume and intensity of the negative tweets increases. 

Various studies on positivity and negativity on Twitter conclude that negativity spreads much 

faster and broader than positivity (Schöne, Parkinson, & Goldenberg, 2021; Bellovary, Young, 

& Goldenberg, 2021; Jiménez-Zafra, Sáez-Castillo, Conde-Sánchez, & Martín-Valdivia, 2021). 

These studies look at the spread of sentiment of tweets from Twitter influencers or news media 

Twitter accounts, two of them in connection to an important political event. Although this study 

does not focus on the spread of sentiment, it would be interesting in future work to look what 

Twitter accounts had the highest reach on Twitter, and whether the sentiment of the posts of 

these accounts can be connected to the higher negativity during the Nitrogen Crisis.  

Finally, it is interesting to note that the Pattern sentiment results (shown in Appendix E: Pattern 

results) were entirely more positive than negative in volume, and in mean sentiment roughly half 
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of the time. SentiStrength scores correlated more than Pattern with the three annotators, 

however such a significant difference begs the question of how good SentiStrength really 

performs. The various suggestions for improving sentiment analysis mentioned in the previous 

section (6.2) could generate sentiment scores that vary more in sentiment and possibly 

represent sentiment on Twitter better.  

6.4 The window size that results in the best topic models is of 7 
days 

For all three datasets, the mean coherence score is highest when the data is cut in chunks of 

one week worth of tweets, regardless of the number of topics per topic model (Figure 5.2). This 

means the most coherent topic models are calculated when the tweets originate from only one 

week, and thus a smaller dataset. In contrast, in literature, topic coherence is expected to get 

higher the bigger the size of the corpus (Omar, On, Lee, & Choi, 2015).  

A possible explanation for the phenomenon seen here is that when only taking tweets from one 

week, time does not influence the topic discussed as much compared to when taking a larger 

time window. This could make it easier for the LDA algorithm to assign certain words to topics. 

However, when there are more topics present in the dataset or some topics that are present 

have more version in the dataset, it will become harder for the LDA algorithm to assign a word 

to a topic and give it a weight, because there are more topics, or versions of topics, the same 

word could belong to. We see that in the examples of the topic models with low coherence 

(Figure 5.7, Figure 8.8 and Figure 8.10) there are multiple words, like "farmer" and "nitrogen 

crisis" that are present in many, if not all, topics.  

The results imply that performing LDA on tweets results in the highest topic coherence score 

when performed on datasets of small time frames. This can be taken as a takeaway point for 

future research that seeks to get insights into the topics discussed on social media through topic 

modelling. Especially when aiming to perform topic modelling close to real-time, this 

implication is favourable: data of short time periods can be collected faster than if researchers 

need to wait for a longer time before a coherent topic model can be calculated. 

For future research, it is recommended to compare the topic coherence scores and the weekly 

volume of tweets, to further examine the connection between the topic coherence and the size 

of the dataset the topic model is generated with.  
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6.5 The number of topics that results in the best topic models 
varies per sentiment  

The number of topics that result in the highest mean coherence for the full and the negative 

dataset is 16 (Figure 5.2). For the positive dataset, this value is 4. These results imply that less 

topics are discussed in positive tweets than negative tweets. One way to interpret this is to say 

that, during the Dutch Nitrogen Crisis, people have more to complain about than to praise. As 

the overarching topic of this dataset is a crisis, that makes sense.  

Note, though, that there are a few differences between the datasets. First of all, the negative 

dataset is bigger than the positive, consisting of roughly 3.5 times more tweets. Also, the full 

dataset is a little over twice as big as the negative dataset. Interestingly, in line with the finding 

discussed in the previous paragraph, the smaller datasets seem to have the higher mean topic 

coherence: the upper range of the negative dataset is about 0.05 higher than the full dataset, 

while the positive dataset has a max mean topic coherence of 0.095 higher than the full dataset.  

It is possible that in the larger datasets there are simply too many topics: 16 is not enough to 

represent them. For future research, it is advised to train topic models of over 16 topics as well, 

as the topic coherence might increase in that direction. During this study, this was not done 

because it took too long for topic models of over 16 topics to converge. Furthermore, there are 

more hyperparameters for LDA topic models, like learning decay, learning offset and maximum 

iterations. These hyperparameters were set on default during this study. In future work, it would 

be interesting to tune these hyperparameters and see if this increases the topic coherence of 

topic models. 

Finally, to improve the quality of the topic models, LDA MALLET could be used instead of the 

classic Gensim LDA. LDA MALLET works similarly to classic LDA, but uses a different sampling 

method which takes a longer time to compute and often derives more coherent topics than the 

classic LDA (Mccallum, 2002; Dawar, Samuel, & Alvarado, 2019). Another alternative to standard 

LDA is structural topic modelling: an approach that is similar to LDA, but differs because it 

incorporates metadata of documents such as for example the author's name, gender or political 

affiliation, to derive more precise topics (Kuhn, 2018; Roberts, et al., 2014). The Twitter API has 

a lot of such metadata available, and thus structural topic modelling could lead to better results 

than the topic modelling results of this study (Twitter, n.d.).  
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6.6 Having a topic represented by the 10 most important words 
leads to the most variation between subsequent topic models 
over time 

It is inherent that when topics consist of 10 words, a change of, for example, one word in a topic 

will lead to a higher change in the MJS of two topic models than when one in 20 words changes. 

Seeing the MJS changes more extremely over time when topics consist of 10 words compared 

to when topics consist of 10+ words, means that increasing the number of words representing 

a topic does not necessarily mean that, on average, changing words are added to the topics as 

well. 

As the highest weights are given to the top 10 words in a topic, it would be unfavourable to add 

more words at the risk of adding noise. However, the choice of 10 words was based on 

eyeballing the differences between the MJS plots and their stds. To test the assumption that the 

top 10 words have the highest weights, it is recommended to plot the distributions of topics. 

These distributions will show if indeed the top 10 words have generally substantially higher 

weights than the other words. If this is the case, the choice of words per topic is better 

substantiated. 

6.7 It is possible to identify human interpretable topics based on 
the topic model with the highest scoring topic coherence 

Topic coherence is a quality measure designed that approximates how interpretable humans 

find topics (Newman, Lau, Grieser, & Baldwin, 2010). Therefore, it is expectable that most topics 

in the topic models with the highest topic coherence score are interpretable. What is noticeable 

about the topic models with the lowest topic coherence, is that the topics look very similar, often 

containing various overlapping words. Also, the highest weights of the topics in the topic 

models with low topic coherence, are significantly lower than the highest weights of words in 

topics from topic models with high topic coherence.  

To improve the interpretability of these topic models for the Nitrogen Crisis in future research, 

it is recommended to identify phrases that act like single words, and add them to the corpus 

concatenated (e.g., ‘social_media’ instead of the separate words ‘social’ an ‘media’) during the 

pre-processing of text. These are called collocations (Lau, Baldwin, & Newman, 2013). There are 

various methods for finding and selecting the most meaningful collocations, like frequency 

counting, hypothesis testing and Pointwise Mutual Information (Lau, Baldwin, & Newman, 2013; 

Kumova Metin S., 2010; Rao & Taboada, 2021). The exemplary topic model in Figure 6.2 shows 

a case where collocations would be useful: the highlighted words “den” and “haag”, which 

together form “The Hague”, are present separately in three of the 10 topics, because the always 
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co-occur (for none-Dutch readers: ‘den’ is not the regular word for ‘the’ in Dutch, ‘then’ is only 

used in old Dutch city names).  

 

 

Figure 6.2 | Topic model from the negative dataset in September 2019, where 
number_topics = 10 window_slice = 18. 

6.8 The range of difference in the mean Jaccard similarity is small 
[0.75, 1] 

On average, between 8.6 and 10 words overlap per topic in two subsequent topic models. This 

is high considering that topics comprise 10 words. It means the mean change in words per topic 

is low. This means collectively, topics discussed change only a little per time interval. However, 

the MJS represents the change in all topics discussed in two topic models. For the MJS to be 

very low, from one week to another, all topics need to have changed significantly compared to 

last week or 4 weeks ago. However, the dataset that is used already described a specific topic: 

the Nitrogen Crisis. So, all topics identified by the topic models are within the specific context 

of the Nitrogen Crisis. Imagine, at some point in time, we have a topic model of 4 topics about 

1. The Nitrogen policy, 2. The farmers' demonstrations, 3. The construction demonstrations and 

4. How measurements on nitrogen emissions are performed. However, the week after, a brick 

is thrown through a window of the house of the minister of Agriculture, Nature and Food Quality. 

Then the first three topics of this week's topic model are the same as last week, but this week's 

topic 4. is about the shattered window of the minster. In this example, although the news of the 

shattered window gets Twitter coverage, the MJS does not change much because only one 

------ Topic 1 ------ 

boer stikstofcrisi wel houden politiek moeten land weer protest groot 

 

------ Topic 2 ------ 

boer agractie den haag weg chaos tractor boeren kabinet stikstofcrisi 

 

------ Topic 3 ------ 

boer boeren boerenopstand komen wel agractie jesseklaver moeten uitstoot zien 

 

------ Topic 4 ------ 

boer den weer haag wel vandaag zeggen weg denken jullie 

 

------ Topic 5 ------ 

boer komen stikstofcrisi agractie boeren staan laten malieveld ander weg 

 

------ Topic 6 ------ 

boer den haag malieveld laten boeren agractie boerenopstand staan tractor 

 

------ Topic 7 ------ 

boer stikstofcrisi jaar boeren wel allemaal crisis klimaat ander laten 

 

------ Topic 8 ------ 

boer den wel jesseklaver haag jaar boeren zien alleen onze 

 

------ Topic 9 ------ 

boer nederland boeren politie agractie wel moeten vinden jullie mens 

 

------ Topic 10 ------ 

boer komen jullie wel zeggen boeren alleen laten weten waar 
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topic in the topic model changes and not all four. It would even change less if the topic model 

does not comprise 4, put 16 topics.  

The previous example could explain how the MJS could be consistently quite high even though 

new topics are discussed. It implies that the MJS would not properly capture this change. For 

future research, it is recommended to try out alternative formulas for calculating the difference 

in topic discussed between topic models. One disadvantage of using Jaccard similarity is that 

the weights of each word in a topic are ignored: every word in the topic is equally relevant. 

Several formulas that compare topic distributions are Kullback-Leibler divergence, 

Bhattacharyya distance and Hellinger distance (Hellinger, 1909; Paul, 2009; Bhattacharyya, 

1946). It is advised to try these formulas out and see if topics discussed over time are better 

captured by any of them.  

6.9 A spike in the weekly volume of tweets seems the best 
indicator for an event, not sentiment analysis or topic 
modelling results 

During a crisis where many events received large-scale news media and social media attention, 

it is expectable that the volume of tweets goes up around those events. However, when events, 

like demonstrations, are discussed on social media extensively, it was expected that there would 

be some changes in the sentiment and topics discussed. If a change in topics discussed on 

Twitter around those events is really present during those events, implementing the 

improvements suggested in the previous sections of this chapter could lead to more precise 

results that could mark these events. It is also possible that around those events there was simply 

minor change in what topics were discussed, and merely a change in how much the topics were 

discussed on Twitter.  

 

 

Figure 6.3 | Social media reporting activity between July 2019 - December 2020 
(Kalkhoven, 2021) 

 

The spikes in volume overlap well with the plot of volumes of tweets in the media analysis of the 

Ministry of the Interior and Kingdom Relations, shown in Figure 6.3 above (Kalkhoven, 2021). 



75 
 

However, in that analysis 380.000 tweets were collected, while in this study 292.245 tweets were 

collected. Interestingly, that analysis was only about the farmers' demonstrations, not about the 

full Nitrogen Crisis, unlike this study. Therefore, it is recommended to evaluate the query that 

was developed for the collection of Nitrogen Crisis tweets in this study. One way to do that is to 

use the entry in the excel sheets filled in by the annotators (Figure 4.4 from section 4.6.1 shows 

a snapshot), responding to whether the annotator thought the tweet was about the Nitrogen 

Crisis, to find what characterises tweets that are collected by the query but which are not about 

the Nitrogen Crisis. 

There are three small spikes in tweet volume: two in November 2019 and on in July 2020. These 

are unexplained by the events identified in this research or in Kalhoven’s analysis or on the 

WIkipedia Nitrogen Crisis overview page (Wikipedia, n.d.; Kalkhoven, 2021)..\ All three take 

place shortly after demonstrations. One interpretation is that some demonstrations and threats 

to politicians caused so much unrest that they continued being discussed in the following weeks. 

However, the MJS goes down after the second farmers’ demonstrations in October, not up, 

contradicting this interpretation. Another interpretation could be that the demonstrations and 

threats received much media attention in the following weeks that tried to reconstruct how these 

demonstrations and the Nitrogen Crisis started, like this RTL Nieuws news article: (RTL Nieuws, 

2019).  

As a spike in the weekly volume of tweets seems the best indicator for an event, decision-makers 

are recommended to monitor pre-determined topics on Twitter and implement a way to be 

notified when a significant change in volume of tweets takes place, while lacking better tools. 

When receiving a notification, the processing pipeline of this study to look at the topic models 

of those weeks to see what people are discussing. 

 

6.10 Additional remarks 

One of the limitations of using Twitter as a data source for analysing public opinion (discussed 

in Chapter 2: Related Work, section 3.4) is that some powerful stakeholders are might not be 

present on Twitter. Han de Groot mentioned that is the case in the Nitrogen Crisis: Johan 

Vollenbroek (H. De Groot, personal communication, May 26, 2021). Johan Vollenbroek does 

not have a social media presence, but has played a key role before and during the Nitrogen 

Crisis (Hakkenes, 2019). This means, even though he has an immense footprint on the Nitrogen 

Crisis, he does not influence the discourse online directly. When is researching Twitter discourse 

on policy crisis, like the Nitrogen Crisis, it is therefore recommended to complement it with 

other data sources, like news articles or interviews. 

The interviews held in this study were held with one interviewee. For a broader context on the 

policy crisis at hand, it is recommended to interview various stakeholders with different 
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perspectives to reduce the risk of selection bias. Also, as this research aimed at generating 

insights for decision-makers, for future research it is recommended to ask decision-makers of 

the Nitrogen Crisis how they interpret the results of this study and what could make it more 

useful to them.  

According to Han de Groot, the insights this research provides are only useful if it can be 

connected to a who: who is discussing what topics? Who are feeling what? Who has much 

influence on Twitter? Therefore, a significant improvement in the usefulness to decision-makers 

could be made by extending this research with a network analysis. The data is already available: 

the metadata of each tweet in this dataset contains an id, the number of likes, the number of 

retweets and, if applicable, a list of Twitter users that are mentioned in the tweet's text. Tracking 

active stakeholders can be used by decision-makers in three ways. First, by monitoring a list of 

stakeholders that they believe are influential, and verify this by looking at their Twitter presence. 

Second, for discovering new influential stakeholders, when influential Twitter users are not on 

the list of pre-defined influential stakeholders. This way, new stakeholders can be added to the 

list early on, and decision-makers can decide to include them in the policy-making process. 

Third, by monitoring the Twitter presence of stakeholders, changes in support base of each 

stakeholder can be noticed early on. This is useful information for decision-makers during 

negotiations with those stakeholders. 

There are more useful resources that this study has not used. First, hashtags emphasize words, 

therefore it is recommended to try giving words that are preceded with a hashtag higher 

weights, and see if this improves the topic coherence of the generated topic models.  Second, 

retweets were not used in this study, while it has been claimed that sharing tweets without 

adding text can be a sign of agreeing with the tweet (Goldenberg, et al., 2020). Third, many 

tweets contain URLs, often linking to articles on news websites. It could be interesting for 

decision-makers to map what news sources are spread most widely, to see where different 

groups on Twitter are getting news from. This could help in understanding where potential 

unrest is originated. Fourth, this thesis does not consider emojis or emoticons in establishing 

sentiment scores. Emojis and emoticons serve writers to express sentiment without using words. 

Some sentiment libraries score the sentiment of emoticons. SentiStrength has a lexicon for 

emoticons (e.g. :-) or :,-( etc.) but emoticons are not used often anymore, so the lexicon is of 

little use (Thelwall, Buckley, Paltoglou, & Kappas, 2010). Nowadays, the old-fashioned 

emoticons have made place for the newer and popular emojis: pictograms of expressive faces 

or other objects that are available in a wide range of emotions which can be embedded in text. 

Emojis sometimes are interpreted differently by people of different backgrounds, ages, etc. 

Hence, it is not a straightforward task to classify the sentiment of each emoji (Ishmael, 2021). For 

future research, it is recommended to determine and use only the emojis on whose 

interpretation most Twitter users agree to improve overall classification of sentiment. 
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This study aims to answer the question: How can sentiment analysis and topic modelling be 

applied to Twitter data to provide insights for decision-makers retrospectively about major events 

during the Dutch Nitrogen Crisis? This chapter will summarize the main findings of this study, 

answer the research questions and mention how this study could form a starting point for future 

research. 

 

There was minor variation in the mean sentiment on Twitter over time. However, the std was 

consistently high, meaning there was a high variance in sentiment scores of tweets each week. 

In terms of quantity, the number of negative tweets per week was higher than the number of 

positive tweets throughout the whole crisis, except during one week. The events identified do 

not explain the short time period during which the average positive sentiment was higher than 

negative. To find an explanation for this short peak, it is recommended to use the topic models 

generated in this study to find out what topics were discussed that week.  

I expected to see some variation in sentiment around major events. For example, more positivity 

in tweets when the farmers had high public endorsement during the first demonstrations. It is 

possible that the methods applied in this study, Pattern and SentiStrength, were not accurate 

enough for good sentiment classification, or that having three annotators score 100 tweets were 

not enough to evaluate which tool was best. For future application of sentiment analysis on 

tweets about a Dutch policy crisis, a different approach is recommended: either translate tweets 

to English and apply a more advanced English sentiment analysis tool for possibly more 

accurate results, or train a new sentiment analysis model specifically for the task at hand. Also, it 

is advised to work with over three annotators, whose demographics should approximate the 

demographics of Dutch Twitter users.  

  

7  Conclusion 

SQ 1   

How did sentiment on Twitter develop over time during the Nitrogen Crisis?  
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First, this study proposes a pipeline with a grid search for selecting what time window to 

calculate topic models over and how to select the number of topics that will lead to topic models 

with, on average, the highest topic coherence. This is a contribution to future work, as applying 

this approach has the potential of saving time and systematically generating meaningful topic 

models with high topic coherence scores. 

Second, this study proposes MJS as a measure for difference in topics discussed over time. 

Calculating MJS makes it possible to plot changes in topics discussed over time, without 

needing to look at each individual topic model and manually identify changes. Additionally, not 

only topic models of 1 week apart are plotted but also topic models of 4 weeks apart. Plotting 

this information shows if changes in topics discussed occurred incrementally and slowly, or 

sudden shocks. By doing this, this study shows a new and automated way of finding changes in 

topic models with no need for human inspection of topics in each topics model manually. 

 

Collectively, according to the topic modelling and MJS plots, topics discussed changed only a 

little during the Nitrogen Crisis: the range in which the MJS varies is small. It is possible that the 

MJS simply does not effectively represent changes in topics discussed, in which case changes 

in some topics in a topic model do not change the MJS enough to be noticeable. 

To represent changes in topics discussed more accurately in future work, this study makes 

various suggestions for improving the quality of topic modelling. For example, suggestions are 

made for fine tuning text preprocessing steps and for alternative topic modelling algorithms. 

Finally, alternative metrics for MJS are proposed to better capture change in topics discussed 

in future work.  

To improve the traceability of changes in topics over time, this study recommends improving 

the quality of the topic models. Several suggestions are made for fine tuning text preprocessing 

steps and for alternative topic modelling algorithms. Finally, alternative metrics for MJS are 

proposed to better capture change in topics discussed in future work. When implementing 

these suggestions, the pipeline developed in this study could prove useful to decision-makers 

for plotting changes in topics discussed over time. 

SQ 2  

How can topic modelling be applied to analyse changes in topics discussed on Twitter 

over time?  

SQ 3  

How did the topics discussed during the Nitrogen Crisis on Twitter change over time? 
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Plotting the results of sentiment analysis and the MJS per sentiment datasets did not provide 

markers for most of the events. There is no observable pattern in the mean sentiment or volume 

of tweets per sentiment that suggests these sentiment results can provide markers. However, in 

this Master's thesis research many steps were proposed and executed. Because of limited time 

that needed to be divided over all steps, only so much time could be spent on each individual 

step. Because of this, the concept proposed in this study could further be explored by the 

improvements proposed for each step, to find out whether observable patterns appear in more 

precise results. If so, this can aid the development of tools for marking important events during 

a policy crisis for decision-makers.  

 

Unexpectedly, it is not sentiment analysis or topic modelling results that have the most obvious 

connection with the events identified: it is an increase in tweets during events. Therefore, while 

lacking better tools, decision-makers are recommended to monitor pre-determined topics on 

Twitter and implement a way to be notified when a significant change in volume of tweets takes 

place. The combination of sentiment analysis and topic modelling as implemented in this 

research is either not advanced enough to provide useful information to decision-makers, or 

sentiment analysis and topic modelling simply cannot provide insightful results on the Dutch 

Nitrogen Crisis. However, because there is an extensive amount of research applying these 

methods to social media data around various political events with valuable results, I argue that 

more experiments need to be performed with this approach and the quality of each research 

step needs to be further improved in order to draw final conclusions on the usefulness of the 

combination of sentiment analysis and topic modelling for decision-makers during policy crises. 

In this study, many approaches for such improvements are suggested. 

This study has only explored a fraction of the potential of Twitter data. I hope the concepts 

elaborated in this study and the expansions that are suggested will inspire future research to 

improve these concepts and use them to compute meaningful outcomes that are interpretable 

to- and useful to decision-makers. 

SQ 4  

Can sentiment analysis and topic modelling results provide markers for events that 

received attention from news media during the Nitrogen Crisis? 

MQ   

How can sentiment analysis and topic modelling applied to Twitter data to provide insights 

for decision-makers retrospectively about major events during the Dutch Nitrogen Crisis?  
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Key Findings of Chapter 6: Conclusion 

 

 1.  It is not sentiment analysis or topic modelling results that have the most obvious 

connection with the events identified: it is an increase in tweets during events 

2. The combination of sentiment analysis and topic modelling as implemented in 

this research is either not advanced enough to provide useful information to 

decision-makers, or sentiment analysis and topic modelling simply cannot 

provide insightful results on the Dutch Nitrogen Crisis 

3. This study and the pipeline it proposes can serve as a solid basis for further 

development into a process that provides ready-to-use information to decision-

makers 
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A. Questions from first interview Han de 
Groot 

1. For your stakeholder research, how did you decide who were the stakeholders you 

wanted and should interview?  

2. Were there stakeholders that you identified as important but didn't get to talk to? If so, 

why? 

3. According to the report you wrote there is a need for more "integrality". What is 

integrality and what is its role during the Nitrogen Crisis?  

4. "Koppel de stikstofaanpak waar enigszins mogelijk aan andere belangrijke milieu-

trajecten , zoals Klimaat- en het Schone Lucht akkoord en vernieuwing van het ruimtelijk 

beleid" (De Groot, 2021, p. 21) – What do you mean by that?  

5. What is the relation between nitrogen and PFAS? 

6. I read that only 1% of the Dutch nitrogen emissions are emitted by the building sector, 

what does the building sector have to do with the nitrogen crisis? 

7. "voor velen is zowel de ambtenaar van AGRO als die van DGS een vertegenwoordiger 

van de minister van LNV, Carola Schouten, Verschillen in aanpak of positie worden dan 

slecht of niet begrepen. " (De Groot, 2021, p. 7)– What are these "differences"?  

8. "In de eerdere fase, na de Raad van State uitspraak, waren weliswaar de koppen bij 

elkaar gestoken maar was het interdepartementale niet echt gescheiden van het 

interbestuurlijke." (De Groot, 2021, p. 8) – What is the relation to the Nitrogen Crisis 

debate  

9. "Tegelijkertijd moet elke overheid stoppen de ander als stakeholder te zien, dat staat 

het zicht op de echte stakeholders in de weg. " (De Groot, 2021, p. 8) – Is that possible 

in an organisation as big and diverse as the Dutch government? And does it have 

something to do with: "In de loop van 2020 is een aantal studies en beleidsnota's 

8  Appendix 
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verschenen over rollen en interactie tussen Rijk en medeoverheden. Door de oogharen 

bezien, wijzen die op de noodzaak van meer centrale regie bij het Rijk en een goede 

definitie binnen het 4W model van de antwoorden op: Wie?, Wat?, Wie doet Wat? en 

Waarmee?." (De Groot, 2021) 

10. "Landbouw en boeren worden vaak als één gezien" (De Groot, 2021, p. 8) – What do 

you mean by this? 

11. Who are the most important stakeholders in the Dutch agriculture and its sub sectors? 

12. "Met FDF is het contact tussen LNV/DGS verbroken na incidenten en bedreigingen" (De 

Groot, 2021, p. 8) – What happened? 

13. Do Farmers Defence Force (FDF) and Agractie only protest nitrogen policies or do they 

do more?  

14. As one of the causes for the harmed relations between the government and the 

agricultural sector, you name the transfer of tasks to provinces. What kind of tasks do you 

mean and how did this happen?  

15. Nowhere in the report you mention the Covid-19 outbreak. Did this pandemic have any 

influence on the Nitrogen Crisis?  

16. (De Groot, 2021, p. 20): Why do the Industry and Energy sectors have 2 seats and the 

Mobility sector just one?  

17. Is there a link between 'Mercosur' and the Nitrogen Crisis and debate?  
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B. Questions from second interview Han 
de Groot 

These questions are translated from Dutch to English with Google Translate.  

1. You once said that you would have liked to have been to a ministry in the Netherlands 

when the crisis started, because you already saw it coming: 

a. What made you see the nitrogen crisis coming? 

b. What would you do if you were there at the time? What kind of clusters of subjects 

do you expect to emerge? 

2. What clusters of topics do you expect to emerge? 

3. How were the opinions of citizens included/not included in the nitrogen policy? 

a. What could be done better there? 

4. When do you think social media insight contributes most to crisis policy? 

a. Before a crisis 

b. During a crisis 

c. After a crisis, as an evaluation learning moment 

5. Why is Twitter/social media specifically interesting for policy? 

6. And HOW does social media insight contribute? 

7. What do you think of hashtags? How relevant are they in your view? 

8. Does it matter who the user is who writes the tweet? 

a. And if so, how does that matter? 

9. What do you see as the (largest) contribution of these insights to policy? 

10. Is the government open to monitoring on Twitter at all? 
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C. Plot of volume of tweets per month 

 

Figure 8.1 | the number of tweets about the Nitrogen Crisis per month, from January 
2019 up to June 2021.  
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D. List of stop words 

echt 

gaan 

goed 

heel 

maak 

maken 

per 

probleem 

stikstof 

stikstofcrisis 

stikstofprobleem 

wil 

willen 

wilt 

zal 

zullen
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E. Pattern results 

 

Figure 8.2 | Results of Pattern sentiment analysis. 
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F. Jaccard distance depending for number of words per 
topic = 10 to 40, and comparing various weeks 

 

 

 

 

Figure 8.3 | Mean Jaccard similarity for negative tweets, with either 1, 2, 3 or 4 weeks time in between two topic models. Each plot shows the mean 
Jaccard similarity of two subsequent topic models when topics are represented by either 10, 20, 30 or 40 words . 
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Figure 8.4 | Mean Jaccard similarity for positive tweets, with either 1, 2, 3 or 4 weeks time in between two topic models. Each plot shows the mean 
Jaccard similarity of two subsequent topic models when topics are represented by either 10, 20, 30 or 40 words . 
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Figure 8.5 | Std for negative tweets, with either 1, 2, 3 or 4 weeks time in between two topic models. Each plot shows the std of Jaccard similarity of 
two subsequent topic models when topics are represented by either 10, 20, 30 or 40 words . 
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Figure 8.6 | Std for positive tweets, with either 1, 2, 3 or 4 weeks time in between two topic models. Each plot shows the std of Jaccard similarity of two  
subsequent topic models when topics are represented by either 10, 20, 30 or 40 words. 
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G. Examples of topic models per 
sentiment with high and low coherence 

 

 

Figure 8.7 | Word Cloud with the highest coherence score from the topic models 
of the negative tweet dataset. 
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Figure 8.8 | Word Cloud with the lowest coherence score from the topic models 
of the negative tweet dataset. 
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Figure 8.9 | Word Cloud with the highest coherence score from the topic models 
of the positive tweet dataset. 

 

Figure 8.10 | Word Cloud with the lowest coherence score from the topic 
models of the positive tweet dataset. 
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