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NOMENCLATURE

AC CB AC Circuit Breaker

CCSC Circulating Current Suppression Control

CIG Converter Interfaced Generation

CLR Current Limiting Resistor

DC CB Direct Current Circuit Breaker

DC-FRTC DC-Fault Ride Through Controller

DLQR Discrete Linear Quadratic Regulator

DMR Dedicated Metallic Return

DSO Distribution System Operators

DT Digital Twin

DVC Direct Voltage Control

EMT Electromagnetic Transients

FCS Fault Current Suppression

FLD Fault-current Limiting Devices

FPGA Field Programmable Gate Array

GSC Grid-side Converter

GTFPGA Gigabit Transceiver FPGA

HB-SM Half-Bridge Sub-module

HiL Hardware-in-Loop

HVAC High Voltage Alternating Current

HVDC High Voltage Direct Current

ICC Inner Current Control

IGBT Insulated Gate Bipolar Transistor

LCC Line Commutated Converter
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viii NOMENCLATURE

LLC Lower-level Control

LL Line-to-line

LTI Linear Time-Invariant

MMC Modular Multilevel Converter

MOG Meshed Offshore Grid

MPC Model Predictive Control

MPP Model Predictive Planner

MSC Machine-side Converter

MT-HVDC Multi-Terminal HVDC

NLC Nearest Level Control

OHL Over-head Line

OVC Outer Voltage Control

PED Power Electronic-Driven

PG Pole-to-Ground

PLL Phase Lock Loop

PoC Point of Common coupling

PP Pole-to-pole

RMS Root Mean Square

RTO Regional Transmission Organization

RTS Real-Time Simulator

SCR Short Circuit Ratio

SiL Software-in-Loop

SLG Single-Phase-to-Ground

TSO Transmission System Operator

VARC VSC Assisted Resonant Current

VSC Voltage Source Converter

WPP Wind Power Plant
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SUMMARY

A secure, equitable, and environmentally sustainable energy system is a critical global
challenge in pursuing a sustainable future. As dependence on fossil fuels wanes
and the integration of renewable energy sources escalates, traditional power grids
are confronted with unprecedented challenges, particularly in system inertia. This
situation necessitates a substantial upgrade in energy transmission infrastructure.
Such infrastructure must evolve to bridge the expanding geographical gap between
renewable generation sites and consumption centres, all while maintaining power
system stability. The solution to this complex puzzle may well reside in developing
the ’Express Energy Highway’—a concept that envisions a trans-national High Voltage
Direct Current (HVDC) grid as the backbone of a modern, digital-era energy network.
HVDC grids are at the forefront of this transformation, providing an efficient solution for
long-distance power transmission and capable of integrating a diverse range of energy
sources with lower losses compared to traditional HVAC power systems. The expansion
of HVDC technology, especially within Europe’s ambitious energy targets and the phased
decommissioning of nuclear power plants, underscores the pressing need for advanced
control systems and real-time simulation models to navigate the complexities of these
next-generation energy highways.

This thesis delves into modern HVDC technologies, focusing on Voltage Source
Converter (VSC) technology. VSC-HVDC grids are renowned for their flexibility,
functionality, and efficiency—essential for reducing carbon footprints and integrating
massive renewable energy sources. Additionally, the thesis explores the operational
dynamics of Multi-Terminal HVDC (MT-HVDC) systems. It develops a comprehensive
framework for large offshore multi-terminal HVDC grids, concentrating on three focus
areas: Advanced Control Algorithms, Fault Management, and Real-Time Simulation.
At its core, the thesis emphasizes Advanced Control Algorithms, especially Model
Predictive Control (MPC). This technique optimizes control actions by minimizing an
objective function under dynamic system constraints, which includes enhancements
like Grid Forming Control for integrating fluctuating energy sources into systems with
low inertia and Control Interoperability to ensure stable operations under varying
conditions. The second focal area, Fault Management, is critical for ensuring the
reliability of HVDC grids. It includes strategies like Fault Current Suppression to
assist DC circuit breakers and minimize damage during DC faults, alongside DC Fault
Ride Through Control, which maintains system operation during DC cable faults and
facilitates rapid recovery, eliminating any resonance in the MT-HVDC grid. The third
area, Real-Time Simulation, offers a testing platform for these control strategies through
standalone and integrated simulations, including Hardware-in-Loop, Control-in-Loop,
and Software-in-Loop setups. These simulations validate the effectiveness of the
controls in real-time scenarios, ensuring robust performance under different operating
conditions. The convergence of these areas underpins the thesis’s goal to Design and

xiii
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implement robust, stable, and rapid control systems for large offshore MT-HVDC grids.
The findings from this thesis confirm significant advancements in HVDC technology,

mainly through implementing MPC strategies within the MT-HVDC grid. The research
demonstrates that MPC enhances operational stability, efficiency, and responsiveness
to system disturbances and fluctuations in renewable energy inputs—crucial in settings
with low system inertia where traditional methods are less effective. Moreover, the thesis
highlights the critical role of real-time simulation platforms in validating advanced
control strategies, ensuring their robust performance under real-world operational
scenarios. In fault management, strategies such as Fault Current Suppression and DC
Fault Ride Through Control prove essential in mitigating the impacts of faults, thereby
enhancing system resilience and reliability. Overall, these findings underscore the
critical role of sophisticated control technologies and real-time simulations in mastering
the complexities of modern HVDC grids, supporting the transition toward a sustainable
and dependable global energy infrastructure.



SAMENVATTING

Een veilig, eerlijk en milieuvriendelijk energiesysteem is een cruciale wereldwijde
uitdaging in de zoektocht naar een duurzame toekomst. Nu de afhankelijkheid
van fossiele brandstoffen afneemt en de integratie van hernieuwbare energiebronnen
toeneemt, worden traditionele elektriciteitsnetten geconfronteerd met ongekende
uitdagingen, met name op het gebied van systeeminertie. Deze situatie vereist
een aanzienlijke upgrade van de energie-infrastructuur. Deze infrastructuur moet
evolueren om de groeiende geografische kloof tussen hernieuwbare opwekkingslocaties
en consumptiecentra te overbruggen, terwijl de stabiliteit van het elektriciteitssysteem
behouden blijft. De oplossing voor dit complexe vraagstuk zou wel eens kunnen
liggen in de ontwikkeling van de ’Express Energy Highway’—een concept dat
een transnationaal Hoogspannings-Gelijkstroomnet (HVDC-net) voorziet als de
ruggengraat van een modern, digitaal tijdperk energie netwerk. HVDC-netwerken
staan vooraan in deze transformatie, waarbij ze een efficiënte oplossing bieden
voor langeafstands-energieoverdracht en in staat zijn om een breed scala aan
energiebronnen te integreren met lagere verliezen in vergelijking met traditionele
HVAC-energiesystemen. De uitbreiding van HVDC-technologie, vooral binnen
Europa’s ambitieuze energiedoelstellingen en de gefaseerde buitengebruikstelling van
kerncentrales, benadrukt de dringende behoefte aan geavanceerde controlesystemen
en real-time simulatiemodellen om de complexiteit van deze nieuwe generatie energie
snelwegen te beheersen.

Dit proefschrift verdiept zich in moderne HVDC-technologieën, met de nadruk
op Voltage Source Converter (VSC) technologie. VSC-HVDC-netten staan bekend
om hun flexibiliteit, functionaliteit en efficiëntie—essentieel voor het verminderen
van de koolstofvoetafdruk en het integreren van enorme hoeveelheden hernieuwbare
energiebronnen. Daarnaast onderzoekt het proefschrift de operationele dynamiek van
Multi-Terminal HVDC (MT-HVDC) systemen. Het ontwikkelt een uitgebreid raamwerk
voor grote offshore multi-terminal HVDC-netten, waarbij het zich richt op drie
aandachtsgebieden: Geavanceerde Controle-Algoritmen, Storingsbeheer, en Real-Time
Simulatie. Centraal in het proefschrift staan Geavanceerde Controle-Algoritmen, met
name Model Predictive Control (MPC). Deze techniek optimaliseert controleacties
door een doelstelling te minimaliseren onder dynamische systeembeperkingen,
waaronder verbeteringen zoals Grid Forming Control voor het integreren van
fluctuerende energiebronnen in systemen met lage inertie en Control Interoperability
om stabiele operaties te waarborgen onder wisselende omstandigheden. Het tweede
focusgebied, Storingsbeheer, is cruciaal voor het waarborgen van de betrouwbaarheid
van HVDC-netwerken. Dit omvat strategieën zoals Fault Current Suppression om
DC-schakelaars te ondersteunen en schade tijdens DC-storingen te minimaliseren,
naast DC Fault Ride Through Control, dat de systeemwerking handhaaft tijdens
DC-kabelstoringen en een snelle herstel mogelijk maakt, waarbij elke resonantie
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in het MT-HVDC-net wordt geëlimineerd. Het derde gebied, Real-Time Simulatie,
biedt een testplatform voor deze controle strategieën door middel van op zichzelf
staande en geïntegreerde simulaties, waaronder Hardware-in-Loop, Control-in-Loop,
en Software-in-Loop setups. Deze simulaties valideren de effectiviteit van de
controles in real-time scenario’s, waardoor robuuste prestaties onder verschillende
operationele omstandigheden worden gegarandeerd. De samenkomst van deze
gebieden ondersteunt het doel van het proefschrift om robuuste, stabiele en
snelle controlesystemen voor grote offshore MT-HVDC-netten te ontwerpen en te
implementeren.

De bevindingen van dit proefschrift bevestigen significante vooruitgangen in
HVDC-technologie, voornamelijk door de implementatie van MPC-strategieën binnen
het MT-HVDC-net. Het onderzoek toont aan dat MPC de operationele stabiliteit,
efficiëntie en responsiviteit op systeemstoringen en schommelingen in hernieuwbare
energie-verbetert—cruciaal in omgevingen met lage systeeminertie, waar traditionele
methoden minder effectief zijn. Bovendien benadrukt het proefschrift de cruciale
rol van real-time simulatieplatforms bij het valideren van geavanceerde controle
strategieën, waardoor hun robuuste prestaties in operationele scenario’s in de echte
wereld worden gewaarborgd. Op het gebied van storingsbeheer blijken strategieën zoals
Fault Current Suppression en DC Fault Ride Through Control essentieel te zijn bij het
verminderen van de impact van storingen, waardoor de veerkracht en betrouwbaarheid
van het systeem worden verbeterd. Over het geheel genomen onderstrepen deze
bevindingen de cruciale rol van geavanceerde controle technologieën en real-time
simulaties in het beheersen van de complexiteit van moderne HVDC-netten, ter
ondersteuning van de overgang naar een duurzame en betrouwbare wereldwijde
energie-infrastructuur.



1
INTRODUCTION

This chapter introduces the critical need for a diversified, resilient energy mix and
infrastructure that will support it to address the energy trilemma. The chapter further
discusses the challenges of inadequate grid infrastructure and the geographical separation
of renewable sources from demand centers, emphasizing the importance of developing
an Express Energy Highway — a trans-national power grid integrating diverse energy
resources through advanced technologies like High Voltage Direct Current (HVDC)
transmission as it will form the backbone of the digital era. This chapter will highlight
the significance of advanced control and real-time simulation models to ensure stable and
efficient energy transmission that connects large-scale offshore wind farms through HVDC
grids. Presented research questions and methods provide answers to the advanced control
strategies that can be used for offshore MT-HVDC systems.

1
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2 1. INTRODUCTION

1.1. IMPERATIVE FOR 21st CENTURY EXPRESS ENERGY

HIGHWAY
As the 21st century progresses, the global push towards ’energy trilemma’ [1] – an
attempt to balance energy security and accessibility. Therefore, an affordable and
sustainable future is becoming an imperative and not an option. However, recent
geopolitical shifts [2] have spotted energy security as the bottleneck in energy trilemma.
Apart from decarbonization policies such as EU’s green Deal [3], RePowerEU [4], US
Inflation Reduction Act [5] and India’s Green Energy Corridor [6], there is urgent need for
diversified, resilient energy mix and infrastructure to achieve a predicted 20 % increase
in non-fossil energy sources by 2050 [1].

(a) Global electricity demand

(b) Global electricity generation

Figure 1.1: Global electricity demand and supply [1]

It is expected that both electrification demand and generation will be almost doubled
by 2050 (as seen in Figure 1.1a), with a thirteen-fold increase in solar and wind electricity
production (as seen in Figure 1.1b), heading toward cleaner and more efficient energy
systems. This will bring a net renewable share of 80% [1], [7]. However, challenges like
inadequate grid infrastructure and the geographical separation of renewable sources
and demand centers pose hurdles to a smooth energy transition. The current trajectory
suggests a potential global temperature rise of 2.2°C by the century’s end, exceeding the
1.5°C target of the Paris Agreement.
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In Europe, in the next decades, electricity demand is expected to be driven by sectors
like buildings, transport, and manufacturing [8]. By the late 2030s, grid-connected
hydrogen production will be a major electricity consumer. At present, each European
region focuses on renewable energy share to meet future demand. The Iberian Peninsula
harnesses wind and solar energy and is set to be Europe’s renewable powerhouse [9].
In contrast, the North Sea region will provide a high share of offshore wind energy,
becoming a ’Green PowerPlant of Europe’. It is also expected that by 2050, the amount
of offshore wind energy will reach a value of 300 GW [4]. This will lead to a diverse
decarbonized European Power landscape.

To meet these challenges, Europe needs to develop the Express Energy Highway
— an interconnected, intelligent, and flexible trans-national power grid, capable
of transmitting and distributing electricity efficiently and resiliently. It should
accommodate the rapidly increasing demand and integrate diverse energy sources,
especially variable renewable energy sources (VRES) like wind, solar, and other
conventional power sources. This system will require advanced digitized control
strategies, interoperability, and auxiliary support for overall grid stability. High Voltage
Direct Current (HVDC) transmission is a suitable candidate for this Express Energy
Highway. The HVDC transmission is considered as a ’superhighway’ for a high-capacity
efficient energy pipeline over long distances [10]. The HVDC technology, combined with
hydrogen and other derivatives (like e-methanol, e-methane, liquid e-hydrocarbons,
e-formic acid, and e-ammonia), is capable of enhancing energy storage and flexibility
[11].

The journey towards a net-zero carbon future involves clean technologies scaling
and expanding the global grid. The EU’s integrated climate and energy policy aims to
limit the global temperature increase to 2°C above pre-industrial levels, with efforts to
limit the increase to 1.5°C [12], [13]. The EU’s long-term target is to achieve zero carbon
emissions by 2050, and significant reductions are underway. To support these goals,
substantial infrastructure of solar and wind energy capacities is required, targeting a 42.5
% renewable share by 2030 [14], [15]. The inherent advantages of HVDC technologies,
especially when using long cable interconnections, are crucial for the expansion of the
energy grid [16]–[20].

1.2. HVDC GRIDS: THE ARTERIES OF DIGITAL ERA
As the integration of intermittent renewable energy sources increases, and the
demand for high-capacity, long-distance power transmission grows accordingly, HVDC
technologies emerge as a pivotal component in the digital era’s energy infrastructure.
HVDC grids, known for their flexibility, functionality, and high power density, offer
significant advantages over traditional High Voltage Alternating Current (HVAC) grids
[19]. One of the advantages is large power transmission over longer distances with
minimal transmission losses. The typical distance limits for which HVDC transmission
is more efficient than that of HVAC one are longer than 600-800 km for an overhead
line, 50-95 km for a land cable, and 24-50 km for a submarine cable [21]. These distance
limits are determined according to the generated reactive power amount which for HVAC
lines increases for longer distances, and is absent in the case of DC transmission lines
[22]. For DC electricity grids, electric power is transmitted at zero frequency and as such
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(a) History and projectile future of HVDC

(b) VSC-HVDC Power Capacity and Projected Cumulative Growth

Figure 1.2: Overview of HVDC and VSC-HVDC Trends: (a) shows the historical development and future
projections of HVDC technology, (b) presents the current capacity and projected growth of VSC-HVDC
technologies.

there are no frequency-related losses, namely, due to the corona [23] and skin effect [24].
Since these losses exist in each conductor in the HVAC grid, the losses are three times
higher due to the required three conductors. HVAC transmission lines are equipped
with bundled conductors to minimize corona discharge losses. This design increases
the conductors’ overall diameter, effectively reducing the corona effect’s intensity, which
results in increased costs for the HVAC grid. In contrast, the cabling costs for HVDC
transmission are significantly lower due to 1-2 conductors per connection[25]. A thicker
cable is used for AC power transmission to minimize the skin effect in the cable. In
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contrast, HVDC cables use lower conducting thinner cable [26]. Also, the HVDC can
interconnect two systems operating at different frequencies and unsynchronised remote
systems. Its fault-blocking capability does not exacerbate AC fault levels, and in this
way, system resilience can be enhanced. HVDC’s power quality support functionality is
particularly beneficial for AC grids with lower inertia, making it a preferred choice for
modern energy grids [27].

The journey of HVDC technology began in 1954 with the commissioning of the
world’s first mercury-arc valve-based system in Sweden, marking the advent of what
later became known as Line Commutated Converter (LCC) technology (Figure 1.2a).
This technology heralded rapid advancements in valve technology, catalyzing numerous
projects in the following years. However, LCC technology started facing limitations
for high-power transmission, primarily due to its high reactive power requirement,
the absence of black start capability, large station footprint, and the necessity
for a non-standard transformer. Furthermore, it is suitable only for back-to-back
and point-to-point connections, which is insufficient to meet supply requirements
nowadays.

The late 20th century brought a significant breakthrough with the invention of
the insulated gate bipolar transistor (IGBT), paving the way for a new generation of
HVDC technology: the Voltage Source Converter (VSC). VSC technology effectively
addresses the shortcomings of LCC, offering enhanced flexibility and efficiency. This
technological shift is reflected in the current trends of the global HVDC market, where
VSC technology is increasingly preferred, as illustrated in Figure 1.2b. Due to the ability
for modulation and scaling, the VSC known as modular multilevel converter (MMC) has
shown a breakthrough for high-power applications, especially high-power transmission.
The ongoing advancements in MMC technology, including eliminating the need for
large capacity filters (like in case of LCCs) resulting in reduced station footprints, make
it suitable for large-scale offshore energy integration and integration in urban areas.
Besides, due to the constant voltage and flexible power control, the VSC is suitable for
interconnecting different HVDC transmissions and constructing mesh grids, similar to
conventional HVAC grids [19].

With the on-going energy transition policies in Germany, eight nuclear power plants
will be taken out of service, and the shortage of energy will be compensated by utilizing
wind energy from the North Sea. Five onshore HVDC transmissions are planned to
connect Northern wind and Southern solar energy to industrial clusters. This HVDC
transmission will be realized initially as a point-to-point topology with the ability to be
multi-terminal via a multi-purpose interconnector [10], [28], [29]. In addition to this,
there are two multiterminal energy hubs, HeideHub (with installed power of 2 GW) in
Schleswig-Holstein (Dithmarschen district) and NordWestHub (with installed power of
4 GW) in Lower Saxony (Wesermarsch district). In the heart of these two hubs, there is
a DC switchgear that connects the DC lines from the North Sea with those on land, and
further through a converter with the three-phase grid. In high wind power generation,
loads can be connected to this power via HVDC, however, when there is low or no power,
nearby AC systems can be connected via a converter and DC switching stations, thereby
improving flexibility. Heidehub will also be equipped with an electrolyzer to provide
green hydrogen. Furthermore, NordWestHub will consist of a DC circuit breaker (DC
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CB), which is needed to isolate the fault and prevent possible damage to the power grid.
In Germany’s offshore region, nine offshore HVDC connections are planned, meeting the
expected requirements of 70 GW until 2045. Some of which will be connected through
two onshore multi-terminal energy hubs. Eight offshore HVDC links are planned in the
Netherlands, which will meet 75% nation target for offshore wind energy.

To utilize the offshore wind energy in the North Sea, the initial point-to-point
connection will be converted into Meshed Offshore Grids (MOGs) by 2045 [13], [30]–[32].
According to a report [33], the creation of meshed offshore grids in Europe’s sea
basins will likely involve connecting multiple offshore hybrid projects. These projects,
also known as multi-terminal interconnectors or multi-purpose interconnectors, aim
to integrate various offshore wind farms with multiple markets. As defined by
WindEurope [33], offshore hybrid projects combine offshore wind energy generation
and transmission assets into a single, versatile infrastructure, connecting multiple wind
farms to multiple markets.

These MOGs propose two hub concepts: centralized, exemplified by the North Sea
Wind Power Hub (NSWPH) [32], with up to 35 GW capacity through connecting multiple
offshore wind farms (OWFs), and decentralized, focusing on smaller interconnected
hubs for national and European distribution. Danish plan to erect two energy islands
by 2033 reflects these strategies [34]. Furthermore, integrating Power to X conversion,
particularly for hydrogen production, is crucial for long-term energy storage and
balancing supply-demand disparities, with ongoing research aimed at scaling hydrogen
production to the gigawatt power levels [32]. It is expected that in 2024, Europe’s
first Multiterminal (MT)-HVDC grid to be commissioned in Shetlands. The existing
Caithness Moray HVDC Link will be expanded to a three-terminal by commissioning
the Shetland Link [35], [36].

In the near future, different ’supergrids’ are proposed that will connect different
countries or regions by HVDC connections, such as the US and Pan-European
Supergrids [37], Eurasian Supergrid [38], Australian–Asian power grid [39], Europe North
American interconnections [40] and China-EU transmission link [41]. In the long
run, HVDC will act as a global express energy highway connecting not only regional
’supergrids’ but also connecting continents. Creating a ’global supergrid’ [42] in future.

1.3. ADAPTIVE CRUISE CONTROL ON THE EXPRESS ENERGY

HIGHWAY
In the modern power grid, with the increasing integration of power electronic-driven
(PED) renewable energy sources and interconnected HVDC grids, a metaphorical
parallel can be drawn to an ’Express Energy Highway.’ On this highway, the flow of
electrical energy should be maintained within the system limits and exhibit adaptive
management under contingencies. This demands ’Adaptive Cruise Control’ – like
features in PEDs to maintain stability, reliability, and flexibility.

According to the recent task force on power system stability [43], the definition of
power system stability has been revised by including converter-driven and resonance
stability. This revision is based on the high penetration of PEDs at different voltage levels.
The control system theory has been used in power systems since 1965 [44], and its time
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Figure 1.3: Overview of system response time adopted from [43]

scale is shown in Figure 1.3. So far, the existing controls of the converter interfaced
generations (CIGs), synchronous machines, and induction machines are based on
conventional linear controllers. The effectiveness of linear controllers is significant in
the linear time-invariant (LTI) system. In addition, the conventional power system has
a pure sinusoidal wave shape, making grid synchronization easier for the small shares
of CIGs with the help of a Phase Locked Loop (PLL). Furthermore, the existing power
system has high inertia, which provides tolerance to instability in the range of seconds.
Thus, slower controls are sufficient.

In contrast to the conventional power system, the modern and future power systems
will have a high share of CIGs. Besides, conventional fossil fuel power plants are being
decommissioned at an accelerating rate, and this will weaken the power grid. High CIGs
and low inertia systems will affect the grid synchronization. In addition, most CIGs are
nonlinear, which can trigger control instabilities due to nonlinear functions, such as
limits or change of control mode. Thus, there is a need for accurate and robust control
during a wide operation range [45]. These systems introduce transient disturbances
and require advanced control methods to manage the rapid dynamics effectively [43],
[46]–[50].

Like the AC power system, the energy balance in the HVDC grid is defined by the
energy extracted from HVDC grids, injected within the HVDC grid, and dissipated in
the HVDC grid. Hence energy balance is essential in the HVDC grid operation. This
objective needs to be achieved for normal operations and abnormal operations. Unlike
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AC power systems, failure to provide energy balance will result in a DC voltage change
within milliseconds. Since the DC voltage is a global variable like the frequency in the
AC systems, the change of the DC voltage will affect the converters connected to HVDC
grids. Thereby, the instability will spread to adjacent AC power systems. Hence, a control
law is needed to react to changes in the energy balance within milliseconds and restrict
the impact. DC-side fault current interruption in the MT-HVDC grid is challenging due
to the high rate of rise of fault current. In addition, fast DC switchgear is proposed and
developed to improve the resilience of the HVDC grid. However, the coordination of the
DC switchgear operation and converter control strategies must be seamless and faster
during and after the disturbance, and thus, interoperable. The control law should be
adaptive enough so that a new connection to the HVDC grid will not affect the grid’s
stability. Furthermore, each converter should be autonomously controlled for large and
small disturbances, as the reaction time of the unbalanced events in an HVDC grid is
much faster than in an AC grid.

Moreover, as we phase out conventional fossil fuel-based generation, grid’s inertia
decreases, exacerbating stability issues. This new era of low-inertia, high-renewable
integration calls for fast-acting controls that are adaptive to the grid’s changing state.
This includes transitioning from traditional linear controllers, like proportional-integral
(PI) controls, to more sophisticated nonlinear control methods that offer robust
performance in the face of the grid’s nonlinear behavior due to factors like switching
events [45]. Additionally, faster control action leads to lower overvoltage levels over
the HVDC grid, thus, prolonging the life of the DC cable, which is considered one of
the expensive component in a long HVDC transmission. Faster control is essential to
improve the reliability of the power supply. During the AC voltage angle jump, faster
control helps to bring the system back to a pre-disturbance state, thereby preventing the
minimum impact on AC and DC grids. Faster control can limit the maximum variation
of the instantaneous active and reactive power after the phase angle change. In addition
to fast control action, the control should also be equipped with/ should have an option
for damping functionality in case of power oscillation seen from the connection point
[51].

Essentially, the ’Adaptive Cruise Control’ for our express energy highway implies a
transition to advanced control strategies. These strategies are better suited to address the
grid’s evolving dynamics, ensuring stability and resilience in the face of rapid changes
and disturbances. Just as the cruise control in vehicles maintains steady and controlled
motion on an expressway, the adaptive control in power systems ensures a smooth,
uninterrupted flow of electricity, safeguarding against disruptions like brownouts or
cascading blackouts [44], [45].

1.4. OFFSHORE MT-HVDC DIGITAL TWIN: REAL-TIME

EMULATION OF EXPRESS ENERGY HIGHWAYS
Digital Twin (DT) is evolving from aerospace and military to multidisciplinary fields.
NASA introduced the first DT during the Apollo 13 program in 1969 [52]. In this program,
15 high-fidelity simulators were used to train astronauts and mission controllers at each
mission stage, ultimately avoiding a disaster in both Apollo 11 and 13. Similarly, A
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’hardware’ twin, the so-called ’Iron Brid,’ exists in the aircraft design and engineering
cycle [53]. This twin consists of all the aircraft’s systems and subsystems mock-ups. It
is fully assembled and operational on the hangar floor, replicating the complete plane
except for the airframe itself, without being airborne. The DT is defined as (quoted in
[54]): " a description of a process or a system, enhanced with (live) data. The description
itself can range from a plain schematic of the system up to a dynamic numerical
simulation model, but when we link it to real-world data or a specific application, it
becomes a digital twin".

DT is being explored and trending in the power system sector with evolving
computational technologies and digital transformation. General Electric (GE) has
unveiled a DT of a wind farm featuring a digital model of wind turbines arranged within
the farm and incorporating environmental data [55]. In 2016, Siemens introduced
their first Power System Digital Twin called ELVIS for operation management and
infrastructure investment planning in Fingrid, Finland. In the following year, AEP
Transmission, US collaborated with Siemens to face the mounting challenge of model
coordination between different departments. Which led to an open standard, Common
Information Model (CIM) [56]. In 2021, Hitachi Energy launched IdentiQ™ – a
DT for HVDC and power quality solutions. It provides asset information, analytics,
and operational data for optimized operations and smarter decision-making [57].
With the planned development of energy express highways across Europe, DTs are
becoming popular due to their ability to enable predictive maintenance, optimize
grid performance, ensure system reliability, and facilitate efficient integration with
renewable energy sources.

As explained in the previous section, express energy highways will built shortly,
and distributed CIGs will dominate the power grid, which brings a new set of
instability problems ranging from electromagnetic to electromechanical dynamics [43].
Furthermore, RES’s large intermittent power injection challenges conventional stability
analysis due to variable equilibrium. Similarly, alone dynamic simulation (root mean
simulation (RMS) studies) is not sufficient for Transient stability assessment (TSA)
and control stability [58]. In response to this problem, transmission system operators
(TSO), regional transmission organizations (RTO), and professional associations such
as CIGRE and IEEE are actively investigating detailed electromagnetic transient (EMT)
simulations, and CIG models are being developed/ needed and standardized in the
electromagnetic domain [59], [60]. The HVDC system owner is responsible for
conducting the studies as outlined in Articles 29 and 31 of NC-HVDC [61], unless
Member States assign this responsibility to the TSOs. Regardless of who conducts the
studies, the TSO must evaluate their results, considering their scope and extent, and
may request additional studies if necessary. TSOs also have the authority to review
and replicate parts or all of the studies. In such cases, the HVDC system owner must
provide the relevant TSO with all necessary models and data to perform the predefined
studies. The study required by Article 29 of NC-HVDC must identify any conditions
where potential adverse interactions may exist and propose possible mitigation actions.
Among these simulation models, EMT models are used to reflect the behavior of the
HVDC system in different time domains.

The recent development of machine learning (ML) technologies has made
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data-driven solutions for stability issues more attractive. However, a new complex
system (like HVDC grids) needs an EMT model-based simulation to train ML-based
solutions, making EMT simulation an essential part of the learning process [62]. The
EMT-type simulation tool is a circuit-focused method that utilizes highly precise models
to analyze a wide frequency range of power system events. This tool provides a
more in-depth examination than what is possible with transient stability analysis or
phasor-based methods. EMT modeling is adept at depicting transient and sub-cycle
frequency phenomena. It is particularly effective in simulating the low-level control
systems of CIG. These features are essential in understanding the complexities of
today’s power grid, which is markedly different from traditional systems predominantly
characterized by centralized rotating machines. EMT studies play a vital role from the
development phase to the project execution phase during HVDC planning [16]. The
growing need for EMT simulation stems from its ability to accurately reflect the dynamic
nature of the modern, transformed grid.

Due to high computational burden and inefficiency, offline EMT simulations are not
preferred in routine grid operational/ planning [63]. Furthermore, with the increasing
integration of CIGs, simulations have become more complex and computationally
demanding. In response, advanced hardware-based technologies have been developed
to speed up and streamline EMT simulations [64]. As a result, online EMT simulations
are now utilized, employing Real-Time Simulators (RTS) – high-performance parallel
CPUs or Field-Programmable Gate Arrays (FPGAs) – to handle these demanding
simulation tasks effectively. Further online EMT simulations facilitate closed-loop
testing, which is infeasible in offline EMT and phasor simulations [63]. As RTS becomes
more efficient and offers the capability for Hardware-in-Loop (HiL) testing, it is emerging
as a standard tool for replicating the transient dynamic behavior of large power systems,
providing a reliable testing environment before implementation in actual scenarios
[65]. Commercial company RTDS © technologies have provided FPGA-based support
units, which reduce the computational burden on the main processing unit. Switching
(detailed) models of the HVDC converter and lower-level controls, which can be
implemented on FPGAs, are required for the feasibility study and project execution
phase [63]. Furthermore, validating the designed controller provides a dynamical
performance test carried out during the factory acceptance test (FAT) by vendors and
system operators [66].

The fundamental operation of RTS is to simulate the representation of the real system
in the computer environment, ensuring that the time it takes for the simulation to run
is equivalent to the actual time elapsed in the real world, often referred to as ’wall clock’
time [68]. Based on the definition of DT, among three key features, the model of the
real system and simulation tool plays a vital role. A complex DT-like offshore HVDC
grid can be constructed by combining the small and validated models. Considering
the requirement DT, online EMT simulation and its industrial-validated models bring
attractive solutions for Offshore MT-HVDC Digital Twin (as shown in Figure. 1.4).
Human errors are rare and hard to model. However, developing such DT in RTS will
improve future operator training and standard operation procedures [62]. Due to the HiL
capability [69], the offshore MT-HVDC DT can be connected to the real grid or replica
of control and protection via standard/experimental communication protocols [70].
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Figure 1.4: Potential Digital Twin setup of offshore MT-HVDC grid, adopted from [67]

With this capability, EU projects like InterOPERA [71], aim to provide interoperability
standards, standardized interaction study processes, and interfaces for future European
onshore/offshore MT-HVDC grids by testing the control and protection units of different
vendors in the Control and Hardware setup using RTS.

1.5. RESEARCH QUESTIONS AND METHODS
Considering the above motivations, this thesis is focused on a framework that
investigates three important areas (as shown in Figure 1.5): Advanced Control
Algorithms, Fault Management, and Real-Time Simulation. At the heart of this
framework are the Advanced Control Algorithms for the MMC-VSC HVDC grid, which
consist of Model Predictive Control, an optimized control law in which control actions
are derived by minimizing an objective function under dynamic system constraints over
a finite receding horizon. This includes an extension to Grid Forming Control, essential
for integrating high intermittent energy sources into lower inertia systems, and it is
complemented by Control Interoperability, which ensures stable operation of different
system controls under normal and abnormal conditions.

The second pillar of this thesis is Fault Management in HVDC grids, which is
essential for system reliability. It includes strategies like Fault Current Suppression,
which helps DC CB and minimizes damage during faults. Another strategy is DC Fault
Ride Through Control, which allows systems to maintain operation during DC line
faults, minimize downtime, and restore normal operation by using Fault Detection,
Localization, Interruption, and Restoration information.

The third pillar, which is Real-Time Simulation of HVDC grids provides a testing
platform for these advanced control strategies. It involves Standalone Control
Algorithms that can function independently, as well as HiL, Control-in-Loop, and
Software-in-Loop (SiL) simulations. These simulations are designed to validate the
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Figure 1.5: Diagram showing this thesis’s focus area

performance of control algorithms in real-time, ensuring they can reliably operate in
live scenarios.

The convergence of these three components at the center of the diagram formulates
the main objective of this Ph.D. work: to develop and implement advanced controls
to ensure fast, robust, and stable real-time operation of large offshore multi-terminal
HVDC grids.

Furthermore, the main research objectives formulated in this section are approached
by answering the following more concrete questions and sub-questions.

RQ1. WHAT INTELLIGENT CONTROL ALGORITHM CAN CONTINUOUSLY

ENSURE STABLE AND EFFICIENT ENERGY TRANSMISSION IN

LARGE-SCALE OFFSHORE WIND FARMS CONNECTED THROUGH HVDC
GRIDS?

The energy conversion in the large offshore MT-HVDC grid is ensured by the PEDs,
which are pivotal in AC/DC and DC/AC energy conversion. These devices are
governed by fast control loops, which induce predicted and uncertain high-frequency
grid interactions, as revealed through EMT simulations [43], [72]. Moreover, PEDs
may trigger unstable power system oscillations across a broad frequency spectrum,
potentially due to improper control settings, interactions with passive elements, or
cross-controller dynamics [73], [74]. Therefore, robust and fast advanced control
strategies are needed to control the active/reactive power quickly and effectively
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without causing adverse implications on the stability of interconnected power systems.
MMC’s active/reactive power controls are predominantly implemented as cascaded
PI controllers. The time response of these controllers is around 100 ms, which is
slow, considering the fast nature of electrical transients in power systems with high
RES. Additionally, the PI controllers have limited reach. They can be used to control
only one variable at a time—thus the research towards nonlinear control methods,
which can control multiple variables within allowable safe boundaries and constraints
[75]. However, selecting a non-linear controller has no standard procedure and is
application-based. Hence, based on the system requirement, the correct controller
choice must be made.

One promising approach for nonlinear control of power electronic converters is
the model predictive control (MPC) [75]–[79]. The direct and indirect formulations of
the MPC are the most appealing options for systems dominated by power electronic
converters [80]. Both variants of MPC have been applied to MMC units for fast
mitigation (within a few milliseconds) of frequency excursions due to sudden active
power imbalances in low-inertia power systems [47], [48]. Other applications of MPC
for VSC units operating in interconnected power systems have been reported in [49]. In
addition, the authors in [81], [82] have illustrated the extension of the operating region
with active and reactive power control for a single-phase MMC. However, the most
challenging part of the MPC is the computational burden during an online optimization
[50]. A large combination of input sequences for the next simulation time step for
the explicit MPC increases the computation burden. This burden increases when
multiple variables are simultaneously controlled. Most of the proposed indirect MPCs
or optimization control schemes for the power electronic applications make use of tool
support to generate optimal control signals (online or offline) [83], [84]. These tools
consist of implicit functions, disabling the MPC algorithm to run on different real-time
simulation platforms as they do not support a standalone code.

Accurate MMC control and MT-HVDC operation necessitate reliable component
models. MMC is usually characterized only from AC [85], [86] or from the DC [87]
side in the spectral domain. However, these models do not allow AC and DC side
interactions. Therefore, some methods rely on the Fourier series, such as dynamic
phasors [88] and harmonic state-space analysis [89], [90]. These two methods are
compared, giving similar results [91]. Even though very accurate, dynamic phasors and
harmonic state-space algorithms generate huge system matrices. One more approach
is described in [92], where a state-space model of an MMC in d qz-frame employs three
harmonics.

Given these considerations, several pertinent questions arise:

• How can we define an analytical model of MMC that gives sufficient complexity
with a clearly defined system of nonlinear differential equations?

• What is the most efficient approach to formulate MPC for reference tracking
for grid following and grid forming control objectives such that it takes lower
computation power?

• Is it possible to design a standalone MPC solution that can operate in
environments without an operating system using the V-method as shown in Figure
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Figure 1.6: Diagram showing V-method for designing, implementing, and testing controller

1.6?

• Is MPC stable and robust under large disturbances in HVDC grids?

• How does the interaction between non-linear control loops and active/passive
HVDC network elements influence on the system behavior during different
operating scenarios and transient events?

• Can we compare the performance and interaction analysis of an MPC-controlled
meshed HVDC grid with a classical PI-control-based meshed HVDC grid to
identify interoperable scenarios?

RQ2. HOW CAN RTS BE OPTIMIZED TO MODEL CRITICAL EVENTS

IN OFFSHORE MT-HVDC GRIDS, ENSURING COMPUTATIONAL

EFFICIENCY AND PRACTICAL ADAPTABILITY?
The integration of DT into the power system sector, inspired by their extensive
application in aerospace and military fields, marks a significant advancement in the
modeling and simulation of complex systems. Initially developed for mission-critical
simulations by NASA, DTs have become essential for addressing the dynamic
complexities of offshore MT-HVDC grids, including distributed converters, HVDC cable
systems, and the integration of wind power plants (WPPs). The increasing reliance on
DTs is driven by their ability to predictively maintain and optimize grid performance,
and ensure system reliability as power grids evolve to support express energy highways.

An RTS is pivotal in developing DT models for offshore MT-HVDC grids.
RTS has become indispensable by capturing the intricate electromagnetic and
electromechanical dynamics that traditional stability analysis methods may overlook,
such as those introduced by converters and intermittent power injections from WPPs.
The past two decades have seen a surge in the use of EMT software for real-time
simulations, particularly for HiL testing. This approach enhances confidence in
control-protection schemes and leverages the practical benefits of DTs in system
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design, operation, and training. Despite the advantages, the extensive computational
demands of RTS necessitate model/sub-system simplification, focusing on detailed
modeling of key areas through multi-time step, multi-core, and multi-rack simulation
strategies while aggregating the rest of the network to maintain overall system dynamics.
Additionally, hardware limitations must be considered, focusing on the areas of interest
[93].

RTSs are commonly used for various purposes, including testing new or refurbished
HVDC projects, post-disturbance and failure analyses, investigating HVDC and AC
system interaction, and studying HVDC special emergence protection schemes.
Extensive studies and systematic libraries have been performed and published in that
direction. The most recent CIGRE 804 [94] brochure provides RTDS© average value
MMC models for 500 kV voltage levels. The benchmark models cover transmission
using the overhead DC lines. As a part of the PROMOTioN project, deliverable D9.1
provides a three-terminal grid model with ±320 kV rated DC voltage [95]. The main
task of real-time simulations is to perform detailed multi-vendor studies that simulate
real-time situations. So far, there have been realized multi-vendor protection studies
[96]. Furthermore, Best Paths [97] and PROMOTioN [95] projects provide a reasonable
basis for the multi-vendor control and protection studies, which are currently being
extended by READY4DC and InterOPERA projects [71], [98].

Offshore wind farms are connected to the converter station, which can be
intertwined with the controller’s frequency range, and therefore, the control system
needs to be modeled in detail. This captures the possible offshore control interaction. To
ensure equipment safety and system stability in the offshore HVDC islanded operation,
voltage stability studies must be carried out with the coordination of wind farm control
and frequency stability. Furthermore, the interaction of the interwind turbine and
stability control in HVDC islanded operation requires a detailed representation of
offshore wind farms in the RTS. However, for studies on harmonic stability, frequency
domain methods can be used iteratively using the script functionality of RTS. Thus,
generally, RTS is important to benchmark the control system and model used. Besides,
from the system owner’s perspective, avoiding the system risk of instability or tripping
of the connected AC submarine cable in the case of short circuit faults during offshore
HVDC islanded operation is a crucial techno-economical factor. Planned projects in the
North Sea focus on ±525 kV DC voltage with a Dedicated Metallic Return (DMR) and a
bipolar topology. Hence, the impact of DMR cable on the HVDC grid and vice versa will
be crucial during the energization, the transient event, and the post-disturbance state.
To investigate these events, a phase domain frequency-dependent model of DMR with
realistic data and modeling techniques is required.

To increase the reliability of offshore wind power, North and Baltic Sea TSOs
consider the implementation of DC CB in the HVDC grids. However, many technical
and economic challenges have been analyzed, and solutions are provided in the
PROMOTioN project. The operation of DC CBs on system components like converters
and cables should be investigated during the energization and DC fault and breaker
re-close period. The time simulation studies during this period will provide input for
design and operation studies.

Therefore, the development of real-time simulation models for offshore HVDC grids
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demands a focused approach that encompasses the following key aspects:

• Accurate replication of the operational dynamics of offshore HVDC grids.

• Incorporation of validated models, with due consideration for computational
requirements.

• Enhanced practical relevance through the ability to connect DT models to
real-life or replica control and protection systems using standard or experimental
communication protocols.

The envisioned model should include:

• New standard power and voltage ratings for North Sea converter platforms (e.g.,
2GW and ±525 kV) with frequency-dependent submarine and land cables.

• Dynamic modeling of wind farms and wind turbines based on real-time wind
gusts, utilizing SiL setups.

• Automated perturbation of electrical and control parameters.

• An optimized offshore HVDC grid model that considers RTS constraints.

RQ3. HOW CAN ADVANCED CONTROL STRATEGIES ENSURE ACTIVE FAULT

CURRENT SUPPRESSION FOR THE SYSTEM WITH LARGE-SCALE

OFFSHORE WIND INTEGRATION?
Based on submodules’ (SMs) design and configuration, the MMC technology is classified
into half-bridge (HB), full-bridge (FB), and Hybrid MMC [99]. However, HB-MMCs are
commissioned due to their lower footprint and cost. This brings up another drawback:
the need for DC fault interruption capability. Unlike AC grids, DC grids do not have
a natural current zero crossing during a fault period; therefore, a DC CB is needed.
Different DC CBs have been proposed, prototyped, and tested in the last decade for
the application in the MT-HVDC grids [100], [101]. The DC fault interruption in
HB-MMC-based MT-HVDC grids has to be ultra-fast (< 3 ms) due to the high rate of rise
of the DC current. In practice, to limit the fault current, Fault Current Limiters, in the
form of rectors, are added and used for DC fault detection [102]. However, the high value
of the inductance (> 150 mH) impacts the controllability of converters and increases the
capital cost of the DC grid [103].

Another method to control the fault current is to regulate the pole-to-pole (PP)
voltage near the converter, known as a Fault Current Suppression (FCS) method. In
[104], [105], a combination of hybrid-MMC and droop control is applied, which regulates
the arm voltage to decrease the fault current. A similar concept for an HB-MMC is
used in [45], [106]. Furthermore, the authors also compared different FCS methods.
Similarly, [107] provides a soft current suppression control in the outer voltage loop. In
[108], a notch filter is applied to extract the DC component and to regulate the fault
current only during the fault occurrence. The suppression methods mentioned earlier
imply PI-based control action, either in the outer voltage loop or by using a circulating
current suppression control (CCSC). In [109], a suppression control was proposed for
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the FB-MMC MT-HVDC using CSCC and a protection scheme. These controls are
based on a mode selection during the fault; thus, the stability of these controls is not
determined [110], [111]. The fault interruption creates temporal instability in the DC
grid, propagating into AC grids where renewable energy resources are connected, which
are more susceptible to disturbances. Hence, post-fault clearance is crucial.

In the existing literature on suppression control, MT-HVDC grids are simplified
for the offshore grid and its control for the offline simulation. Thus, the dynamics
of the offshore grid are removed. The existing suppression controls are implemented
with PI, which introduces inherent slower performance limitations [112], [113]. An
optimization-based control like MPC demands high computation time. Thus, in
literature, MPC-involved studies use offline simulation as the dependence on time is
removed. In practical application, the controller’s action must be in the acceptable time
range. Hence, implementing the controller in RTS validates the operability of the control
law. In the CCSC, a zero-sequence component of d qz-frame current representation can
be viewed as one-third of the DC current. However, in the traditional strategies, this
current is either left uncontrolled [94] or used in energy control [114].

The following questions are still open to addressed:

• How can an MPC-based controller (RQ1) be effectively utilized to actively regulate
the rate of rise of the fault current in HB-MMC-based MT-HVDC grids (RQ2),
thereby reducing the operational stress on DC CBs and enhancing fault recovery
mechanisms?

• Can such a controller be seamlessly integrated within existing control loops
without compromising the system’s stability?

• What empirical pieces of evidence can be provided to substantiate the
effectiveness of the proposed control strategy for real-world applications,
particularly in the context of large-scale offshore wind integration?

RQ4. HOW CAN A ZONAL DC FAULT RIDE-THROUGH SCHEME BE

DEVELOPED FOR OFFSHORE MT-HVDC GRIDS?
FSC strategies, such as those manipulating converter state variables, have effectively
managed the rate of rise of the fault currents within MT-HVDC grids. The solution
to the RQ3 tacks the challenges of mode-dependent strategies by implementing a
continuous setpoint adjustment based on local measurements and converter limits.
This approach has shown promising results in handling delayed fault interruptions.
Nonetheless, grid reconfiguration following DC CB operations introduces difficulties
in achieving a smooth, damped recovery, highlighting the need for refined control
strategies [115]–[117]. Research advances have explored various approaches, including
voltage re-balancing techniques and rapid recovery methods, to enhance MT-HVDC grid
resilience and fault recovery capabilities [118]–[123].

Table 1.1 summarises the recently proposed DC fault ride-through (DC-FRT)
strategies for MT-HVDC. Irrespective of the topology and sub-module technology of
MMC-HVDC, MT-HVDC goes through 3 stages of DC-FRT. Namely, through fault
interruption, system recovery, and system attaining a new steady state as depicted
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Table 1.1: Existing DC-FRT for MMC-VSC HVDC grid

Literature
SM

topology
Converter

control mode
HVDC

topology
DC-FRT
Method

DC-FRT
power

operation

DC-Zone
based

New
steady

state time

Fault detection
and localization

[118] FB-MMC
Pac-Q,
Vdc-Q

Mesh grid
Separate Vdc

control at outer loop
Continuous

operation
No-zone 71 ms

No, local
protection

[119] FB-MMC
Vdc-Pdc

droop, Pac-Q
Mesh grid Sequence-based

Temporary
P & Q stop

No-zone 600 ms
No, local

protection

[120] FB-MMC
Pac-Q,
Vdc-Q

Mesh grid Sequence-based
Temporary
P & Q stop

No-zone 100 ms
No, local

protection

[121] FB-MMC
Pac-Q,
Vdc-Q

Mesh grid Sequence-based
Temporary
P & Q stop

No-zone 158 ms
Yes,

centralized
protection

[124] HB-MMC
Pac-Q,
Vdc-Q

Mesh &
Radial grid

connected via
DC CB

Sequence based
Temporary
P & Q stop

Yes, but for
DC

selection

200-
300 ms

No, local
protection

[125] HB-MMC
Pac-Q,
Vdc-Q

Radial grid Sequence-based
Temporary
P & Q stop

No-zone 20 s
No, local

protection

[126] HB-MMC
Vdc-Pdc

droop, Pac-Q
Mesh grid

Vdc-control and
CSCC control

Temporary
P & Q stop

No-zone 100 ms
No, local

protection

[117] HB-MMC
Vac-f,
Vdc-Q

Radial grid
Diode based

control
Continuous

operation
No-zone 200 ms

No, local
protection

[123] Hybrid-MMC
Pac-Q,
Vdc-Q

Mesh grid
Switch mode

& sequence based
Temporary
P & Q stop

No-zone
100-

200 ms
No, local

protection

[122] Hybrid-MMC Pac-Q NA Energy based control
Temporary

P stop
No-zone 500 ms

No, local
protection

in Fig. 1.7. In the fault interruption stage, the first occurrence of the DC fault is
realized, resulting in local protection operation due to threshold violation of arm current
and DC-link voltage [121]. Also, [121] describes a communication-based centralized
protection algorithm, which takes input from the local protection of the converters. The
flag raised by protection (i.e., centralized and/or local) can be used to ’temporary stop
P & Q’[121] or used as input to trigger an FSC [118]. With ’temporary stop P & Q,’ the
converters enter block state within 2-3 ms after fault [126]. With the blocking of the
converter, the infeed power support to the AC grid is removed temporarily. As a result,
the fault current is interrupted. Then, a DC disconnector and/or AC breaker isolate the
faulty zone or a converter in the MT-HVDC grid. In the case of FSC, the control attempts
to minimize the fault current to zero, and then DC CB interrupts the fault and isolates
the faulty zone. With FSC, the AC grid is connected to the DC grid, allowing for control
over power, a mode referred to as ’continuous P & Q’ [127].
After the fault current is interrupted, the MT-HVDC grid goes through system recovery
stage. Depending upon which power mode (i.e. ’continuous P & Q’ or ’temporary stop P
& Q’), extra recovery steps are carried out [119]. In case temporary stop P & Q, STATCOM
mode is activated to support the AC grid. This is followed by DC voltage control in
each converter by connecting the DC disconnector. This control regulates the DC link
voltage, eliminating the overvoltage and transient in the DC link [118], [124]. In the case
of ’continuous P & Q’, STATCOM mode is bypassed [118]. Also, [125] provided a delayed
re-close of converters to avoid DC voltage transients. Once the DC link voltage is within
the accepted system voltage boundaries [118], [126], new droop/ramp characteristics
[124] or new setpoint [120] are provided by station control or centralized grid control,
which results in ’new steady state’.
The majority of DC-FRT creates a prolonged loss of power to the AC grid, which might
result in frequency deviation. Furthermore, the MT-HVDC grid under investigation
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(a) Steady-state (b) Fault interruption

(c) System recovery (d) New steady state

Figure 1.7: Pictorial representation of stages involved in DC-FRT

is grid-following and invalid in the current offshore network. Blocking the converter
can potentially have adverse effects on the wind power pack. Furthermore, fast DC
fault recovery is observed in FB-MMC. However, considering the frequency of fault
occurrence v/s operational loss, FB-MMC becomes uneconomical, and current projects
focus more on HB-MMC. Similarly, each converter control has only its information
during the system recovery. As a result, re-synchronization with other converters leads to
current and voltage transients and delayed recovery. In addition, most system recovery
cases are not selective and autonomous.

In light of these considerations, the provided solutions of the conducted research
results will answer the following question: How can an MPC-based control (RQ1)
strategy be developed for offshore MT-HVDC grids (RQ2) to enhance DC fault
ride-through capabilities while minimizing the operational and economic impacts of
converter blocking and system recovery challenges and reducing reliance on high-speed
inter-station communication?

1.6. OUTLINE OF THESIS
The outline of this thesis is as follows :

Chapter 2 introduces currently available HVDC technologies, detailing their
structure, components, and control and protection mechanisms at both converter and
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system levels. It also presents TenneT’s 2GW initiative as a case study for designing and
testing advanced MMC control strategies.

Chapter 3 delves into the architecture and operational principles of MMCs within
HVDC systems. It outlines traditional control strategies, introduces a detailed analytical
model for simulation, and validates this model against online EMT simulations. This
chapter answers RQ1 and sets the stage for the advanced MMC control discussions in
Chapter 5.

Chapter 4 proposes an improved real-time model for offshore MT-HVDC systems.
It covers a network description, computational requirements for real-time applications,
and a detailed analysis of core assignments. This chapter aims to address RQ2 and serves
as a basis for testing and analyzing advanced control strategies

Chapter 5 explores the application of Model Predictive Control (MPC) in HVDC
systems, and highlights its role in enhancing stability and efficiency. It presents the
theory, design, and simulation of MPC in MMCs and its practical implementation in
MT-HVDC grids. The chapter advocates for MPC’s future adoption in HVDC control
strategies and answers the RQ1 with the support of Chapter 3.

Chapter 6 presents a novel MPC strategy that applies zero-sequence currents in
MMCs to facilitate fault interruption. It includes the control of the fault amplitude by
controlling the slope and analysis of the proposed method. The approach assists with
fault interruption. It provides an answer to RQ3 and sets a direction for comprehensive
future control, optimization, and protection.

Chapter 7 deals with a DC Fault Ride Through Controller (DC-FRTC) for offshore
MT-HVDC grids. It validates the controller’s effectiveness through an advanced
analytical model, demonstrating its ability to dampen oscillations and facilitate rapid
recovery after faults, while also being resilient to communication delays. By highlighting
its potential to enhance MTDC system reliability and efficiency, the chapter addresses
RQ4.

Chapter 8 concludes the thesis, summarizing the findings and contributions of the
research.
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Figure 1.8: Diagram showing the relation between the chapters of this thesis.





2
EVOLVING TRENDS IN HVDC

TECHNOLOGIES

This chapter provides an in-depth overview of HVDC technology, emphasizing its
flexibility and power density superiority compared to conventional systems. It discusses
the evolution of HVDC from LCC to the more advanced VSC, highlighting their operational
principles, advantages, and applications in modern power grids. The chapter also delves
into the components and topologies of VSC-HVDC systems, covering key elements like
AC/DC converters, fault-current limiting devices, and transmission lines. It outlines the
evolution of control and protection strategies, focusing on the converter valve protection
and offshore MTDC grid as a focus area, particularly within the context of TenneT’s
expansive 2GW program and Target Grid. The chapter sets the stage for detailed
discussions on these technologies in subsequent chapters.

23



2

24 2. EVOLVING TRENDS IN HVDC TECHNOLOGIES

2.1. OVERVIEW OF HVDC TECHNOLOGY

HVDC power system offers superior flexibility, functionality, and higher power density
compared to the conventional HVAC system [128]. HVDC’s capability to connect
networks with different frequencies and unsynchronized grids and its lower cost for
long-distance power transmission due to reduced reactive power requirements make
it a preferred option. Additionally, HVDC’s unique blocking capability prevents the
escalation of AC fault levels, and its power quality support function is particularly
advantageous for lower inertia AC systems [27].

2.1.1. LINE COMMUTATED CONVERTER

Since its inception in 1954, LCC technology, also known as HVDC classic topology, has
been pivotal in power transmission. The advent of thyristor valves enabled significant
advancements, facilitating bulk power transfer at system voltages up to 800 kV and
potentially up to 1100 kV [27], [129]. LCCs operate primarily in the first quadrant of
current-voltage characteristics. They can be turned on by a gate signal, however, they
require line commutation (i.e., zero current crossings) for turning off. Consequently,
LCCs demand a relatively robust grid connection at the AC point of common coupling
(PoC), typically with a short circuit ratio (SCR) greater than 3. In scenarios with
approximately 2 to 3 SCR, reactive power compensation devices are often necessary.
LCC technologies generally require reactive power up to 60% of the active power rating,
irrespective of their operation mode (inverter or rectifier) [130].

(a) (b)

Figure 2.1: (a) Simplified single line diagram of an LCC Converter station; (b) AC and DC measurement at PoC.

An LCC converter station comprises a pair of six-pulse thyristor valves forming a
Graetz bridge. This configuration involves a series connection on the DC side and a
parallel connection on the AC side, optimizing harmonic mitigation on the AC side and
voltage level enhancement on the DC side. The AC parallel connection is achieved
by linking one six-pulse thyristor valve to a Y − D transformer and another to a Y −
Y transformer. Additionally, AC filters are installed to minimize residual low-order
harmonics on both AC and DC sides.
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2.1.2. VOLTAGE SOURCE CONVERTERS
The introduction of VSCs in the 1980s, leveraging IGBTs, marked a significant leap in
high-voltage transmission capabilities, supporting systems of up to 600 kV [27]. A 1997
prototype in central Sweden, spanning 10 km and rated at 3 MW / ±10 kV, showcased the
VSC HVDC’s feasibility. This technology surpassed LCC limitations, such as high reactive
power demands and the absence of black start capabilities, offering a more efficient and
compact design suitable for high-power applications.

VSC technology advancements have eliminated the need for extensive filtering,
thereby reducing station footprints. This attribute is especially beneficial for offshore
energy integration. VSCs also provide consistent voltage output and flexible power
control, making them ideal for MTDC grids, which improves the efficiency and
robustness of power distribution networks [128], [131].

Semiconductor material innovations have further boosted converter efficiency,
curtailing losses to approximately 1-1.5% per converter [132]. Integrated into modern
power grids, VSC-HVDC systems, with advanced control and protection, ensure grid
stability during power supply or demand fluctuations.

The operational principle of VSCs is to regulate voltage behind impedance, enabling
active and reactive power provision. Typically controlled as voltage-controlled current
sources (grid following converters), VSCs in this role offer a general operational
framework. This section primarily considers the 2-level VSC converter, with detailed
discussions on other topologies in subsequent chapters.

(a) (b)

Figure 2.2: (a) Simplified single line diagram of a VSC Converter station; (b) Phasor diagram with converter
limits.

The phasor diagram in Figure 2.2 illustrates the fundamental operating philosophy
of the VSC. Active and reactive power exchanges over impedance can be expressed as:

S = Pac + jQac = vm,a i∆a
∗

.

Here, vm,k denotes the modulating voltage of phase k, and i∆k is the phase k current,
where k ∈ a,b,c. The modulating voltage vm,k is a function of the modulation index and
pole voltage ( vd c

2 ). Considering only the reactive component (x) in the impedance (z),
the equation can be simplified as:

Pac =
∣∣vm,a

∣∣ ∣∣v∆a ∣∣sin(δ)

x
,Qac =

|vm | ∣∣v∆a ∣∣cos(δ)− ∣∣v∆a ∣∣2

x
. (2.1)



2

26 2. EVOLVING TRENDS IN HVDC TECHNOLOGIES

In this equation, δ represents the angle between vm,a and v∆a . Within the operating
region defined by current (imax ) and voltage (vmax ) limits, the modulating voltage can
be controlled to provide independent active and reactive power.

As equation (2.1) shows, there is a relation between Pac and
∣∣v∆a ∣∣ as well as

between Qac and δ. Therefore, a ’vector control’ method is typically employed in
onshore converters [133]. This control approach utilizes a rotating dq reference frame,
synchronized with the grid voltage, to independently control Pac and Qac via d and q
currents, respectively. The implementation of this control strategy is further explored in
Chapter 3.

In offshore or weak-grid-connected VSC converters, a ’direct control’ method is
used, which manipulates Pac through δ and Qac through

∣∣v∆a ∣∣, also known as ’power
synchronization control’ [134].

2.2. VSC-HVDC SYSTEMS: COMPONENTS AND TOPOLOGIES
HVDC is the most economical and efficient high-power transmission medium.
Worldwide, there are 198 HVDC systems connections [35], [135]–[137]. It can transfer
power over 6GW with a voltage rating of±800kV . Based on the power level, geographical
and social-economical factors, particular specific HVDC system topologies are chosen
[138], [139]. Nowadays, VSC-HVDC is planned and commissioned, especially MMC.
Hence, the thesis is directed towards the MMC-based HVDC system. The operation of
MMC will be discussed in chapter 3. However, the following section will highlight the
key elements that exist in the MMC-VSC HVDC System.

2.2.1. KEY ELEMENTS OF VSC-HVDC SYSTEM: AN OVERVIEW

AC/DC CONVERTER UNIT

A converter unit comprises all the equipment that lies within AC- and DC-PoC. This
includes a converter transformer, startup insertion resistor, arm reactor, valve, control
& protection equipment, and auxiliary devices used in the AC/DC conversion process,
as shown in Figure 2.3.

The converter transformer is a two-winding, star-delta configuration. A tertiary
winding may provide auxiliary power to the converter station from the AC system. The
AC grid side is connected to the transformer’s star side, and the DC grid side to the
delta side. The delta connection prevents the low-frequency zero-sequence voltage
from being injected into the AC system [140]. Furthermore, the leakage inductance of
the transformer and the arm rector provide sufficient reactance between the AC-side
voltage and the valve required to control the AC grid current. Due to the near-pure
sinusoidal waveform of the converter’s voltage, a standard AC transformer is adopted.
This transformer also provides galvanic isolation between the AC and DC grids.

The pre-insertion resistors are placed between the AC bus and the converter
transformer. To limit the inrush current produced by charging the sub-module (SM)
capacitors, DC filters, DC line/cable, and the remote station, the resistor is switched
on for a few seconds and bypassed after a dedicated set period. The arm reactor is
connected in series with a converter valve. The arm reactor is placed on the converter’s
AC or DC side. The arm reactor limits the circulating current between the converter
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Figure 2.3: Single line diagram example of AC/DC converter unit.

valves. Furthermore, it also limits the rate of rise of the fault current. Each converter
valve consists of NSM SMs. The basic structure of SM consists of complementary pair(s)
of semiconductor switches in parallel with the capacitor. These are assembled in series
to provide the desired voltage.

FAULT-CURRENT LIMITING DEVICES

Fault-current limiting devices (FLD) are used to limit the rate and magnitude of fault
current in the HVDC system [101], [141], [142]. This control over fault current provides
an extra time window for fault separation devices (FSD) and converter control systems.
FLDs are typically placed, at the PoC-DC terminal of the AC/DC converter unit, at the
ends of the cable, and at the DC side interconnection points of different HVDC systems
as shown in Figure 2.4. Besides, the core function of FLD, FLD should have minimum
influence in steady-state operation with lower loss across it. Furthermore, it should
provide quick responses during fault periods and should reset after fault isolation. The
technologically matured FLD, which is deployed in most HVDC systems, is a dry-type
air core coil, also known as ’current limiting reactor (CLR)’ [143]. However, the large
capacity of CLR is not recommended as it increases the cost and creates instability in the
HVDC system. Besides this, there are also experimental and under R&D FLD [144], [145],
namely, solid-state fault current limiter (SSFCL) and superconducting current limiter
(SCCL).

SSFCLs use a parallel combination of semiconductor switches, series capacitors and
inductors, and metal oxide varistors (MOV). During normal operation, current flows via
a semiconductor switch; however, during a fault, the semiconductor switch turns off,
resulting in the flow of fault current into the inductor, which results in a decreased rate
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Figure 2.4: A simplified pictorial representation of FLDs and FSDs and their location in mesh HVDC grid.

of rise of fault current. Furthermore, MOV and capacitors are used to limit the magnitude
and rate of rise of impulse voltage caused by a change in current through the inductor.
In SCCL, the electrical characteristic of the fault current. An expensive cooling system
is used to maintain the superconductor’s electrical characteristics. This thesis uses only
CLR due to its technological readiness level.

FAULT SEPARATION DEVICES

A converter unit, HVDC circuit breaker (HVDC CB), or switches can provide the DC fault
separation functionality. The fault separation devices (FSD) are selected based on the
type of DC line, adjacent AC/DC intersystem faults, equivalent DC system impedance,
consequent fault frequency, recovery attempt, and minimum time between recovery
attempts [143]. This thesis focuses on the HVDC CB for DC fault interruption and
separation.

The basic functionality of HVDC CB is to provide a counter voltage that is higher than
the system voltage and sufficient enough to drive the fault current to the residual current
in a fault current suppression time. To generate and maintain the counter voltage,
different HVDC CB technologies are classified into four major categories [143]:

• Passive Oscillation (PO HVDC CB): With the opening of the main current circuit,
an arc voltage creates an oscillating current due to the LC series circuit in the
commutation branch [142]. Rising voltage across the capacitor causes MOV to
absorb energy in the energy absorption branch. This HVDC CB is used for lower
current commutation due to longer fault cleaning time.
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• Power Electronic (PE HVDC CB): In this HVDC CB [146], the main current and
commutation branch are fused. During normal operation, current flows through
the parallel-series combination of power semiconductor devices comprising
the main current and commutation branch. With trip command, power
semiconductor devices can operate within a few microseconds, forcing fault
current to flow through a high-impedance energy absorption branch. However,
due to the large array of parallel-series semiconductor devices, on-state losses are
higher for HVDC transmission system applications.

• Active Current Injection (ACI HVDC CB): In a steady state, current flows through
the main current branch, which consists of a current-interrupting device [100],
[147]. A vacuum interrupter is commonly used due to its high dielectric strength.
Furthermore, it has lower on-state loss compared to PE HVDC CB. The current
interrupting device opens its closed contacts upon receiving the trip command.
After a few milliseconds, the dielectric strength between the contact is sufficient
to handle a higher voltage across it. A switch in the commutation branch triggers
a current injection source. This source injects the current into the main current
branch in the opposite direction to the fault current. This creates an artificial
current zero in the main current branch. Resulting in temporary current flow into
the commutation branch charging the capacitor and then to the energy absorption
branch.

• Hybrid (Hybrid HVDC CB): This HVDC CB is a combination of ACI and PE HVDC
CB [148]. The main branch consists of a series-parallel power semiconductor in
series with a current interruption device. The operating principle of hybrid HVDC
CB is that after the trip command fault current will commute to the commutation
branches in the main current branch. Commutation switches are opened after
sufficient dielectric strength in the current interruption device. This results in
a fault current commute to the commutation branch and then to the energy
absorption branch.

This thesis considers VSC-assisted resonate current (VARC) HVDC CB [100]. This DC
breaker is an ACI, and the operation is explained in a later chapter.

DC TRANSMISSION LINE

HVDC cables enable bulk power transmission over long distances without charging the
transmission line’s capacitance with alternating voltage. This makes HVDC a lucrative
and highly efficient option for power transfer. The compact transistor-based VSC
technology results in the absence of the need to change voltage polarity for reversal
of power direction. This has made extruded insulation the preferred choice for HVDC
cable systems. Reverse voltage polarity causes superposition of transient stresses on
steady-state DC stress, which could be detrimental to the performance of the extruded
insulation due to the presence of space charges and consequent localized increase in
the electric stress. Extruded insulation makes the cable manufacturing process faster,
more cost-effective, and environmentally friendly relative to oil-impregnated paper
insulation. Extruded insulation with cross-linked polyethylene (XLPE) has now been
serviced at up to 400 kV [149]. The applied voltage level of extruded cables is 640 kV [150].
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The present clean energy transition in Europe [4], which aims to integrate maximum
offshore wind into the electrical grid [151] along with land-based energy highways that
are currently being implemented in Germany [152], all make use of extruded insulation
systems, primarily based on XLPE technology at 525 kV.

The performance of the DC cables in service is strongly governed by their electric
conductivity, which defines the distribution of the electric field under DC voltage. As
the cable carries the load current, joule heating of the conductor creates a temperature
gradient over the entire thickness of the cable insulation. This temperature drop is a
specified design value for a particular DC extruded insulation. It is verified for the cables
in long-term qualification and de-sign-verification tests with its joints and termination.
This way, the cables and their electrical interface with associated cable accessories are
tested and qualified. Additional insulation heating might result from the leakage current
through the insulation due to the electric stress. The leakage current is a characteristic
phenomenon that plays a decisive role in demonstrating the electrical integrity of the
extruded DC cable insulation system as it quantifies the dielectric loss. The effect is
cyclic as the increased temperature of the insulation would increase its losses, which will
further increase its electrical conductivity. Such sequential events can lead to thermal
runaway if the conductivity exceeds the upper limit’s threshold. In DC, the pattern in the
electrical field distribution is controlled by temperature-dependent conductivity. The
highest electrical stress is encountered near the cable screen at high loads, whereas at
no loads, it is near the conductor. In this thesis, these factors have been considered in
cable modeling.

2.2.2. HVDC SYSTEM TOPOLOGIES

In a nutshell, the HVDC system topologies can be categorized into two categories. Firstly,
how are the AC/DC converters connected in a converter station, and secondly, how these
converter stations are connected?

AC/DC CONVERTER TOPOLOGIES

The AC/DC converter topologies can be classified based on the number of poles, station
grounding, and neutral return. In converter topology A, one converter is connected to
two poles (.i.e +pole and −pole); hence, it’s called as ’Symmetrical Monopole’. In this
topology, there is no return path or conductor present. The converter topologies B,
C are called ’Asymmetrical Monopole’ because they have one converter with one pole
connected to a high voltage (HV) pole, and another pole is connected to the neutral
return path. The neutral return path can be a dedicated metallic return conductor
(DMR) and earth electrode. As a result, it can be classified as ’Asymmetrical Monopole
with DMR’ and ’Asymmetrical Monopole with earth electrode return’. In addition, based
on the type of converter station earthing, it can be sub-classified as ’Direct Earthed’
or ’Impedance Earthed’. The topology, denoted as D, E in Figure 2.5, consists of two
converters with one of the converter poles connected to the HV pole, while the other
converter pole connected to the neutral return path indicates ’Bipole’ topology. Similar
to ’Monopole’, it can be further categorized corresponding to the neutral return path. If
a DMR is used, it is known as ’Bipole with DMR’. When an HV pole conductor (metallic
return) is used during contingency, this special topology is called ’Rigid Bipole’. In the



2.2. VSC-HVDC SYSTEMS: COMPONENTS AND TOPOLOGIES

2

31

Figure 2.5: Different AC/DC converter station topologies [127].

case of ’Bipole’, when the station is earthed through impedance, then it is called a ’Bipole
with DMR, impedance earthed’ or a ’Rigid Bipole, impedance earthed’

HVDC SYSTEM CONFIGURATION

Figure 2.6 highlights the most common configuration of the VSC-HVDC grids.

Figure 2.6: Different HVDC grid configurations: (a) back-to-back, (b) point-to-point, (c) Radial, and (d) mesh.

• back-to-back (b2b) HVDC system: Typically, this topology is used to interconnect
two different asynchronous AC networks near each other [127]. Here, two
converters are placed in the same converter station and coupled via a short section
of the DC busbar. The DC busbar keeps the DC current high with a lower DC pole
voltage (≤ 150kV ) [130].

• point-to-point (p2p) HVDC system: The difference between the previous HVDC
system and this is that DC cables or Overhead lines are used to connect two
geographically separated areas. This is a common configuration adopted in the
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current offshore HVDC system. Based on the type of AC/DC converter topologies,
HVDC system can have an N − 1 contingency for transmitting power over a DC
system.

• Radial HVDC system: This HVDC system is an extension of p2p, where a common
node is created, which acts as a DC switching station. Hence, during contingency,
each p2p can operate independently.

• Mesh HVDC system: In a mesh topology, more cable/OHLs are connected at the
PoC-DC. This configuration provides higher reliability as there are sufficient paths
for DC power to flow.

This thesis considers a Symmetrical Monopole and Bipole Mesh HVDC system for
control and protection studies.

2.3. EVOLUTION OF CONTROL AND PROTECTION STRATEGIES

IN VSC-HVDC SYSTEMS
Figure 2.7 illustrates the general control hierarchy of the VSC-HVDC. In the VSC-HVDC
system, we have two control functions [74], [153]: (1) core control functions and (2)
coordinating control functions. The core control functions are restricted to a converter
station and perform the control objectives and set points the coordinating controls
provide. The core control function primarily focuses on permanently enabling energy
balance in the DC grid. It also checks if the operating points are within the device limits.
This control function will be explained in chapter 3. The coordinating control function

Figure 2.7: Typical control operation time ranges and control hierarchy [127].



2.3. EVOLUTION OF CONTROL AND PROTECTION STRATEGIES IN VSC-HVDC SYSTEMS

2

33

provides an optimized and inter-operable control input and controller parameter to core
control functions. The objective of the optimization problem is to minimize the power
loss in AC and DC grids, to have fast set-point adaptability of the converter station, and
to coordinate ancillary services. Due to remote measurements, the coordinating control
function is centralized in nature and needs communication. Hence, the response time
of the coordinating control function is slower compared to the core control function.
The coordinating control function consists of two layers: coordinated HVDC grid system
control and AC/DC grid control.

The coordinated HVDC grid system control has a further sub-layer based on
autonomous and non-autonomous control. The autonomous control is activated
upon a system state change (i.e., alert or emergency state). This control provides
a countermeasure to bring the system into a normal or restoration state. The
impact of countermeasure categories in terms of priority to avoid any rules conflict.
The non-autonomous control, also known as ‘DC grid control’, maintains the initial
converter schedules dispatched by the AC/DC grid control. It supervises the core
control function modes of all converters in the HVDC system, such that the system
is within pre-described safety limits. The DC grid control acts as the central interface
for getting power flow information and has access to all electrical node measurements,
equipment status, and command messages of the HVDC system. In addition to its
primary objective, this control also has a secondary objective; after an unscheduled
event, it optimizes the DC network operation and reacts to changes created by power
exchange corresponding to changes in the new converter control mode. It also provides
important key sequences in the startup and shutdown of the HVDC system. It also
provides post-investigation for DC faults. Furthermore, this control can be distributed
into multiple controls for redundancy purposes.

The AC/DC grid control has the highest position in the control hierarchy of the HVDC
system. It is a common divisor between TSOs of connected AC grids and connected
HVDC systems. The AC/DC grid control’s main objective is to provide active and reactive
power setpoints for conventional power plants as well as HVDC transmission systems
to satisfy the electricity market constraints, mixed AC/DC power flow optimization,
local optimization of one or multiple TSOs, renewable energy forecast, security of both
systems and ensure the stability of entire AC/DC grid. The AC/DC grid control output
is an initial dispatch schedule for all the converter stations and is valid until the next
dispatch cycle. This thesis revolves around the core control function and the impact of
fast control on system performance.

The protection strategies of the HVDC system can be classified based on the fault
location [17], [143]. However, in this thesis two protection strategies are elaborated: DC
grid and converter valve. The DC grid protection strategies can be classified based on the
philosophy used to detect the fault: traveling wave, DC over-current, current differential,
over-/under-voltage protection, and d v

d t based method.

The traveling wave analysis-based protection method uses Fourier transform or
wavelet analysis, which requires high sampling measurements (>1 MHz). In this fault
detection method, a rapid change in PoC-DC measurements is monitored caused by
the traveling wave propagated from the fault location to the line terminals. Due to the
high sampling rate, traveling wave protection has limited applicability. DC over-current
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protection typically has a DC amplitude threshold, which triggers a trip signal upon
violation. Typically, this is considered backup protection for mesh grids. Like AC
protection, DC current differential protection comprises the current measurements at
the POC-DC, and if the difference and time duration are violated, then the trip command
is flagged. Since it is a communication-based protection, it is used as backup protection.
The over-/under-voltage protection is also considered backup protection as it waits for
the DC voltage to recover. When it is not recovered, it sends a trip command. In d v

d t

based method, d v
d t is determined by propagated traveling wave from fault location across

the shunt capacitor. When the measured rate exceeds the threshold, the trip signal
is raised. Due to its simplicity and adequate detection speed, it is recommended as
primary protection for Mesh grids.

Protection strategies for converter valves are crucial for the operational safety of
the HVDC systems. While specific methods may vary among vendors, they are broadly
classified into the following categories [127]:

• Valve Over-Current Protection: It is integrated directly within the valve control unit,
and this protection mechanism detects any abnormal current flow or surges in the
valve. It is designed to operate swiftly, typically within a few hundred microseconds,
to mitigate potential damages or system instability.

• Submodules Over- and Under-Voltage Protection: This protection is also situated
in the valve control unit and monitors the voltage conditions of each submodule. It
ensures that all submodules operate within their specified voltage ranges, reacting
quickly to over- or under-voltage events, usually within a few hundred microseconds.

Deploying these protective measures can lead to different operational outcomes,
with the most common being the temporary or permanent blocking of the converter.
Such actions are essential to prevent damage to the converter components and ensure
the overall stability and performance of the power system.

2.4. CASE STUDY: TENNET’S 2GW PROGRAM AND TARGET

GRID
TenneT, one of the North Sea TSO, has unveiled an expansive plan for a transnational
offshore grid expansion set for 2045, as depicted in Figure 2.8 [10]. This visionary Target
Grid is designed to incorporate multi-energy hubs, seamlessly integrating HVAC and
HVDC connections to channel North Sea wind power efficiently to the onshore grids
of Germany and the Netherlands. Central to this endeavor is the implementation of
next-generation 2GW HVDC converter platforms, a cornerstone of the 2GW program
[29]. These platforms are envisaged as energy ’superhighways’, providing robust,
high-capacity channels to supply power to industrial clusters and meet the burgeoning
energy demands in the region.

The 2GW program’s converter stations aim to facilitate future expansions from
point-to-point connections to more complex multi-terminal configurations through
MPI. This approach is expected to substantially enhance grid integration, allowing
multiple wind farms to connect to each converter platform, thereby augmenting the
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Figure 2.8: TenneT’s Target Grid and area of interest for this thesis [10].
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overall reliability and efficiency of the energy supply. Such strategic expansions
underpin TenneT’s commitment to fostering a sustainable, reliable, and future-proof
energy infrastructure, leveraging cutting-edge technology to meet the challenges and
opportunities of a rapidly evolving energy landscape.

2.4.1. OFFSHORE MTDC GRID: A FOCUS AREA
This thesis focuses on the offshore MTDC grid as an area of interest and is simulated
in online EMT environment as highlighted in Figure 2.8. This section of the grid is
selected for its intricate interconnection of various subsystems and its crucial role in
the overall performance and reliability of TenneT’s Target Grid. The offshore MTDC
grid, characterized by its ±525 kV DC voltage rating and bipolar DMR configurations,
represents a complex yet critical segment of the broader network.

Real-time simulations are indispensable for understanding and optimizing the
operational requirements and complex dynamics of the MTDC grid. They provide
essential insights for detailed multivendor studies, system testing, validation, and
optimization, predicting system behavior under various scenarios. The forthcoming
network models, as discussed in later chapters, aim to push existing benchmarks further
by incorporating real-time wind gust modeling, HVDC CB, and innovative sea-land DMR
cable models. Such enhancements are vital for capturing the grid’s dynamic behavior,
testing the influence of developed control laws, and ensuring broader range stability.

As the thesis unfolds, it will delve deeper into advanced control laws and their
applications, particularly focusing on Grid forming control, Fault Current Suppression,
and DC Fault Ride-Through Schemes. The meticulous simulation methodologies and
comprehensive results are expected to provide deep insights into the functioning and
optimization of the MTDC grid, aligning with the objectives of TenneT’s 2GW program.
These detailed explorations are crucial for advancing the HVDC technology, catering to
the specific needs of large-scale renewable integration projects, and setting a benchmark
for developing sophisticated control strategies. This case study effectively demonstrates
the contribution of HVDC systems in modern energy infrastructures, emphasizing the
importance of continuous innovation in this field.
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VALIDATION

This chapter comprehensively explores MMCs in HVDC transmission. It traces the
historical evolution of power electronic converters to MMCs, deals with the design
and operation of the half-bridge sub-module, presents a detailed analytical model for
simulation, dissects the core control function, and explores real-time simulation models
using the RTDS©. A comparative analysis between analytical and real-time simulation
models highlights the analytical model’s suitability for advanced control development. In
summary, this chapter provides a holistic understanding of MMCs, contributing to their
ongoing development and application in modern HVDC transmission systems.

Parts of this chapter have been published in : A. Shetgaonkar, A. Lekić, J.L. Rueda Torres, P. Palensky,
“Microsecond enhanced indirect model predictive control for dynamic power management in MMC units,”
Energies, vol. 14, no. 11, pp. 3318, 2021, MDPI.

37



3

38
3. OPERATION AND ANALYTICAL MODELING OF MMC WITH ONLINE EMT

VALIDATION

3.1. LEAP FROM TWO-LEVEL VSCS TO MULTILEVEL VSCS
Power electronic converters are used for the AC to DC and DC to AC conversions.
Until 1970, current source converters (CSCs) were adopted due to their inherent line
commutating feature. Due to the presence of high-current devices, like thyristors and
mercury arcs, this type of converters were extended to HVDC transmission applications
[154], [155]

Apart from the high-current handling capability, one of the drawbacks faced by the
CSC was the lack of turn-off capability. In 1990, this drawback was overcome by the
introduction of the IGBT, which led to a new category of converters known as voltage
source converters [130], [156], [157]. The ability to forcibly commute current and high
controllability with improved harmonic performance made VSC the ideal candidate for
grid integration with renewable energy resources. Currently, most HVDC transmission
projects planned are based on VSC technology. Among the different topologies of the
VSC, two-level, three-level diode-clamped, and modular multilevel converter topologies
are considered for HVDC applications [18], [158].

(a)

(b)

Figure 3.1: Single phase representation of (a) a two-level converter and (b) a three-level diode clamped
converter

A single-phase representation of two-level and three-level diode clamped VSCs are
shown in Figure 3.1a and 3.1b, respectively. Both converters make use of a series of
semiconductor devices (typically IGBTs) in a valve, which are controlled such that a
desired power flow is achieved between AC and DC systems. These converters are driven
by making use of the Pulse-Width Modulation (PWM) technique, which yields an output
AC voltage shown on the right-hand side of Figure 3.1a and 3.1b, respectively. A capacitor
Cdc is applied to eliminate the DC harmonics.

The series connection of semiconductor devices yields different technical and
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Figure 3.2: Single phase representation of MMC with AC voltage waveform

economic challenges; firstly, a high voltage stress in the valve is experienced due to
uneven voltage shared between the series connected semiconductor devices [127],
[159]. Secondly, to reduce the harmonics near fundamental frequency, a high switching
frequency is embraced, which in return causes higher switching losses. Considering the
high-power applications, these losses rise to gigawatts. Thirdly, the size of the AC filters
takes a considerable footprint and is costly. By addressing these challenges, two- and
three-level converters are not commercially preferred for HVDC applications [130].

Instead, the transition from two- and three-level converters to multilevel converters
was motivated due to their high scalability and ability to operate on high power. Besides,
the multilevel converter provides a sinusoidal AC voltage waveform with lower switching
losses. Among the different multilevel converter topologies, the MMC is commercially
recognized for VSC-HVDC transmission [160]. Based on the type of sub-modules
(SMs), they are classified as half-bridge (HB) MMC or full-bridge (FB) MMC. Figure 3.2
demonstrates the single-phase representation of MMC with HB and FB SM. HB-MMC is
considered the default topology in this thesis due to lower semiconductor switches and
ongoing practical projects [29].

3.2. DESIGN AND OPERATION OF HB-MMC
The MMC is a cascaded multilevel converter, where SM is called the building block of
the converter. An HB-SM can be considered as a two-level converter with a DC capacitor
(CSM ) parallel to switches (S1 and S2) as seen in Figure 3.2. External connection to an
HB-SM is made at the mid-point of these switches and one of the terminals of CSM .
HB-SM has two possible switching states, namely, ’insertion’ and ’bypass’. During the
’insertion’ state, the S1 is a turn-on and S2 is a turn-off. The voltage across the SM will rise
or fall depending on the current direction through the SM. During the ’bypass’ state, the
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Figure 3.3: Voltages in a leg of an MMC (green colour indicates the percentage of voltage ϵ [0, 1])

S2 is turned on, resulting in a short circuit across the SM terminal. Beside these states,
there is another state called a ’blocking’ state, when both switches are turned off. During
this state, the SM’s current direction derives the voltage across the SM as anti-parallel
diodes (D1 and D2) conduct. This state operates only during specific conditions like
energization and certain emergencies.

The structure of the three-phase MMC consists of a leg per phase as shown in Figure
3.2. Each leg consists of two arms. Each arm consists of a series connection of SM strings
and a arm reactor. The purpose of the arm reactor is to avoid any parallel connection of
voltage source created by the SM string. The mid-point of both arms creates an AC phase
terminal.

In essence, by regulating the voltage of the SM string in the six arms of the converter,
the desired DC- and AC-side voltage level can be achieved. A simplified version of MMC
operation in a leg is illustrated in Figure 3.3 over a fundamental cycle. The sum of the
upper and lower SM string voltages results in a desired PP DC-side voltage, and the
difference results in an AC-side voltage.

3.3. ANALYTICAL MODEL OF A THREE-PHASE MMC UNIT

The methodology that is reported in [92] is used as an analytical model of MMC. This
MMC model uses multiple d qz-frames, enabling simulation for both balanced and
unbalanced operating scenarios. For the analysis it is considered an MMC design as
depicted in Fig. 3.4. In Fig. 3.4 with SMs are denoted the H-bridge submodules, Lr ,
and Rr are reactor’s inductance and resistance, Lar m and Rar m are equivalent arms
inductance and resistance. Each arm has NSM number of Sub-modules (SMs) connected
in series. The sub-modules are modeled as average equivalent with currents and voltages
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Figure 3.4: Analytic model of three-phase MMC unit

represented by the following equations for the upper and lower arm for each phase:

vU ,L
a = mU ,L

a vU ,L
C a , iU ,L

a = mU ,L
a iU ,L

a , (3.1a)

vU ,L
b = mU ,L

b vU ,L
C b , iU ,L

b = mU ,L
b iU ,L

b , (3.1b)

vU ,L
c = mU ,L

c vU ,L
C c , iU ,L

c = mU ,L
c iU ,L

c , (3.1c)

where mU ,L
a , mU ,L

b and mU ,L
c are upper and lower arm insertion indices for 3 phases.

Voltages vU ,L
C j , for phases j ∈ {a,b,c}, and upper U and lower L arms, are voltages of

equivalent SM’s capacitance denoted as C .
The capacitor voltages and inductor currents of the upper and lower arm of MMC are

represented using Σ – ∆ nomenclature, which can be defined as follows:

i∆j := i U
j − i L

j , iΣj :=
i U

j + i L
j

2
, (3.2a)

v∆C j :=
−v U

C j + v L
C j

2
, vΣC j :=

v U
C j − v L

C j

2
, (3.2b)

m∆
j := m U

j − m L
j , mΣ

j := mU
j +mL

j , (3.2c)

v∆M j :=
− v U

M j + v L
M j

2
=

−(m∆
j vΣC j +mΣ

j v∆C j )

2
, (3.2d)

vΣM j :=
v U

M j + v L
M j

2
=

mΣ
j vΣC j + m∆

j v∆C j

2
, (3.2e)
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where j ∈ {a,b,c}, which represents the three phases. Using the above definition, 12 new
state variables in terms of d qz frame can be derived as mentioned in [92], which are
defined as follows:

d

d t

(⃗
i∆d q

)
=

v⃗∆Md q −
(
ωLac

eq J2 + Rac
eq I2

)
i⃗∆d q − v⃗G

d q

Lac
eq

, (3.3a)

d

d t

(⃗
iΣd q

)
= −

v⃗ΣMd q + (Rar m I2 − 2ωLar m J2) i⃗Σd q

Lar m
, (3.3b)

d

d t

(
iΣz

)= vdc

2 Lar m
− vΣM z + Rar m iΣz

Lar m
, (3.3c)

d

d t

(
v⃗∆C d q

)
= NSM

2C
i⃗∆Md q − ωJ2v⃗∆C d q , (3.3d)

d

d t

(
v⃗∆C Z d q

)
= −NSM

8C
Ψ − 3ωJ2v⃗∆C Z d q , (3.3e)

d

d t

(
v⃗ΣC d qz

)
= NSM

2C
i⃗ΣMd qz + 2ωJ3v⃗ΣC Z d qz , (3.3f)

where
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A difference of KVL from node OABo and OAB’o in the dq frame yields equation
3.3a, while summation of the KVL provides equations 3.3b and 3.3c. The subtraction of
differential equations represents the dynamic AC model of MMC, while the summation
of differential equations equation represents the DC model of MMC. The internal
dynamics of MMC are given by the equation 3.3d - 3.3f. These ordinary differential
equations and control loops are numerically simulated using the ODE45 solver in
MATLAB©.

3.4. CORE CONTROL FUNCTION OF A MMC UNIT

Figure 3.5: Core control function ( dark yellow dash line) in a MMC unit

The Core Control Function consists of four major close loop controls, namely,
outer voltage control (OVC), inner current control (ICC), circulating current suppression
control (CCSC), and lower-level control (LLC) [127], [130], [140]. This function is based
on the vector control principle [161]. The ICC, CCSC, and LLC together called internal
converter control. This internal converter control is the lower-most control and is
unique to each vendor [127]. The function of this control is to regulate the electrical
quantities at the PoC. The outer voltage control is also known as DC node voltage control.
It regulates the power flow exchange between the AC and DC grid. This control also
maintains the DC voltage within its operating limits.

Besides the control loops, the core control function has a PLL, which synchronizes
the stationary dqz frame of converter control with the AC voltage at PoC, which yields
transformation angle θ. Furthermore, with the help of θ, independent control of active
and reactive power is achieved.
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3.4.1. PHASE LOCK LOOP (PLL)
The key element of the vector control is the PLL. This loop provides a θ, which is used to
synchronize with the AC grid. The simplest form of PLL is discussed in this section.

Figure 3.6: Simple block diagram of a Phase-Locked Loop.

As illustrated in Figure 3.6, the PLL is a feedback control system around the
dq transformation of v∆g ,abc . Post-transformation, the input signal, v∆g ,q , undergoes

processing through a Proportional-Integral (PI) controller coupled with a low-pass filter.
This filter effectively eliminates high-frequency components present in the voltage error.
The primary objective of the PI controller is to align the magnitude of v∆g ,abc with v∆g ,d ,

resulting in a reference value of zero for v∆g ,q . The PI controller’s output is constrained
within allowable angular frequency limits. To enhance dynamic response, a feedforward
term (ω f f ) is incorporated.

The combined output of the PI controller and the feedforward term yields the grid
angular frequency (ω). To derive θ, an integrator is employed. However, the integrator’s
output spans from −π to +π. To address this, a modular function is applied, converting
the angle to a range from 0 to 2π.

Figure 3.7 shows cases of the PLL’s response to alterations in the amplitude of v∆g ,abc
at 0.05s and a system frequency change of 1 Hz at 0.15s. Notably, as the amplitude of grid
voltages fluctuates, the d-axis voltage adjusts proportionately. Simultaneously, when a
frequency change occurs at 0.15s, the PLL adeptly tracks the system frequency without
affecting the d-axis amplitude.

3.4.2. OUTER VOLTAGE CONTROL
In this control strategy, local variables are continuously monitored against desired
control set-points provided by the final converter schedule (dispatch control) [140]. The
output of this control serves as input to the internal converter control. Depending on
the control objectives at the Point of PoC, the converter can operate in different control
modes, as illustrated in the block diagram in Figure 3.8.

In the following text, some of the equations are written in the Laplace domain, with
s = −σ+ jω representing the Laplace operator. The dependence of s is then clearly
stated. In other cases, the time dependence is assumed.

• Active Power Control Mode (P-control): Due to the synchronization of the
converter to the external grid via PLL, the d-axis component aligns with the AC
voltage at PoC-AC, while the q-axis component is set to zero. The active power can
be expressed as:

Pac = v∆g ,d i∆g ,d . (3.5)
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Figure 3.7: Response of the PLL to changes in the amplitude of v∆g ,abc at t1 = 0.05s and a 1 Hz system frequency

change at t1 = 0.15s.

In this control mode, the converter provides a reference active power Pac,r e f , and
traditional PI control can be defined as:

i∆d ,r e f ∗(t ) = 1

v∆g ,d

[
K ap

p (Pac,r e f −Pac )+ 1

T ap
i

∫
(Pac,r e f −Pac )d t

]
, (3.6)

where K ap
p and T ap

i are proportional gain and time constant of the integral
element.

• Fixed DC Voltage Control Mode (vdc -control): The capacitance offered by the
sub-modules can be expressed as an equivalent capacitance ( 6C

Nsm
). A relation can
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Figure 3.8: Block diagram of Outer Voltage Control with reactive power priority

be formulated that shares similarities with a traditional 2- or 3-level VSC converter:

6C

Nsm

d vdc

d t
= i∆g ,d − idc . (3.7)

Neglecting the feed-forward term idc in Equation 3.7, PI control can be defined as:

i∆d ,r e f ∗(t ) = K vdc
p (vdc,r e f − vdc )+ 1

T vdc
i

∫
(vdc,r e f − vdc )d t , (3.8)

where K vdc
p and T vdc

i are proportional gain and time constant of the integral
element.

• Reactive Power Control Mode (Q-control): Synchronization at PoC-AC aligns the
d-axis component with the AC voltage, while the q-axis component becomes zero.
Reactive power can be expressed as:

Qac =−v∆g ,d i∆g ,q . (3.9)
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The corresponding PI control is defined as:

i∆q,r e f ∗ = 1

v∆g ,d

[
K r p

p (Qac,r e f −Qac )+ 1

T r p
i

∫
(Qac,r e f −Qac )d t

]
, (3.10)

where K r p
p and T r p

i are proportional gain and time constant of integral element.

• PoC-AC Support Control Mode (vac -control): The estimated voltage drop across
the converter transformer and grid impedance can be expressed as a set of
equations:

∆vac ≈
ωLac

eqQac

vac
, (3.11a)

∆vac ≈ωLac
eq i∆g ,q . (3.11b)

Based on these equations, a PI control can be formulated as:

i∆q,r e f ∗ = K vac
p (vac,r e f − vac )+ 1

T vac
i

∫
(vac,r e f − vac )d t , (3.12)

where K vac
p and T vac

i are proportional gain and time constant of the integral
element. Furthermore, a Qac − vac droop-based strategy can be applied with this
control, where the droop coefficient is determined by the Transmission System
Operator (TSO) [162]. However, this strategy is omitted in this thesis as the area of
interest of the thesis is on the impact of advance control and protection in the DC
grid with a centralised voltage control [74].

To protect the semiconductor components within the converter unit from potential
damage caused by high current transients, a current limiting mechanism is integrated
into the outer voltage control [140]. This current limiter monitors the computed
reference currents (denoted as i∆d ,q,r e f ) and compares them to the converter’s current

rating (imax ). If these limits are exceeded, the values of i∆d ,q,r e f are restricted.

This thesis focuses on two priorities: active power and reactive power. The active

power priority is determined by the formula i∆,l i m
q,r e f =

√
i 2

max − i∆d ,r e f
2

, while the reactive

power priority is represented by i∆,l i m
d ,r e f =

√
i 2

max − i∆q,r e f
2

. The choice between these

priorities depends on the specific application.

3.4.3. INTERNAL CONVERTER CONTROL
Based on the converter control mode in outer voltage control, the dq-axis current
references are chosen. These references are applied to the inner current control loop
to regulate the active and reactive power. The ICC has a similar structure with a 2,3-level
VSC converter which is described by the equation (3.3 a) and illustrated by a PI control
shown in Figure 3.9. The independent control of active and reactive power is achieved
by regulating the converter output voltage (v∆,Σ

M ,abc ) by tracking reference currents.
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Figure 3.9: Block representation of Internal Converter Control

The series connection of the SM capacitor per converter arm and parallel connection
of the same to the DC grid creates a voltage imbalance between each phase [163], [164].
This results in current circulation between phases, known as "circulating current." Due
to its presence within phases, it does not affect the AC and DC current. However, it
impacts the converter’s performance by conducting increased arm current and oversizes
the SM semiconductor’s current rating. To minimize the circulating current, a dynamic
control approach is preferred as oversizing of the rector is prevented, and has been
implemented in this thesis.

The circulating current is dominated by second-order harmonic [81]. Hence, the dq
axis currents are transformed via twice the transformation angle and can be represented
by equation(3.3 b). To suppress these currents, PI controls can be used for each current
with a current reference of zero, as shown in Figure 3.9.

Gate signals are generated by the lower-level control after transforming converter
voltages corresponding to active-reactive power and voltage needed to suppress
circulating current (as seen in the Figure 3.9 ). The lower level control consists of the
nearest level control (NLC) modulation and SM capacitor voltage balancing algorithm.
The NLC is one of the modulation techniques for determining the number of SM
levels in each arm [165]. With a high SM level in MMC, the other techniques become
cumbersome. Furthermore, the number of levels is determined by comparing the
converter voltage amplitude with the number of sub-modules. The output of the NLC
provides a staircase waveform as a function of inserted SM for each arm. However,
without any control over the charge management of the SM capacitor, it will damage the
SM and create a convergence issue of the SM capacitor voltage of MMC. To overcome
this problem, a capacitor voltage balancing controller is typically designed. In a
capacitor voltage balancing algorithm, based on the arm current direction, capacitors
with different energy are inserted or bypassed first, as shown in table 3.1.
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Table 3.1: Half-bridge capacitor voltage balancing algorithm criteria

status −iU,L
abc +iU,L

abc

Insert SM
Insert SM with

highest SM voltage

Insert SM with

lowest SM voltage

Bypass SM
Bypass SM with

lowest SM voltage

Bypass SM with

highest SM voltage

3.5. REAL-TIME SIMULATION MODELS OF MMC UNIT
In this thesis, RTDS© is used for real-time modeling and simulation studies. RTDS© is a
particular purpose computer designed to study Electromagnetic Transient Phenomena
in realtime [68]. Due to its advanced parallel processing techniques, it can perform
continuous real-time operations. The network solution offered by RTDS© is based
on nodal analysis and solved using Dommel’s solution algorithm [166]. The Dommel
algorithm uses the trapezoidal rule for numerical integration of the system of differential
equations which are expressed as algebraic equations. All the power components
are represented by current sources (⃗I ) and resistors, and described by the following
equation:

V⃗ = G−1 I⃗ , (3.13)

where, with the given current sources values I⃗ and conductance matrix G, the voltage
vector V⃗ is determined. The inverse of the conductance matrix is determined by LU
decomposition [167].

At each discrete time step (which is called a simulation time step (∆t )), the state
of the power system model is computed by solving equation (3.13) in the digital
simulator. Depending on the frequency of interest, a wide range of simulation time
steps is chosen and categorized in subsystem environments [168]. A specific network
portion is decoupled and solved independently in a specified simulation time in a
particular subsystem environment. Thus, it is possible to run it in parallel with other
subsystem environments which are running in different simulation time-steps. Table
3.2 summarises these subsystem environments that exist in RTDS©. Amongst these
subsystem environments, small time-step and sub-steps are used for modeling MMC
units.

In [140], different VSC model types are described. Each of them is classified based
on the intended study and application. Table 3.3 summarises the MMC model. Type-4
and Type-5 are implemented in CPU and FPGA for real-time simulator, respectively. In a
nutshell, the MMC arm is modeled using a surrogate network as illustrated in figure 3.10.
A surrogate network consists of a series connection of three sections [169]: (1) the reactor
section, (2) the blocking SM section, and (3) the insertion SM section. The calculation
of SMs in the blocking and insertion states is performed for each simulation time-step
before the calculation of the new history term of the Dommel algorithm representation.

The SMs are selected by an internal or external control input at each ∆t before
the new Dommel history term. There is also a ’Bypass state,’ where the SMs are not
connected to the network and are discharged by RC time constant for each bypassed
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Table 3.3: VSC computational model types [140]

Type
of Model

Type of
simulation tools

Type of studies

Type 1
Circuit

simulation tools
Suitable for component level studies

Type 2

EMT

Validation of simplified models through in-depth submodule
fault analyses

Type 3
Validation of simplified models through in-depth submodule
fault analyses

Type 4
In-depth examination of AC and DC faults in close proximity to
the converter.

Type 5
Analysis of AC and DC transients, informing high-level control
system design and conducting harmonic studies

Type 6 RMS
Exploration of remote AC and DC transients for comprehensive
system analysis and resilience assessment.

Type 7 Load-flow tools Power flow

SM. An SM in a surrogated network consists of a parallel connection of a freewheeling
diode, capacitor, and discharge resistor. This is represented as the Thevenin branch
by considering the history of the capacitor voltage and diode voltage drop, which is
further transformed into a Dommel algorithm representation. The surrogated network
representation of the MMC arm is simulated on a processor or FPGA, which are classified
as Type-4 and Type-5 computational MMC arm models.

3.5.1. TYPE 4-DETAILED EQUIVALENT CIRCUIT MODEL

The Type-4 model uses a surrogated network and a Bergeron transmission line model
running on FPGA [169], [170]. The Bergeron transmission line model isolates the MMC
arm and provides flexibility with connection in the subnetwork environment. In this
model, the network end of the transmission line model is carried out in a subnetwork
environment, and the MMC arm end of the transmission line model is performed on
FPGA. The information between these ends is carried out over optical fiber. This fiber
also carries the internal fault commands from the processor to the MMC arm model.
Furthermore, this fiber also communicates information on SM capacitor voltage levels.

The FPGA-based MMC arm can simulate up to 512 SMs in a simulation time step.
The FPGA-based MMC model consists of two consolidated branches, namely, the block
section and de-block section, as shown in Figure 3.10. The operation process flow of the
FPGA-based model is summarized in algorithm 1.

The external control consists of a voltage-balancing algorithm described in the
previous section. This voltage-balancing algorithm sends firing control input to each
SM in the valve model over an optical fiber.

3.5.2. TYPE 5-AVERAGE VALUE MODEL

A high-level function of the MMC control is sufficient for system-level operation and
performance studies. For such studies, no firing control is generated for individual SMs
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Figure 3.10: Computational arm model representation of MMC in RTDS© [170]

[170]. Thus, Type-5 is preferred. The control signal generated by external or simulator
control units includes a block/insertion signal and information on the number of SMs
placed within the MMC arm path corresponding to the reference current direction.
Type-5 uses the simplified surrogate network described in the previous section with
algorithm 2.

This model consists of the automatic SM capacitance-voltage balance algorithm due
to equal voltage across each SM capacitor. Unlike the FPGA-based model, this model
cannot simulate internal arm faults. However, it can be run on the processor due to a
lower computational footprint.

3.6. COMPARISON BETWEEN ANALYTICAL AND REAL-TIME

SIMULATION MODEL OF THE MMC
To benchmark the analytical model for advanced control strategies in forthcoming
sections, it needs to be compared with the real-time library model developed by RTDS©.
For comparison, a small time-step simulation environment is considered because the
switching frequency of MMC is much lower than the cutoff frequency of the simulation
environment as described in Table 3.2. An MMC unit is constructed with three legs
connected in parallel. Each leg comprises two RTDS© arm models (.i.e., Type-4 or
Type-5). Each leg’s midpoint has an interface for AC connection. The remote end
of the legs, i.e., upper and lower ends, are connected in series, which provides a DC
interface. The converter transformer, and the AC and DC source are adopted from the
small time-step simulation environment of the RTDS© database, which is reported in
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Algorithm 1 Detailed Equivalent Circuit model Computation in FPGA [170]

1: Input: Previous control input, Old state of SM (Vhc )
2: Output: New SM capacitor voltage Vc

3: if Old state is "blocking" or "insertion" then
4: Determine chain current for calculation
5: else
6: No current used for voltage calculation
7: end if
8: Divide 512 SMs into 8 groups of 64
9: for Each group do

10: Calculate new Vc via parallel computing based on selected current and Vhc

11: end for
12: Apply lower limit of 0 to Vc (accounting for diode presence)
13: Send new capacitor voltages to controls

state Determine the new state of each SM based on control input
14: for Each group of 64 SMs do
15: Accumulate resistance and history voltage for assigned chain
16: end for
17: Combine resistance and history voltage sums for "blocking SM" and "insertion SM"

chains in each group
18: Insert consolidated Thevenin branches into the network
19: Convert MMC network into a single conductance and current source
20: Continue circuit computations
21: Send capacitor voltages and MMC branch currents using the communication

protocol

Algorithm 2 Average Value Model Computation in Processor [171]

1: Input: Block/unblock signal, number of SMs to be inserted, and history terms.
2: Output: MMC arm voltage and current.
3: Initialize: Set all capacitor voltages equal.
4: Determine the state for an SM ("blocking SM," "insertion SM," or "Bypassed SM").
5: for A SM in its respective state do
6: Calculate SM capacitor voltage by selecting state duration based on weightings

derived from SM order and the total SMs in the MMC arm.
7: end for
8: Find the net voltage change on all SMs by multiplying a single SM’s voltage change

by the total number of SMs. state Distribute the net voltage change equally among
all SMs.

the [171].

Figure 3.11 depicts a single-end symmetrical monopolar MMC. The test system is
a 380 kV AC source and represents an infinite bus with a zero phase shift. The AC
source is connected to the MMC through a star-delta converter transformer, where the
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transformer’s star point is solidly grounded. The parameters rating of the transformer
and MMC are shown in Table 3.4. To check the performance of an MMC, the DC voltage
is kept constant, i.e., it is represented as a DC source with ±200 kV .

Figure 3.11: A single-end symmetrical monopolar MMC test circuit with constant DC source

Table 3.4: Parameters of the test system from Figure 3.11

Parameter Symbol Value Unit
Base power Pbase 800 MVA
Arm resistance Rar m 0 Ω

Equivalent transformer inductance Lac
eq 35 mH

Equivalent transformer resistance Rac
eq 0.363 Ω

Submodule capacitance C 10 mF
Number of submodules NSM 400 -
Fundamental grid frequency f 50 Hz
Rated PP DC voltage vdc 400 kV
Rated line to line Primary voltage vac pr i 380 kV
Rated line to line secondary voltage vac sec 220 kV

For both simulation models, RTDS© and analytical, classical PI controlling loops
for the MMC unit are implemented for OVC and ICC. Due to the constant DC voltage
and delta configuration of the converter’s transformer, the zero circulating current and
energy control are not implemented. As section 3.4.2 describes, the active and reactive
power control modes provide the d and q reference for the inner current (∆) of the
subsequent control loop. The dispatch control sets the set-point for the active and
reactive power control.

Without CCSC, the MMC faces a second-order harmonic in the circulating current
during steady state. This circulating current increases the net power loss of the MMC
[172]. Hence, by implementing the CCSC as shown in Figure 3.9, the power loss is
reduced by setting the d and q circulating current components to zero. The simulated
proportional and integral gain parameters for each controlling loop are shown in the
table 3.5.
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Table 3.5: Proportional and Integral gain parameter of the classical CCSC, ICC, and OVC PI controllers from
Figure 3.8 and 3.9

Parameter Value
Active and reactive power controller proportional gain 0.08 [pu]
Active and reactive power controller integral gain 4 [pu]
ICC proportional gain 0.8 [pu]
ICC integral gain 80 [pu]
CCSC proportional gain 0.8 [pu]
CCSC integral gain 80 [pu]

The following subsections compare simulation results of MMC state variables under
disturbance and a model error analysis.

3.6.1. SIMULATION RESULTS

The behavior of the MMC during the active power step change is observed by changing
the reference i∆d ,r e f ∗ from 1 pu to 0.3 pu at the time instant t = 0.6 s. In this paragraph, all

diagrams are provided analytically and in RTDS© with blue and red lines, respectively.
For both models, analytical and RTDS©, active power diagrams overlap during the

steady-state and transient as seen from Figure 3.12a,c. However, due to the decoupling
of reactive and active powers, no change in reactive power and q component of grid
current, i∆q , is observed.

In the simulated results, the circulating currents are set to zero, to achieve a
circulating current suppression control effect (see Figure 3.13a). However, it is observed
that, in the RTDS© circulating currents, iΣd ,q contain the 6th harmonic. This harmonic

component is absent in the analytical model, which, for the simplicity of representation,
uses only DC values, and harmonic components on 3ω, −2ω and ω, where ω is the
system angular frequency. During the change in active power, the circulating current
remains zero as observed in Figure 3.13a.

The Σ-components of the arm capacitor voltages, vΣd ,q,z , are illustrated in Figure

3.13b. It can be observed that the z component of the arm capacitor voltage is equal
to the DC-link voltage for both models. As the paragraph above explains, the RTDS©

model contains the 6th harmonic, which is absent in the analytical model. With the
change in the active power’s set point, the amplitude of the d and q components of the
arm capacitor voltage reduces as observed in Figure 3.13b. Moreover, with the constant
DC voltage, the z component is unaffected by this change.

Figure 3.14 indicates the effect of the change in the active power on the circulating
current iΣz . Due to the difference in the active power reference, the amplitude of the iΣz
reduces. As observed in both models, the current follows the same profile during the
steady- and transition state. MMC’s DC current will be idc = 3iΣz , which is, in this case, 2
kA at rated power and 0.6 kA at 240 MW.

In the pre-disturbance stage, active power is transferred from the DC source to the
AC system. However, with the active power reversal at time instant t = 0.6 s, the power
direction changes, as shown in Figure 3.15a. For both models, the same response is
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Figure 3.12: Comparison of: (a) active power; (b) reactive power; (c) output current i∆d ; and (d) output current

i∆q ; in analytical (blue) and RTDS© (red) during step change of the active power from 1 pu to 0.3 pu at the time
instance t = 0.6 s

Figure 3.13: Comparison of (a) circulating currents (iΣd and iΣq ); (b) Σ components of capacitor voltage in d qz

reference frame; in analytical (blue) and RTDS© (red) during step change in active power from 1 pu to 0.3 pu
at the time instance t = 0.6 s

observed. The transition period for both models is approximately 100 ms. It is equal
to the time constant of the active power-controlling loop. Even with the decoupling of
the active and reactive power components, there is a slight variation in reactive power
during this transition. This is due to the uncompensated modulation of an MMC in both
models.
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Figure 3.14: Comparison of the zero-sequence circulating current (iΣz ) in analytical (blue) and RTDS© (red),
during step change in active power from 1 pu to 0.3 pu at the time instance t = 0.6 s

Figure 3.15: Comparison of: (a) active power; (b) reactive power; (c) output current i∆d ; and (d) output current

i∆q ; in analytical (blue) and RTDS© (red) during active power reversal from 1 pu to -1 pu at the time instance
t = 0.6 s

As discussed in the previous section, both models’ circulating currents are nearly
zero. Again, the RTDS© model contains the 6th harmonic content as observed in
Figure 3.16a. Similarly, d qz components of the arm capacitance voltage remain
constant after the reversal because the ideal voltage is on the DC side (see Figure 3.16b).
With the active power direction change, the current direction reverses, which is observed
in both models as depicted in Figure 3.17.

Further, to validate the analytical models’ accuracy with the RTDS© model, the mean
absolute error (MAE) is determined for pre-, during, and post-disturbance periods. MAE
is a measure of correspondence between the analytical and RTDS© models. MAE is
calculated for small signal disturbances as described in the previous subsection: The
mean absolute error is determined according to [173],

M AE =

N∑
i=1

abs
(
y p i − yoi

)
M

, (3.14)
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Figure 3.16: Comparison of: (a) circulating currents iΣd and iΣq ; (b) Σ components of arm capacitor voltage in

the d qz reference frame; in analytical (blue) and RTDS© (red) during active power reversal from 1 pu to -1 pu
at the time instance t = 0.6 s

Figure 3.17: Comparison of zero-sequence circulating current iΣz in analytical (blue) and RTDS© (red), during
active power reversal from 1 pu to -1 pu at the time instance t = 0.6 s

where y p i and yoi are the predicted and observed values for the i th instance with total
M observations.

In case of a step change in the active power, the measured active power in analytical
model (Pac ) exhibits significantly lower error during the pre- and post-disturbance as
shown in Table 3.6. However, this error slightly increases during the disturbance. A
similar pattern is observed for the measured reactive power in the analytical model
(Qac ). The zero-sequence components’ errors (iΣd and iΣq ) are caused by the absence of
the 6th harmonic content. Moreover, this error reduces after disturbance; see Figure 3.13
and Table 3.6. The zero-sequence circulating current (iΣz ) has a considerably higher error
rate, which is visible in Figure 3.14 and in Table 3.6. This error arises because, in RTDS©,
the analytical model does not consider ohmic losses. In addition, with the reduction in
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the active power, this error drops exponentially.
From Table 3.7, with the increase of the reactive power to 200 MVAR at 0.6 s, no

significant changes are observed. The MAEs for various signals are much smaller than
those determined in the previous case. In the case of an active power reversal, the error
during disturbance is higher for most of the signals, as it can be seen in Table 3.8.

Table 3.6: MAE in the analytical model during the step change in Active Power from 1 pu to 0.3 pu at t = 0.6 s

Signals
Error in percentage

Pre-disturbance During- disturbance Post- disturbance

Pac 0.05 0.48 0.02

Qac 0.04 0.91 0.04

iΣz 1.37 0.92 0.43

iΣd 1.05 1.78 0.42

iΣq 1.00 1.55 0.39

vΣC z 0.15 0.74 0.57

Table 3.7: MAE in the analytical model during the step change in Reactive Power from 0 pu to 0.24 pu at t = 0.6 s

Signals
Error in percentage

Pre-disturbance During- disturbance Post- disturbance

Pac 0.04 0.16 0.03

Qac 0.03 0.22 0.02

iΣz 1.50 1.52 1.49

iΣd 0.98 1.85 0.95

iΣq 0.98 0.79 0.97

vΣC z 0.25 0.32 0.24

Table 3.8: MAE in the analytical model during active power reversal at t = 0.6 s

Signals
Error in percentage

Pre-disturbance During- disturbance Post- disturbance

Pac 0.05 1.28 0.05

Qac 0.06 2.55 0.11

iΣz 1.35 2.33 1.79

iΣd 1.02 3.74 1.34

iΣq 0.99 3.96 1.25

vΣC z 0.52 1.41 0.22
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3.7. CONCLUSION
In essence, this chapter furnishes a holistic understanding of MMCs, encompassing
their historical evolution, design, operation, analytical modeling, control strategies, and
real-time simulation. These insights not only contribute to the ongoing development of
MMCs but also offer valuable guidance for shaping control strategies in modern HVDC
transmission systems.

This chapter meticulously traces the evolution of power converters, highlighting the
pivotal shift from current source converters to MMCs in HVDC transmission systems.
The limitations of traditional converters pave the way for MMCs, and the in-depth
exploration of the HB-SM contributes significantly to the development of a cost-effective
high-power solution.

The analysis of the core control function of the MMC unit reveals a sophisticated
hierarchy of control loops, ensuring stable operation for diverse scenarios. Real-time
simulation models, implemented using RTDS, are investigated, providing valuable tools
for accurate and efficient simulations. The comparative analysis between analytical and
real-time models demonstrates the analytical model’s good performance, with relatively
lower error percentages, particularly during transient conditions — periods of critical
importance characterized by rapid changes or disturbances within the system.

While the analytical model has simplifications, such as the absence of the 6th

harmonic content compared to the RTDS model, the overall error remains below 5%.
This implies that the analytical model is well-suited for advanced modern control and
controller development.
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ENHANCED REAL-TIME OFFSHORE

MT-HVDC BENCHMARK MODEL

This chapter introduces enhanced real-time network models for HVDC grids,
incorporating real-time wind profile feedback to address existing model limitations.
Designed to meet North Sea grid operator specifications, these models provide accurate
parameters for both sea and land cables, with scripted system and control parameters to
facilitate efficient perturbation and sensitivity analyses. Including an aggregated model
of wind farms allows for investigation of their dynamic interactions with the HVDC grid.
The evaluation of various operational scenarios indicates the models’ effectiveness in
reducing disturbances during faults and providing critical insights for component design
and protection. Additionally, the chapter outlines computational requirements, offering
guidance for model selection based on specific study needs. This work lays a foundational
framework for future HVDC project lifecycle studies, component design, and operator
training, enhancing the efficiency and reliability of HVDC grids.

Parts of this chapter have been published in A. Shetgaonkar, T. Karmokar, M. Popov, A. Lekić, “Enhanced
Real-Time Multi-Terminal HVDC Power System Benchmark Models with Performance Evaluation Strategies,”
Cigre Science & Engineering, vol. 32, February 2024, pp. 29, 2024, Cigre.
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4.1. BACKGROUND
This chapter provides RTS models for the point-to-point, three-, four- and five-terminal
HVDC grids. These models are developed by applying the guidelines established in
the recent CIGRE brochures [66], [160] and filling up the gap that needs to be covered
by recent CIGRE brochures [174], [175]. These models are available as open software
for future users [176]. The ratings of the upcoming ±525 kV, 2 GW offshore aggregated
wind farm connections with DC CB have been used in their design as explained in the
case study of chapter 2. As per [66], path B is considered in this work, as shown in
Figure 4.1, and aims to increase the application of the developed model for academic
and industrial projects. Some of the primary key features of the developed network over
existing benchmark models are the interfaced aggregated wind turbine model, scripted
parameters, simplified VARC DC CB model, DMR cable model, easy expandability, and
real-time wind profile. Similarly, this chapter provides insight into the computation
requirement for real-time simulations.

The proposed model closes the following modeling gap in the benchmark network:

• Proposed network models consist of ±525 kV submarine and land cables.

• Proposed network models consider wind farm/wind turbine dynamics based on
real-time wind gusts using SiL setup.

• Electrical and control parameter perturbation using an automatic script.

• Provides an overview of required Cores per network models.

• Proposed networks consist of an average model of VARC DC CB.

Figure 4.1: Different validation paths overview during the HVDC project phases [66].
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4.2. NETWORK DESCRIPTION
For interoperable control and protection studies, the MT-HVDC grid should be designed
with the maximum amount of details. In this chapter, different MT-HVDC configurations
will be considered depicted in Figure 4.2.

(a) (b)

(c) (d)

Figure 4.2: MT-HVDC with (a) two-terminals; (b) three-terminals; (c) four-terminals; and (d) five-terminals.

The network topologies have a DC voltage rating of ±525 kV, with bipolar DMR
configurations. The converter is a half-bridge topology. The system can be divided into
three subsystems: an onshore AC system, a DC system, and an offshore AC system.

The onshore AC system consists of Thevenin’s equivalent circuit (static voltage
source) of a strong grid; the grid impedance is computed based on the short circuit
current level—a series resistor connection of a parallel resistor and inductor models it.
By adjusting the values of the inductance and resistance, the short circuit current value
and the damping angle at fundamental and N th harmonic are controlled.

The rated line-to-line (LL) voltage is 400 kV. The onshore converter station has two
Y-D transformers, with ratings of 2 GVA each. The voltage ratio of this transformer is 400
kV/275 kV. Onshore converters are labeled CSA1, CSA4, and CSA5. However, based on
the selected topology, the converters are omitted.

The number of land and submarine DMR cables varies depending on the network
topologies. For the five-terminal HVDC system, the number of land DMR cables are
cable 0a, 0b, and 0c. The length of these cables is 12 km. The land cables connect
the onshore DC hub, which comprises DC breakers; for simplicity and to reduce the
computation burden, only one DC breaker is employed. Furthermore, the DC system
comprises six submarine cable links: cable 1 (300 km), cable 2 (200 km), cable 3 (400
km), cable 4a (150 km), cable 4b (150 km), and cable 5 (200 km). The cables are modeled
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as a Frequency-Dependent (phase) model. Furthermore, the cable link consists of three
conductors (i.e., a positive, a negative cable, and metallic return per cable link) due to
DMR topology. cable 1 consists of two simplified VARC DC CB placed on the positive
pole at either end of the cable, as seen in Figure 4.2.

The offshore AC system consists of converter stations and aggregated average-value
model wind farms. In the applied networks, offshore converters are labeled CSA2 and
CSA3. However, based on the topologies, the converters are omitted. The offshore
converter is connected to the offshore AC system via D-Y transformers. The rating of this
transformer is 275 kV/220 kV, 2 GVA. Besides, this converter transformer is connected to
a wind turbine transformer. This transformer has a voltage ratio of 220 kV/66 kV and acts
as a VA scaled-up transformer. Thus, a power rating of 2 GW can be achieved by choosing
the proper scaling factor. The lower voltage end of this transformer is connected to the
wind turbine. The wind turbines are Type 4 and have a rating of 2 MW at a wind speed
of 15 m/s. In this work, three fault locations are selected. F1 indicates an AC fault at the
PoC of the CSA1, F2 indicates a DC fault at the DC terminal near CSA1, and F3 indicates
an AC fault at the PoC of CSA2.

4.2.1. CONVERTER STATION
With the high number of SMs, the AC side of the valve provides a smooth AC waveform.
The Type 5, i.e., Average Value Models [177] based on switching functions, converter
model is used in these networks. To capture the accurate dynamics of the converter
station, it is modeled by using small time steps of RTDS©. Table 4.1 lists the converter
station parameters with associated values used in this work. Further, to reduce the
modeling time, control, electrical parameters, and limits values are scripted using draft
variables. These draft variables are controlled via a script at the start of the simulation.
This script is written in C++ in an RSCAD© environment.

CONTROL SYSTEM IN CONVERTER STATION

The control hierarchy of the converter station is explained in chapter 3 and summarised
in this section. In the MT-HVDC, each onshore converter station consists of three
primary control loops, namely, OVC, ICC, and CCSC, as shown in Figure 4.3. Figure 4.3
highlights the PI controls of the onshore and offshore converters. The OVC provides
references to the ICC. The dispatch level provides the setpoints to the OVC via TCP/IP
communication interface. The setpoint signals include a DC voltage, an AC voltage, an
active power, a reactive power, and frequency. The selection of these signals depends on
the control mode (i.e., constant DC voltage, grid forming/Islanded mode, active-reactive
power control mode). The system operators/DC grid controller typically operate the
dispatch controls. The system operators/DC grid controller provide the setpoint based
on AC/DC power flow and day-ahead demand. Furthermore, a negative sequence
control option is also introduced in the ICC, as shown in Figure 4.3 (b).

The ICC loop generates the modulating voltages ( v∆M ,d q ) based on the feedforward

terms (v∆g ,d q ), de-coupled currents (i∆g ,d q ), and reference signals provided by OVC. In

the case of sequence control, a double synchronous reference frame (DSRF) is used to
express voltage and current into a positive (+) and a negative (-) sequence component.
Furthermore, to eliminate the 2ω0 frequency component in the DC current and voltage,
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Table 4.1: Converter station parameters

Parameter
Onshore converter station

per MMC

Offshore converter station

per MMC

Rated Power 2000 MVA 2000 MVA

fundamental frequency 50 Hz 50 Hz

AC grid voltage 400kV 220 kV

AC converter bus voltage 275 kV 275 kV

DC-link voltage 525 kV 525 kV

Transformer reactance 0.18 pu 0.15 pu

MMC arm inductance 0.025mH 0.0497mH

MMC arm resistance 0.0785 0.0785

Capacitor energy in

each submodule (SM)
30 MJ 30 MJ

Number of submodules

per valve
240 200

Rated voltage and current of

each submodule (SM)
2.5 kV /2kA 2.5 kV / 2kA

Conduction resistance of

each IGBT/diode
5.4410-4 5.4410-4

the reference to the negative current sequence component ( i∆,−
d ,d q ) is set to zero, as shown

in Figure 4.3(b). However, according to the ENTSO-E grid codes for specific nations
[178], this control might have practical implementation restrictions.

The ICC and OVC are only responsible for the AC grid current’s fundamental
and odd-harmonic components. The CSCC controls the DC and the even harmonic
components of the AC grid current, whose presence is responsible for the generated
losses in the converter. Hence, these currents are suppressed by generating modulated
voltage (vΣM ,d q ), and as a result, only the DC component is present.

The islanded mode is realized by enabling DVC, which is the simplest form of
grid-forming control [177]. Likewise, onshore converters, the offshore converter during
the islanded mode of operation receives setpoint commands from the dispatch control.
Generated modulated voltages (v∆,Σ

M ,d qz ) are then applied to the LLC, which comprises

dq-abc transformation and sort-and-select submodule modulation. Traditionally, these
controls are implemented by applying PI controllers to transform AC measurements
from the abc-frame into the stationary dq-frame using PLL, except for a grid-forming
control using an oscillator [94].
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(a) (b)

Figure 4.3: Different Control strategies : (a) Traditional PI-based control ; (b) Sequence PI-based control.

4.2.2. DIRECT CURRENT CIRCUIT BREAKER (DC CB)
Among the many different DC CB technologies, VARC DC CB technology is selected
for these networks. The VARC DC CB uses a VSC and a series-resonant circuit to
generate high-frequency current oscillation, which creates a current zero in the vacuum
interrupter. The VARC DC CB consists of three major branches, i.e., a main branch, an
energy absorption, and a current injection branch, as shown in Figure 4.4. Furthermore,
the working principle, experimental validation, and modularity of the DC CB are
explained in [101]. Factors contributing to the selection of load units and limits are

Table 4.2: Parameters of Detailed and Average VARC model for 525 KV system

Parameters Symbol Detailed model Average model

Oscillation Inductor Lp 95µH 0µH

Oscillation Capacitor Cp 2.27µF 0.388µF

Rated / clamping voltage

of Surge arrester
Vr ated /Vcl amp 80/120kV 525/787.5kV

Initial voltage across Cp Vi ni ,Cp 10kV 0 kV

Number of modules Nm 7 1
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Figure 4.4: An illustration of a 80kV VARC DC CB module [100].

Figure 4.5: Equivalent Average Model of VARC DCCB model.

memory requirements, the number of computations, and execution speed. However,
the main goal of the designed model is to keep the time-step at a reasonable size for
real-time simulation. Thus, an equivalent average model of VARC DC CB is proposed
in [101]. Hence, this work adopts an equivalent average model of a VARC DC CB for
system-level dynamic studies. Like the detailed VARC DC CB, the equivalent average
model consists of three branches. During the operation of the VARC DC CB, these
branches are connected in series for Nm modules, as shown in Figure 4.5(a-c). As a result,
an aggregation of the VARC parameter is possible, as shown in Figure 4.5(d). Parameters
for each branch are aggregated for the rated DC-link voltage, and aggregated values are
shown in Table 4.2. The advantage of this average model is that it can be modeled using
power system components of the RSCAD© library with no dedicated Core requirement.
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4.2.3. SEA AND LAND HVDC CABLE
The cable is modeled by using the Frequency-Dependent (phase) model. The data for
the cable model is based on the experience of 2 GW [179] Offshore Interconnection
projects in the North Sea and has been listed in Tables 4.3 and 4.4.

Table 4.3: Relevant Geometrical and Material Data of Generic 525 kV HVDC Land Cable

Main layers Properties Unit Parameter Data (Nominal)

Core Conductor

Metallic cross-sectional area [mm2] 3000

Outer diameter [mm] 68

DC resistivity (max.) at 20 °C [Ωm] 1.724110-8

Main Insulation

(XLPE)

Conductor Screen thickness [mm] 1.8

Main insulation thickness [mm] 26.5

Insulation screen thickness [mm] 1.5

Relative permittivity - 2.4

Metallic Screen

Screen thickness [mm] 1.2

Diameter over screen [mm] 138

DC resistivity (max.) at 20 °C [Ωm] 2.826410-8

Outermost Jacket

HDPE Jacket Thickness [mm] 5.0

External semiconductive

skin thickness
[mm] 0.3

Relative permittivity - 2.5

Overall cable Diameter [mm] 153

Table 4.4: Relevant Geometrical and Material Data of Generic 525 kV HVDC Subsea Cable

Main layers Properties Unit Parameter Data (Nominal)

Core Conductor

Metallic cross-sectional area [mm2] 2500

Outer diameter [mm] 60

DC resistivity (max.) at 20 °C [Ωm] 1.724110-8

Main Insulation

(XLPE)

Conductor Screen thickness [mm] 2.0

Main insulation thickness [mm] 26.0

Insulation screen thickness [mm] 1.8

Relative permittivity - 2.4

Metallic Sheath

Material - Lead

Thickness [mm] 3.2

DC resistivity (max.) at 20 °C [Ωm] 2.1410-7

Armour
Material of Armour wires [mm] galvanized steel

The thickness of single armor

wire
[mm] 6.0

Overall cable Diameter [mm] 161
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4.2.4. WIND TURBINE/PLANT MODEL
The Wind Turbine model used for this study is a Type-4 full converter model [180], with a
single-line diagram shown in Figure 4.6. The Type 4 wind turbine model consists of four
main components: the Wind turbine model, a permanent magnet synchronous machine
(PMSM), an AC-DC-AC Power electronic converter system, and a scaling transformer.

Figure 4.6: Simplified circuit of wind energy system

The AC-DC-AC power electronic converter consists of a back-to-back two-level
converter, providing full-scale power to the AC grid. The AC grid-side converter is known
as a grid-side converter (GSC) and controls the back-to-back two-level converter’s
DC-link voltage and AC / reactive power support. Due to the two-level converter, the
converter is accompanied by a high pass (HP) filter to filter out higher frequencies.
The machine-side converter (MSC) connects PMSM to the back-to-back two-level
converter’s DC link. This converter acts as a variable-frequency VSC system. The MSC
controls the stator voltage and PMSM torque. The control architecture of GSC and MSC
will be explained in the following section. A scaling transformer is used to model the
wind power plant, which acts as an interface between the lower-power wind turbine and
the offshore converter station. Another function of this transformer is to represent an
aggregated wind farm by adding a scaling factor to the power produced by the wind farm.
The wind speed data is uploaded to RTDS© through co-simulation. The TCP/IP protocol
connects RTDS© to the Python script as explained in Appendix A.

The characteristic equations of the GSC at the PoC in a d q rotating frame are given
as [181]:

vG
md = vG

d +RG iG
d +LG

L

diG
d

dx
−ωG LG

L iG
q , (4.1a)

vG
mq = vG

q +RG iG
q +LG

L

diG
q

dx
+ωG LG

L iG
d , (4.1b)

where vG
md = 1

2 mG
d V bus

dc and vG
mq = 1

2 mG
q V bus

dc are the d q components of the modulating

voltages of GSC, being the product of the modulation index m and DC-bus voltage V bus
dc .

Furthermore, RG is the leakage resistance, LG
L is the leakage inductance, iG

d and iG
q are

the grid currents in d q-frame and ωG is the angular grid frequency.
he rated voltage of the PMSM is 4 kV and the power at a wind speed of 12 m/s is 2 MW.

An interior magnet machine with a sinusoidally distributed winding is considered during
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the modelling of the PMSM. As Clark-Park transformation is used, PMSM is represented
in a d q-frame as [181]:

vP
md = RP i P

d + (LP
Md +LP

L )
di P
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r (LP
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L )i P
q , (4.2a)
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where vP
md = 1

2 mP
d V bus

dc and vP
mq = 1

2 mP
q V bus

dc are the d q components of the modulating

voltages of PMSM, as a product of the modulation index m and the DC-bus voltage V bus
dc ,

RP is the stator resistance, LP
Md and LP

M q are the mutual inductances in the d q-frame,

LP
L is the stator leakage inductance, i P

d and i P
q are the stator current in d q-frame, ωP

r is

the rotor electrical speed, T P
e is the developed toque by PMSM andΨP

f is the permanent

magnet flux. The model of the wind turbine is derived considering steady-state wind
power:

P P
m = cp (λ,β)

ρA

2
v3

wi nd , (4.3)

where P P
m is the mechanical power output of the turbine, ρ is the air density, A is the

area swept pot by the turbine blade, vwi nd is the wind velocity, and cp (λ,β) is the
performance coefficient of the turbine, which is a function of tip speed ratio λ and the
blade pitch angle β.

Classical PI controllers are applied to control offshore wind farms. The GSC controls
the active and the reactive power exchange between the wind power plant and the
offshore AC grid. The d q current decoupling method is used as shown in Figure. 4.7(a).
The active power reference is computed in a way that the DC-bus voltage is maintained
at a constant value, whereas the reactive reference is computed to support the offshore
AC voltage.

For a higher PMSM efficiency, MSC controls maintain the 180-degree phase shift
between the stator current and voltage. The quadrature axis component of the stator
current maintains the power requested by the wind turbine as shown in Figure. 4.7(b).
The rotor speed is a cubic function of power, while the direct component of the stator
current controls the reactive power at its minimum level until the rated power is reached.
This is carried out by storing the d-axis stator current in a table (formatted as y = f (x)),
where the output is the function of the rotor electrical speed.

The interface transformer performs two functions. Firstly, it connects the large-time
step (i.e., 50 µs) network to the small-time step network. Secondly, it is used to represent
an entire wind farm. The scaling increases the MVA power and current ratings. The
PWM scheme is used in a way that the switching frequency is 19 times the fundamental
frequency. Therefore, the current and the voltage harmonics appear to be around the
switching frequency. For this reason, a high-pass filter is implemented at the large time
step network side of the interface transformer.



4.3. COMPUTATION LOAD AND CORE ASSIGNMENT

4

71

Figure 4.7: Controller scheme for: (a) grid side converter (GSC); (b) machine side converter (MSC).

4.2.5. PROTECTION CRITERIA: CONVERTER AND DC CB
During transient events, protection is essential for component and system safety. The
converter is protected from overcurrent during unscheduled events. This work considers
full selective fault clearing with a DC CB protection scheme [182]. This scheme uses
fault current limiters and DC CB to clear the fault. The primary purpose of this scheme
is to keep the grid operating during the DC fault. The protection algorithm blocks
the converter when the converter arm currents exceed the threshold value. The IGBT
rating determines this value. It is set to be two times the rated IGBT current in this
work. Furthermore, the overcurrent protection is not triggered during the energization.
The overcurrent protection of the converter also considers an overcurrent period.
This protection is in an inactive state for a dormant period. The dormant period is
determined by the operating time required by the DC CB to operate. Since VARC DC CB
is employed, this dormant period is set to 5 ms. To avoid any complexity, the detection
algorithm of the DC CB is based on the rate of rise of the fault current. If the rate is above
4 kA/ms, the trip signal is provided to the DC CBs. Upon receiving a trip command, the
breaker operates and interrupts the fault.

4.3. COMPUTATION LOAD AND CORE ASSIGNMENT

RTDS© make use of different Core-based simulation environment as discussed in
Chapter 3. To make the model backward compatible (.i.e, older processors), optimal
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Core utility, and lower switching frequency of MMC, a small time-step simulation
environment is chosen for modeling MMC.

(a) (b)

Figure 4.8: For different networks : (a) Core assignment ; (b) Time-step assignment

Depending on the network, the Core and time steps are shown in Figure 4.8.
The offshore converters are placed on a single Core in all networks, as shown in
Figure 4.8(b). In the case of a five-terminal network, the minimum number of
required Cores is 7. These Cores’ distribution can be down based on the simulation
environment and element modeled. The converter station is modeled in a small-time
step environment. Each onshore converter station requires a dedicated Core, whereas
the offshore converter stations run on a single Core. The main reason for this is to
reduce the Core requirement. However, placing offshore converters on a single Core
increases the computation time. Hence, the requested time step for the small time-step
environment consisting of an offshore converter is 2.8 µs. In contrast, the time step for
a small time-step environment consisting of an onshore converter is set to 2 µs. Type-4
wind turbines, cables, and control system run in the main time step. Due to the large
control signals and measurement, the main time step is about 60 µs.

Figure 4.8(a) displays the computed Core requirements derived from the processor
assignment table in RSCAD/RTDS ©, illustrating values that are not whole numbers. For
example, a maximum of 300 load units is fitted in one Core. However, for five-terminal
networks, the Network solution needs 420 (1.4 Core) load units. Other main step
elements require 470 load units (1.5 Cores). These two can share Cores, unlike a small
time-step simulation environment. Thus in total, the network occupies 2.9 Cores. In
reality, the Core is an integer. Thus the closest maximum value will be 3.

In the four-terminal network, the onshore converters are placed on a single Core,
as seen in Figure 8(a); as a result, the time-step requirement is higher than that in
other networks. Thus, 2.75 µs is chosen for a small-time step environment. The main
simulation time is set to 55 µs as the power and control load is reduced. Since the
number of converter stations, cables, and control components is reduced for four-,
three-, and two-terminals networks, the net minimum requirement of the number of
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Cores is four and three, respectively. With a lower computation load, the main time step
of the network is lower for three- and two-terminals.

4.4. NETWORK FEATURES
The network proposed in this work consists of the following feature:

• Aggregated Wind Turbines model: The model uses an average value model of
the converter to represent the wind farm without losing the dynamics of wind
turbines. The aggregation of a wind turbine is done by a scale transformer, where
a factor amplifies the current. This avoids high computation load.

• Scripted Parameter: The important physical and control parameters are
controlled by a script, reducing modeling time. The script controls the draft
variables in RSCAD, which is RTDS©’s human-machine interface (HMI).

• Average Model of VARC DC CB: The average employed model of the DC CB uses
passive and non-linear elements, reducing the computation load without losing
the critical feature of breakers.

• DMR cable model: Both land and sea cables are modeled using the
Frequency-Dependent (Phase) model with data based on the experience of 2GW
Offshore Interconnection Projects in the North Sea. This routine accurately
models the DMR cables as well.

• Negative Sequence control: To have the minimum impact of the AC imbalances,
a negative sequence in an onshore converter is introduced in this work.

• Starting sequence: The network includes a sequence of DC grid energization. This
sequence is written in a script, making the energization process flexible for the
user

• Modular modeling: The networks enable easy replicability of the converter
stations. Hence, the DC grid can be expanded based on user requirements.

• Converter Protection: The network provides a converter overcurrent protection,
as explained in the previous section.

• Real-time wind profile: The network captures wind speed data in real-time from
Orkney Islands and Shetland Islands in the North-sea using a SiL setup. The wind
data is updated every 100 ms.

• Different control modes: This network also comprises different control modes
presented in Cigre 604 [177].

4.5. SIMULATION RESULTS
This section investigates unscheduled events like startup and black start sequences for
the five-terminal network. Similarly, different steady-state and transient studies can be
performed for the selected networks and are omitted in this work due to page limitations.
However, these studies are highlighted in the next section.
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UNSCHEDULED EVENTS

In the unscheduled events, three scenarios are considered. Namely,
Single-Phase-to-Ground (SLG) fault on the offshore AC side, Positive-Pole-to-Ground
(PG) fault on the DC side, and SLG fault on the onshore AC side. A temporary SLG fault of
200 ms in the offshore AC grid near CSA2 causes a drop in the AC voltage at PoC, as seen
in Figure 4.9 (I-d). This fault causes a decrease in power and second-order fundamental
frequency oscillation (Figure 4.9 (I-c)). Further, this oscillation is propagated into the
DC grid through DC-link voltage and converter current, as shown in Figure 4.9 (I-a and
I-b), which impacts AC grids connected to DC grids. Similarly, the network is tested
for a PG fault near the terminal of CSA1, and the simulation results are presented in
Figure 4.9 (II). During the fault, net DC-link voltage reduces, as seen in Figure 4.9 (II-a);
however, it is interesting that even at fault near the CSA1 terminal, DC-link voltage at the
CSA2 terminal reduces. This is due to the uncontrolled power dispatch during the fault
between the DC cables. The DC CB completely interrupts the fault current in 5 ms. Once
the fault current is interrupted, the DC fault current stops rising due to high impedance
by the surge arrester of DC CB. Since there is no increase in the fault current (i.e., after 5
ms from the fault inception), the internal protection of the MMC is not triggered. After
the fault interruption, DC grid coverage to a new stable equilibrium point.

Figure 4.9(III) shows the impact of 200 ms SLG onshore fault near CSA1. This figure
also compares AC faults with and without negative sequence control. As discussed
in the previous section, the onshore converter stations are employed with a negative
sequence control; the presence of this control reduces the amplitude of the second-order
fundamental frequency component, as seen in Figure 4.9 (III-b,d, and f) compared to the
traditional control scheme. This second-order oscillation arises due to an imbalance
in the AC voltage (Figure 4.9 (III-g)). Thus by controlling the positive sequence
current component and setting the negative sequence current component to zero, the
second-order of the fundamental frequency is regulated in the DC grid.

With a temporary three-phase-Fault-to-Ground at the offshore converter (CSA2), the
active power injected by wind farms reduces significantly, as seen below in Figure 4.10
I-(c). The CSA1 partially compensates for this loss of power during fault. Rest power
is drawn from the DC link causing a drop in the DC-link voltage. With a temporary
three-phase-Fault-to-Ground at the onshore converter (CSA1), the active power injected
by wind power plants remains the same; however, due to the fault near the converter
controlling the DC-link voltage causes overvoltage due to the excess power in the DC
link for both type of controls (i.e., traditional and sequence control) as seen in Figure
4.10 II-(a) and (b).

These extreme events were performed to test the network’s response. However,
these are simulated scenarios, and the occurrence of fault during full load capacity
is extreme. However, performing such studies aims to get an overall picture of the
transient overvoltage and overcurrent profile, which will help the design and specify the
protection equipment’s setting and control strategies.

STARTUP AND BLACK START SEQUENCE

Table 4.5 highlights different events carried out during the energization and black start
of five-terminal networks. Figure 4.11 illustrates the PP voltage of five converter stations
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(I) (II)

(III)

Figure 4.9: [I] SLG fault on the offshore AC side, (a) DC-link voltage, (b) Positive pole DC current of CS, (c) Active
Power of CS, and (d) Three-phase offshore voltage at PoC, [II] Positive PG fault on DC-side, where (a) DC-link
voltage, (b) Positive pole DC current of CS, (c) Active Power of CS and (d) Positive pole DC current through
cable 1 and [III] SLG fault on the onshore AC side, where (a),(c) and (e) are DC link voltage, Positive pole DC
current of CS and Active Power of CS without negative sequence control. (b),(d) and (f) are DC link voltage,
Positive pole DC current of CS, and Active Power of CS with negative sequence control. (g) The three-phase
onshore voltage at PoC

during the startup. This Figure is only high transient due to events being labeled via
numerical value. The description of these labels is indicated in Table 4.5.

At the start of simulations, all the converters and cables are de-energized. Hence, the
energization occurs by first connecting the converter responsible for regulating DC-link
voltage, i.e., CSA1. However, firstly, the pre-insertion resistance is connected to limit
the inrush current. Since each converter station has two poles, a sequential connection
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(I) (II)

Figure 4.10: [I] The three-phase fault on the offshore AC side, where (a) DC-link voltage, (b) Positive pole DC
current of CS, (c) Active Power of CS, and (d) Three phase offshore voltage at PoC and [II] The three-phase fault
on the onshore AC side, where (a),(c) and (e) are DC-link voltage, Positive Pole DC current of CS and Active
Power of CS without negative sequence control. (b),(d) and (f) are DC-link voltage, Positive pole DC current of
CS, and Active Power of CS with negative sequence control. (g) The three-phase onshore voltage at PoC.

of pre-insertion resistance is made. Firstly, the positive pole (CSA1P) pre-insertion
resistance is connected, followed by the negative pole (CSA1N) pre-insertion resistance.
This leads to the charging of the SM in the positive and negative poles. Once the
converters are charged, the next step is to collectively charge the DC cables using a
disconnector and pre-insertion resistance. By closing of the disconnector, an extensive
DC voltage transient, with a lower peak value of 203 kV, is observed. The pre-insertion
resistance is bypassed upon charging the DC cable to eliminate the i 2r losses during
the steady-state operation. Similarly, a local impact of DC voltage at CSA2 and CSA3
is observed during closing the disconnectors at CSA2 and CSA3. Like CSA1, the CSA4
converter station is energized and connected to the DC grid.

Firstly, the DC voltage setpoint is kept at 80% of the rated DC voltage, and the
converter CSA1 is deblocked. Since there is no offshore grid, CSA2 and CSA3 are
deblocked, which creates a transient in the DC voltage, as shown in the zoom plot. Once
the offshore voltage is stabilized, the collective black start of the wind farm is carried
out. Following this event, the DC voltage is ramped to the rated voltage by changing the
setpoints. Once the rated DC grid voltage stabilizes, wind farm 1 and wind farm 2 each
inject 1 GW of power into the DC grid. After the deblocking of converter CSA4, the power
is ramped to 1 GW into the onshore AC grid.

In this work, an investigation of the performance of the HVDC grid by connecting
new HVDC components is also considered. This new connection is converter CSA5.
Considering the stable operation, and how the new connection impacts the stability and
stress in the DC grid can be investigated. The impact is lower when the new converter
station is energized through the onshore AC grid. However, a sharp transient is observed
in the PP voltage of converter CSA5 upon re-closing the disconnector. Furthermore, the
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Table 4.5: Startup and black start sequence for Five-terminal network

Events
Time

(sec)
Events

Time

(sec)

Enable pre-insertion resistance at CSA1P (1) 1
Changing the DC-link voltage setpoint

to 0.8 pu
41

Enable pre-insertion resistance at CSA1N (2) 3 Deblock CSA1 (8) 43

Close the DC grid disconnector at CSA1 (3) 5 Deblock CSA2 (9) 45

Bypass pre-insertion resistance at CSA1P 7
Close the DC grid disconnector

at CSA4 (10)
47

Bypass pre-insertion resistance at CSA1N 9 Deblock both the wind farm 49

Close the DC grid disconnector at CSA2 (4) 11 Deblock CSA3 (11) 51

Enable pre-insertion resistance at CSA2P 13
Changing the DC-link voltage setpoint

to 1 pu (12)
53

Enable pre-insertion resistance at CSA2N 15
Increasing wind power to 1GW

at WF1 (13)
55

Bypass pre-insertion resistance at CSA2P 17
Increasing wind power to 1GW

at WF2 (14)
57

Bypass pre-insertion resistance at CSA2N 19 Deblock CSA4 (15) 59

Close the DC grid disconnector at CSA3 (5) 21
Changing the Active power setpoint

to 1000 MW at CSA4 (16)
61

Enable pre-insertion resistance at CSA3P 23
Enable pre-insertion resistance

at CSA5P (17)
63

Enable pre-insertion resistance at CSA3N 25
Enable pre-insertion resistance

at CSA5N (18)
65

Bypass pre-insertion resistance at CSA3P 27
Bypass pre-insertion resistance

at CSA5P
67

Bypass pre-insertion resistance at CSA3N 29
Bypass pre-insertion resistance

at CSA5N
69

Close Wind Farm disconnectors 31
Close the DC grid disconnector

at CSA5 (19)
71

Enable pre-insertion resistance at CSA4P (6) 33 Deblock CSA5 (20) 73

Enable pre-insertion resistance at CSA4N (7) 35
Changing the Active power setpoint

to 1000 MW at CSA5 (21)
75

Bypass pre-insertion resistance at CSA4P 37
Increasing wind power to 2GW

at WF1 (22)
77

Bypass pre-insertion resistance at CSA4N 39
Increasing wind power to 2GW

at WF2 (23)
79

power setpoint of CSA5 creates an overload in the network, especially in the DC cables
and CSA1.
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Figure 4.11: PP voltage of different converter stations during startup

Table 4.6: Possible analysis performed on proposed networks

Transients Analysis

during normal operation

Setpoint changes and load rejections

Startup (energisation) sequence

DC system discharging

Switching operations

Black start – sequential and collective energisation.

Grid-side transients analysis
Grid side faults

Switching operations and abnormal operating conditions

DC-side transient analysis

DC-side faults: Internal and external faults

DC cable voltage stress: Impact of cable segments

Failure mode analysis of DC CB

Interaction studies

Parallel VSC-HVDC

Offshore wind power plant

Interaction due to DC grid

Interaction between converters

Interaction due to non-linear function

4.6. STUDIES AND ANALYSIS PERFORMED ON THE PROPOSED

NETWORK
Based on the suggestions provided in Cigre B4-832 [160], the proposed network can
be used for different practical studies. During the project’s preliminary phase, these
networks can be used to determine the DC fault performance and the impact of the new
HVDC link. Furthermore, it can also be used for evaluating the effect of DC cable on
the transient and dynamic system performance, grid code studies, the impact of the AC
system, and different overvoltage investigations. In the bid phase, these networks can
be used for the determination of critical measurement locations, transient overvoltages
& overcurrents, and dynamic performance studies. During the implementation phase,
the studies, as mentioned earlier, can be investigated in detail using these networks via
analysis in Table 4.6.



4.7. CONCLUSION

4

79

4.7. CONCLUSION
This chapter introduces different models that can be applied to simulate MT-HVDC
networks in real-time by using real-time update of wind power data. The models can
be used for different actual HVDC topologies. The proposed network models address
the shortcomings of existing network models provided in technical brochures and are
designed for the system ratings required by the north-sea grid operator. The models
use accurate parameters for dedicated metallic returns of sea and land cables, and the
system and control parameters are scripted, reducing modeling time for perturbation
and sensitivity studies. The proposed models also consider the average value model of
wind farms, enabling investigation into the interaction and dynamics caused by wind
farms.

The performance of the models is evaluated using unscheduled events, like startup
and black start events. It is observed that the presence of the second-order fundamental
frequency component is reduced during SLG fault at the onshore PoC due to the use
of negative sequence control. However, the SLG fault at offshore PoC causes large
disturbances in the offshore grid, which are transmitted into the DC grid. Different stress
points are observed in the startup and black start sequence, which are crucial during
component design and protection studies.

Additionally, this chapter elaborates on the computational requirement per network
model, which helps users select the appropriate model depending on the modeling
requirement. Finally, the chapter discusses future studies that can be conducted using
the proposed network, which will assist users in defining component design and system
calculation. Overall, the proposed real-time network models with wind profile feedback
provide a valuable tool for manufacturers and system operators to perform different
life-cycle studies of HVDC projects. In this way, it contributes to developing more
efficient and reliable HVDC grid systems.

The four proposed networks provide new voltage ratings and cable models for
upcoming European projects and can be a starting point for system studies and control
system design. Furthermore, these networks can be used for training and developing
system operators’ skills necessary to acquire knowledge in transient and dynamic studies
related to MT HVDC grids.





5
ADVANCED MMC CONTROL

The first part of this chapter introduces advanced controls for HVDC grids, particularly
focusing on integrating Model Predictive Control (MPC) with Laguerre’s Function to
significantly enhance grid stability and operational efficiency. It delves into the theoretical
underpinnings of MPC, its formulation, and its application in MMCs, setting a solid
foundation for advanced HVDC control. Through rigorous stability analysis and
detailed simulations, the effectiveness of MPC in improving grid dynamics and fault
management is highlighted, showcasing its advantages over traditional control methods.
The second part introduced transitions to the practical application of these advanced
control strategies within an MT-HVDC grid. It covers the system’s configuration, the
implementation of cascaded MPC for DC voltage control, and grid-forming control.
This section underscores the superior performance of MPC through simulation results,
especially during fault conditions, emphasizing its potential to revolutionize grid
reliability and efficiency. Finally, the chapter concludes the widespread application of
MPC in future HVDC grid developments, marking a significant leap forward in the power
system control approach.

Parts of this chapter have been published in
1. A. Shetgaonkar, A. Lekić, J.L. Rueda Torres, P. Palensky, “Microsecond enhanced indirect model predictive
control for dynamic power management in MMC units,” Energies, vol. 14, no. 11, pp. 3318, 2021, MDPI.
2. A. Shetgaonkar, L. Liu, A. Lekić, M. Popov, P. Palensky, “Model predictive control and protection of
MMC-based MTDC power systems,” International Journal of Electrical Power & Energy Systems, vol. 146, pp.
108710, 2023, Elsevier.
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5.1. BACKGROUND
MPC is an optimization control method that can be applied to linear and non-linear
systems [183], [184]. One of the crucial parts of the MPC is the designed objective (cost)
function, that can provide a direct solution for the switching signals, thus eliminating
the use of a synchronization block. In this way, it improves the dynamic response and
controllability of the system. The MPC is simple to design and robust to the variation
of system parameters. MPC is flexible, allowing the inclusion of the system constraints
and non-linearities, and it easily compensates the control delay. It can handle multiple
control objectives using a single objective function. In power electronic applications,

Table 5.1: Overview of the MPC for HVDC application

Literature MPC problem * Platform Online Solver Circuit

J. Qin et al. [185] J =Q
∥∥yr e f (k +1)− y(k +1)

∥∥
1 PSCAD/EMTDC No

Point to point

HVDC

D. Zhou

et al. [186]
J =Q

∥∥yr e f (k +1)− y(k +1)
∥∥

1 dSPACE No
Grid connected

MMC unit.

J. Bocker

et al. [187]

J =Q
∥∥yr e f (k +1)− y(k +1)

∥∥
1

+Ru
∥∥u(k)−u(k −1)

∥∥
1

Scaled converter test bench. No
Grid connected

MMC unit.

A.Dekka

et al. [188]
J =Q

∥∥yr e f (k +1)− y(k +1)
∥∥

1

MATLAB/Simulink simulations

/ dSPACE
No

Grid connected

MMC unit.

M. Vatani

et al. [189]
J =Q

∥∥yr e f (k +1)− y(k +1)
∥∥

1 PSCAD/EMTDC No
Grid connected

MMC unit.

P. Liu

et al.[190]
J =Q

∥∥yr e f (k +1)− y(k +1)
∥∥

1

MMC Back-to-back

dynamic test system
No

Back-to-back

MMC-HVDC grid.

J. W. Moon

et al.[191]
J =Q

∥∥yr e f (k +1)− y(k +1)
∥∥

1 PSCAD/EMTDC No
Grid connected

MMC unit.

Y. Wang Yue

et al. [192]
J =Q

∥∥yr e f (k +1)− y(k +1)
∥∥

1 PSCAD/EMTDC No
Grid connected

MMC unit.

J. Huang

et al. [193]
J =Q

∥∥yr e f (k +1)− y(k +1)
∥∥

1

PSCAD/EMTDC &

experimental prototype
No

Grid connected

MMC unit.

H. Mahmoudi

et al. [194]
J =Q

∥∥yr e f (k +1)− y(k +1)
∥∥

1

DSP/

prototype MMC
No

Grid connected

MMC unit.

T. Nowak

et al. [195]

J =Q
∥∥yr e f (k +1)− y(k +1)

∥∥
1

+Ru
∥∥u(k)−u(k −1)

∥∥
1

PSCAD/EMTDC No
Multi-terminal

HVDC grid

J. Zhang

et al. [196]
J =Q

∥∥yr e f (k +1)− y(k +1)
∥∥

1 PSCAD/EMTDC No
Point to point

HVDC

S. Pirooz Azad

et al. [197]

J =Q
∥∥yr e f (k +1)− y(k +1)

∥∥
2

+Ru
∥∥u(k)−u(k −1)

∥∥
2

PSCAD/EMTDC Quadratic
Meshed IEEE 14-bus

with HVDC link.

P. Mc Namara

et al. [198]

J =Q
∥∥yr e f (k +1)− y(k +1)

∥∥
2

+Ru
∥∥u(k)−u(k −1)

∥∥
2

Matlab /Simulink Quadratic
A multi-terminal

DC grid.

S. Fuchs

et al. [199]

J =Q
∥∥yr e f (k +1)− y(k +1)

∥∥
2

+Ru
∥∥u(k)−u(k −1)

∥∥
2

Matlab/Simulink Quadratic
Grid-connected

MMC unit.

M. M. Belhaouanes

et al. [200]

J =Q
∥∥yr e f (k +1)− y(k +1)

∥∥
2

+Ru
∥∥u(k)−u(k −1)

∥∥
2

Matlab/Simulink

and OPAL-RT
Quadratic

Three-terminal

VSC-HVDC

* Q ,R are weight matrices for output and control states, yr e f (k+1) , y(k+1) are reference and predicted output and u(k) , u(k−1) are the present and past control
inputs.

the MPC has been classified into two major categories: indirect ( which is also known as
a continuous control set MPC) and direct MPC (which is also known as a finite control
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set MPC). The direct MPC creates the firing sequences and has a high degree of control.
However, MMC has a few hundred SMs, and creating firing pulses would result in an
extremely high computation burden during real-time simulation.

The indirect MPC controls the converter using the modulator, which converts the
reference signal into the firing sequences. Furthermore, the indirect MPC is classified
into explicit and implicit MPC. Implicit MPC solves the optimization problem online
at each time step. In comparison, the explicit MPC makes use of offline optimization
techniques. Furthermore, an outline of the MPC implemented in the HVDC application
is provided in Table 5.1.

This thesis considers indirect-implicit MPC and will be referred to as MPC in further
text.

5.2. MPC WITH LAGUERRE’S FUNCTION

5.2.1. DISCRETE ANALYTICAL MODEL OF MMC
The MMC’s operation explained in chapter 3, can be described by using the AC side
modeling format [201] with the following differential equation in the discrete form:

˙⃗x = A x⃗ +B u⃗, (5.1)

where x⃗ = [iΣd , iΣq , iΣz , i∆d , i∆q ]T is the state vector of the output current in a d q-frame,

and u⃗ = [vΣMd , vΣM q , vΣM z − vdc
2 , vMd − v∆d , vM q − v∆q ]T is control vector of the modulating

voltage in a d q-frame. The matrices A and B are given by

A =



−Rar m
Lar m

2ω 0 0 0

−2ω −Rar m
Lar m

0 0 0

0 0 −Rar m
Lar m

0 0

0 0 0 −Rac
eq

Lac
eq

−ω
0 0 0 ω −Rac

eq

Lac
eq


,

B = diag

{
− 1

Lar m
, − 1

Lar m
, − 1

Lar m
,

1

Lac
eq

,
1

Lac
eq

}
.

(5.2)

These matrices are developed from Equations (3.3) and (3.4).
With no approximation of the real model, a zero-order hold method is preferred for

discretization. This method is especially suitable for switching power converters since it
ensures good harmonic correspondence with the continuous model up to one-half of the
converter’s switching frequency. It is usually used for the design of controllers for power
converters. Hence, zero-order hold is used to represent the continuous state-space
model of the MMC in discrete time [201]. Thus, upon discretization, Equation (5.1) can
be written as

x⃗(k +1) = F (Ts )⃗x(k)+G(Ts )u⃗(k),

y⃗(k) = H(Ts )⃗x(k),
(5.3)
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where k ∈N indicates discrete time step. H(Ts ) is an identity matrix, whereas F (Ts ) and
G(Ts ) are given by

F (Ts ) = e A Ts , G(Ts ) = A−1 (
e A Ts − I

)
B .

The above model provides the AC/DC model of an MMC for active and reactive
power control, circulating current suppression control, and AC support.

By looking at the discrete MMC model from the AC side, it can be considered a
five-input and five-output system. In this model, vector u⃗ represents the control signals,
and x⃗m are output signals. To eliminate the steady-state error, an integral is added to the
output, hence, the discrete MMC’s augmented model is obtained. The standard form of
the MMC model is given by Equation (5.3), which is further represented as an augmented
model by [202]:

[
∆x⃗(k +1)

y⃗(k +1)

]
=

Ad︷ ︸︸ ︷[
F (Ts ) oT

H(Ts )F (Ts ) 1

] −→x m (k)︷ ︸︸ ︷[
∆−→x (k)
−→y (k)

]
+

Bd︷ ︸︸ ︷[
G(Ts )

H(Ts )G(Ts )

]
∆u⃗(k),

y⃗m(k) =
Cd︷ ︸︸ ︷[

0 I
]

x⃗m(k),

(5.4)

Here, o is a zero matrix with a size 1 × ns , where ns is the number of state
variables, and Ts is the sampling time. Furthermore, the augmented state is defined
as ∆x⃗(k) = x⃗(k)− x⃗(k −1), where x⃗(k) indicates the system state vector at the k th instant
and x⃗(k −1) indicates vector of past states. Similarly, the augmented input is defined as
∆u⃗(k) = u⃗(k)− u⃗(k −1), where u⃗(k) represents the system inputs at the k th instant and
u⃗(k − 1) indicates the past inputs. Representing the discrete MMC model in Equation
(5.4) is the starting point for the formulation of MPC.

5.2.2. MPC FORMULATION AND STABILITY ANALYSIS
As described in table 5.1, the implicit MPC in literature for HVDC application usually
uses the difference of the control signal (i.e., ∆u). The use of ∆u in the cost function
with the high sampling rate and stable close-loop performance requires a large number
of parameters (i.e., control horizon Nc ). This further creates poorly numerically
conditioned solutions and high computation power.

Thus, this subsection explains Laguerre network representation, approximating ∆u
to speed up the MPC. One advantage of the Laguerre function is that it removes the
dependency on the control horizon, which is present in the conventional MPC [202].
This is done by representing the ∆u⃗(k) with the Laguerre network. In the Laguerre
based MPC design, the ∆U = [∆u(ki ) ∆u(ki +1) · · · ∆u(ki +Nc −1)]T can be represented
by pulse operator (i.e. δ(i )) in conjunction with ∆U and Nc . As a result, ∆u(ki + 1) =
[δ(i ) δ(i −1) · · · δ(i −Nc +1)], where the pulse operator is defined as

δ(i ) =
{

1, i = 0,

0, i ̸= 0.

Therefore, the presented MPC results in a lower number of parameters and lower
computation burden during online optimization [202].



5

88

The discrete augmented system is

x⃗m(k +1) = Ad x⃗m(k)+Bd∆u⃗(k), (5.5)

with state variables x⃗m , inputs u⃗, for k th instance. Matrices Ad and Bd , with
subscript d denoting a discrete system, contain corresponding quantities. Inputs
∆u⃗(k) are represented using orthonormal Laguerre functions [202]. The removal of the
dependency of the control horizon gives an advantage for real-time applications, as
the number of parameters is reduced. With Laguerre’s function, the control parameter
changes to η⃗ from ∆u⃗(k):

∆u⃗(k +m|k) =


L1(m)T oT

1 · · · oT
M

oT
1 L2(m)T · · · oT

M
...

...
. . .

...

oT
1 oT

2 · · · LM (m)T

 η⃗, (5.6)

where oT
k represents a zero block raw vector with an identical dimension to Lk (m)T .

The vector L(k) = [l1(k), l2(k), · · · , lN (k)]T , and li (k) is the discrete Laguerre function
determined by the inverse Z-transform of Γi (z). Function in Z-domain Γ(z) is defined as

Γi (z) = Γi−1(z) z−1−a
1−az−1 , and Γ1(z) =

p
1−a2

1−az−1 . Here, a is called Laguerre’s network pole with

0 < a < 1 for safeguarding the network’s stability, β =
p

1−a2, and N is the number of
terms required to represent the approximated system response. The notation f⃗ (k+m|k)
is a discrete value of the vector f⃗ at instant k +m estimated during sampling instant k.
Furthermore, it is

L(k +1) = Al L(k), (5.7a)

Al =


a 0 0 0

β a 0 0

−aβ β a 0
...

...
...

. . .

 , (5.7b)

L(0)T =
√
β

[
1 −a a2 · · · (−1)N−1aN−1

]
, (5.7c)

η⃗=
[

c1 c2 · · · cN

]T
, (5.7d)

The value of η⃗ is calculated by minimizing the objective function, subject to the
equality and inequality constraints. The cost function considers a Linear Quadratic
Regulator (LQR) as a base. Hence, the objective function is given by

min
η⃗

J =
Np∑
i=1

x⃗m(k + i |k)T Q x⃗m(k + i |k)+ η⃗T R η⃗, (5.8a)

subject to M η⃗≤ b, (5.8b)

x⃗m(k + i |k) = r⃗ (k)− y⃗m(k|k). (5.8c)
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Here, Q ⪰ 0 and R ≻ 0 are positive (semi-)definite weighting matrices, and Np is the
prediction horizon. For variables x⃗m(k), vector r (k) is a reference signal. The matrix
M and the column vector b are related to the constraint information on the rate and
amplitude:

M =


M∆U o o o

o M∆U o o

o o −MU o

o o o −MU

 ,

b =


∆Umax

−∆Umax

Umax − u⃗(k −1)

−Umi n + u⃗(k −1)

 ,

M∆U =


L1(m)T o · · · o

o L2(m)T · · · o
...

...
. . .

...

o o · · · Lm(m)T

 ,

MU =



N−1∑
i=0

L1(i )T o · · · o

o
N−1∑
i=0

L2(i )T · · · o

...
...

. . .
...

o o · · ·
N−1∑
i=0

Lm(i )T


,

∆Umax = 1× 1⃗, ∆Umi n =−1× 1⃗,

Umax = 0.8× 1⃗, Umi n =−0.8× 1⃗,

where 1⃗ is the vector of all ones with dimensions N × 1, and m indicates the future
sampling instant. Since the formulation of MPC is in per unit, the constraint values
∆Umax,mi n and Umax,mi n are set based on the performance and control energy. In this
thesis, control energy of inner and grid forming MPC is set to 80 % of the rated voltage
such that the modulation index remains below 1.2 pu. Further, this limit impacts the arm
current during the fault. Furthermore, considering the performance, the rate constraints
are kept equal to 1 pu.

In the unconstrained case, Equation (5.8b) does not exist, and the optimization
problem is only solved using a terminal constraint. The quadratic programming
problem (5.8a) is solved by using Hildreth’s quadratic programming procedure [202].
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The MPC algorithm 3 begins by initializing the augmented model, Laguerre’s
parameter, and the prediction horizon. Controllers’ input x⃗ is measured at the k
sampling instance at step 1. The output is computed by optimizing the quadratic
problem given by Equation (5.8a) in step 2. Here, the output is η⃗, which is further used
to calculate ∆u⃗(k) in step 3. The computed ∆u⃗(k) consists of Np terms representing
the Np future control signals for current measured signals. The preceding horizon
principle applies only the first term to the system model at a k + 1 sampling instance,
and other terms are neglected in step 4. This entire process continues until the end of
the simulations.

Algorithm 3 MPC using Laguerre’s function

1: Initialization : Augmented model (Ad ,Bd ,Cd and Dd ), Al , a, M , Np and b.
2: Measure ∆x⃗ at k-th instance.
3: Compute optimal η⃗ by minimising the quadratic cost function Equation (5.8a) using

Hildreth’s Quadratic programming procedure considering the constraints.
4: Compute ∆u⃗(k) using with η⃗ from step 2 to calculate Equations (5.7).
5: Using the receding horizon principle, apply∆u⃗(k) corresponding to kth instance and

neglecting the inputs at other sampling instances.
6: Go to step 2.

MPC shown by Equation (5.8a) is stable, and this can be seen by taking into account
the terminal constraint x⃗(k+Np |k) = 0, as reported in Chapter 3 in [202]. If it is assumed
that for every k exists η⃗ which satisfies Equation (5.8a) subjected to terminal constraint,
the stability can be expressed by using the Lyapunov function:

V (⃗x(k),k) =
Np∑
i=1

x⃗(k + i |k)T Q x⃗(k + i |k)+
Np−1∑

i=1
∆u⃗(k + i )T R∆u⃗(k + i ).

This Lyapunov function equivalents the cost expressed by Equation (5.8a). The equality
stems from the fact that ∆u⃗(k + i ) = L(i )T η⃗(k) = [l1(i ), · · · , lN (i )]T η⃗(k), and that the
convolution between Laguerre functions gives:

Np∑
m=0

li (m)l j (m) =
{

0 for i ̸= j ,

1 for i = j .

The Lyapunov function for the next sampling instant k +1 is:

V (⃗x(k +1),k +1) =
Np∑
i=1

x⃗(k + i +1|k +1)T Q x⃗(k + i +1|k +1)

+
Np−1∑

i=1
∆u⃗(k + i +1)T R∆u⃗(k + i +1). (5.11)

Then, because of the optimality of the solution for η⃗, the following inequality holds
V (⃗x(k + 1),k + 1) ≤ V (⃗x(k + 1),k + 1), for V (⃗x(k +1),k +1) which is similar to V (⃗x(k +



5.3. SIMULATION AND ANALYSIS

5

91

1),k +1), where the original control sequence (i.e. L(0)T ηk , L(1)T ηk , . . . , L(Np −1)T ηk ) is
replaced by the sequence
L(1)T ηk , L(2)T ηk , . . . , L(Np − 1)T ηk , 0. Therefore, V (⃗x(k +1),k +1) shares the same
control sequence as V (⃗x(k),k) for the sample time k +1, k +2, . . . , k +Np −1. To prove
that the system is stable, it is sufficient to show that the forward difference of the discrete
Lyapunov function is negative. In the unconstrained case, this can be shown using
terminal constraint [202]:

V (⃗x(k +1),k +1)−V (⃗x(k),k) ≤V (⃗x(k +1),k +1)−V (⃗x(k),k) =

=
0, terminal constraint︷ ︸︸ ︷

x⃗(k +Np |k)T Q x⃗(k +Np |k)−x⃗(k +1)T Q x⃗(k +1)−∆u⃗(k)T R∆u⃗(k) =
= −x⃗(k +1)T Q x⃗(k +1)−∆u⃗(k)T R∆u⃗(k) < 0.

Clearly, the system is stable. In the constrained case, the stability is proven using
Equation (5.8b).

5.3. SIMULATION AND ANALYSIS

5.3.1. OFFLINE SIMULATION PLATFORM
Table 5.2 provides parameter values that are used for the simulation of MMC in this
subsection. Active and reactive power setpoints are varied to check the performance

Table 5.2: Parameters of the MMC for MPC validation simulations

Name Symbol Value

Arm inductance Lar m 0.15 [p.u.]

Arm resistance Rar m 0.0015 [p.u.]

AC filter inductance Lr 0.12 [p.u.]

AC filter resistance Rr 0.003 [p.u.]

Sample time Ts 2 [ms]

of the MMC using MPC. The test bench in Figure 3.4 is used for the simulation. This
variation is directly reflected through the d q-frame output currents. In general, there
are two cases: small and large disturbance scenarios. Within each case, we simulated
two events at different times. Similarly, each case has two variables, i.e., active and
reactive power, and their values are changed at different time instances, as summarised
in Table 5.3. First, the unconstrained problem is tackled, i.e., no constraints on any state
variables. At the beginning of the simulation, active and reactive power setpoints are
kept at zero, as shown in Figure 5.1. For the sake of comparison, the response of MPC is
contrasted against the close loop step response of the MMC.

Thus, with the change of reference signal at different time instances, it can be seen
that the MPC and close loop step response show similar results. Observed overshoots
are less than 2 % in output currents during the small disturbance. Similarly, we
have a higher overshoot during large disturbances than with small disturbances. Due
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Table 5.3: Cases for the MPC simulation study

Cases Variables
Value

(sampling instance)

Value

(sampling instance)

Small

Disturbance

Active power 0.5 [ p.u.] (10) 1 [p.u.] (30)

Reactive power 0.2 [p.u.] (20) 1 [p.u.] (30)

Large

Disturbance

Active power reversal -1 [p.u.] (40) 1 [p.u.] (80)

Reactive power reversal -1 [p.u.] (50) 0.5 [p.u.] (80)

to the uncompensated MMC model, as discussed in Chapter 3, currents i∆d and i∆q
are dependent on each other, which is seen in the change of ud = vMd − v∆d and

uq = vM q − v∆d control voltages (see Figure 5.1). For example, with the active power

reversal from 1 p.u. to -1 p.u. at the 40th sampling instance, there is a dependence of ud ,
corresponding to the sharp peak with a maximum amplitude of - 160 and -190 in MPC
and step response, respectively. However, at the same time, uq changes its direction from
0.2 to -0.2 as predicted. The width of this sharp peak is equal to the width of the current
reversal transient.

Figure 5.1: Case study with unconstrained scenario: (a) i∆d current; (b) i∆q current; (c) ud voltage; and (d) uq
voltage.

MPC is designed with parameters turned using a discrete linear quadratic regulator
(DLQR). Thus, with an unconstrained condition, the quadratic optimization problem is
linear. This means that the underlying response is the same as that of DLQR, which is
shown by the lower relative error between eigenvalues of DLQR and MPC in Table 5.4.
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Table 5.4: Eigenvalues comparison between DLQR and MPC under the unconstrained condition

MPC DLQR Relative Error

0.121±0.223 j 0.121±0.223 j 5.28×10−4 −2.46×10−4 j

0.121±0.223 j 0.121±0.223 j −3.63×10−4 +2.36×10−4 j

CONSTRAINT SATISFACTION PROBLEM

The MPC’s constraint handling in the online optimization problem draws a line between
MPC and DLQR. This section shows the effect of two constraints, i.e. rate constraint
and amplitude constraint. However, the constraint on the output is not considered as
it is linearly dependent on the rate and amplitude constraints and sometimes causes
instability.

Rate Constraint In the case of the MMC control, the control signals are ud and uq ,
which is already discussed in Chapter 3. However, from the unconstrained case, it
was observed that the rate of rise of the control voltages is higher. Thus, a limit can
be imposed during the online quadratic optimization to limit this high rate. To see
the effect of rate constraints, three limits are chosen, which are: |∆ud | = |∆uq | = 30,
|∆ud | = |∆uq | = 40, and |∆ud | = |∆uq | = 50. Figure 5.2 illustrates the consequence of the
rate constraint on the input and output signals. In Figure 5.2c, we can see that the rate
of uq does not violate the respective constraints. The reduction of the rate constraint
directly impacts the dynamic response of the i∆d and i∆q . With the small disturbance, the

rate constraints have a significantly lower impact during the transient response of i∆d , as
it is below the respective constraint limit. However, during active power reversal, there
is a large peak in ∆ud (shown in a small window in Figure 5.2a). However, due to the
constraint, the rate saturates to its respective limits and, thus, leads to a slower transient
response.

Among all the constraints, the |∆ud | = |∆uq | = 30 constraints have a severe impact
on the transient response of the i∆d and it has a higher undershoot. Since the amplitude
of the control signal ud is unconstrained, it is derived from the rate of the control signal.

Amplitude Constraint To examine the effect of the amplitude constraint on the
output response, three amplitude constraints are considered, which are: |ud | = |uq | = 30,
|ud | = |uq | = 60, and |ud | = |uq | = 80. Figure 5.3 shows the control and output response
with the amplitude constraint on the control signal, i.e., ud and uq . There are no
constraint violations during the small disturbance, as depicted in Figure 5.3b. However,
in the case of large disturbances, we can see that some constraints tend to be violated,
but they are well maintained within limits due to online optimization. For example, with
constraints corresponding to line 3, the input signal is optimized, which in turn changes
the rate of an input signal. Like rate constraints, the dynamic response of the i∆d and i∆q
are affected due to the amplitude constraints as seen in Figure 5.3a. It is also observed
that there is no undershoot, as it was present in the previous section.
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Figure 5.2: Case studies with rate constraint, line
1: |∆ud | = |∆uq | = 30, line 2 : |∆ud | = |∆uq | =
40, line 3 : |∆ud | = |∆uq | = 50, and line 4:
unconstrained.

Figure 5.3: Case studies with amplitude constraint:line
1 : |ud | = |uq | = 30, line 2 : |ud | = |uq | = 60, line 3 :
|ud | = |uq | = 80 and line 4: Unconstrained.

Another set of constraints can be imposed on the controller, which is the
combination of the control signal’s rate and amplitude constraints. However, in
the application of MMC, the i∆d current has a similar response to that of amplitude
constraints. Due to the constraints, rate and amplitude remain within their limits, as
the predictive controller computes the control signals online considering these limits.

SENSITIVITY ANALYSIS

Various parameters govern the performance of the MPC. Hence, sensitivity analysis is
carried out to check the controller’s robustness. The main goal of the sensitivity analysis
is to identify the factors that severely affect the controller’s performance during transient
and steady-state.

Sample Time (Ts ) Figure 5.4 shows the effect of the sample time (Ts ) on the stability
and dynamic response. As Figure 5.4 indicates that with the increase of the sample
time from 0.1 ms to 10 ms, the dynamic response is faster, especially during a large
disturbance. Furthermore, as we increase the sample time, the underline DLQR
response (◦) overlaps the MPC (∗) without tuning the N and a parameters. However,
with a lower sample time (0.1 ms), we see a significant error between the two responses,
shown by the bold black ◦ and ∗ symbols. Besides, at different sampling instances, we
can see overshoots and higher settling times even for the small disturbance (bold black
dash line).

Weighting, Predictive Horizon, and Laguerre’s Parameter Typically, R and Q are the
weighing parameters of objective functions. However, this section will only discuss the
effect of R on the control and output response. Similarly, the effect of variation in N and
a are studied. With the increase of R , the dynamic response of the controller reduces,
and the pole moves toward the unit circle, as shown in Figure 5.5. The bold black ◦ and
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Figure 5.4: Effect of sample time (Ts ) on the dynamic response and stability.

∗ indicate the initial condition. Figure 5.5 illustrates the effect of the sample times on
the pole movement with the increase of R . For higher Ts = 10 ms, the pole movement is
restricted within the circle with a radius of 0.2 as R increases, which indicates a damped
and faster response. With the higher sample time and lower R , the response of MPC is
more similar to the step response, as shown by the dotted red line in Figure 5.4a.

Figure 5.5: Effect of R on the dynamic response and stability with: (a) Ts = 2× 10−3; (b) Ts = 4× 10−3; (c)
Ts = 6×10−3; and (d) Ts = 10×10−3.

The effect of the predictive horizon (Np ) and Laguerre’s parameter are shown in the
Figure 5.6. By looking at the eigenvalues, we see that the effect of the Np is minimum
for fixed N and a at a given sample time (Ts ). The system’s response with Np = 4 is the
same as that of Np = 100, which indicates the independence of the MMC model on the
Predictive horizon. However, let’s look at the effect of Laguerre’s parameter on the output
signal. We can see that, at given Np , both the parameters show alternative behavior, i.e.,
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with the increase in the N value, the system pole converges to the underlying DLQR
poles. While with the increasing a, the system goes into an unstable state, as a pole on
the unit circle (as shown in Figure 5.6b). With a = 0, the i∆d response is equal to the
conventional MPC, i.e., ∆u⃗ as the control variable.

Figure 5.6: Effect of: (a) Np with a = [0.237, 0.237], N = [4, 4]; (b) a with Np = 4, N = [4, 4]; and (c) N with
a = [0.237, 0.237], Np = 4 on the dynamic response and stability.

5.3.2. ONLINE SIMULATION PLATFORM

The operation of MPC is validated by real-time simulations in RTDS©. MPC is
implemented via C-builder, which runs at the time step of 80µs. The RISC processor of
NovaCor in RTDS© consists of 10 cores, which operate at 3.5 GHz each. A dedicated core
is utilized for the MPC. Under steady-state conditions, the MPC with online quadratic
optimization takes 6 µs. However, during transient conditions, the computation time
rises to 65 µs due to constraint handling. By contrast, without online optimization, the
computation time remains 9 µs for both conditions. Thus, the proposed MPC with and
without online optimization can theoretically run on real-time applications. A small and
large disturbance in active and reactive power is performed to test the performance of
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the MPC, as discussed in the previous section. The constraint satisfaction problem is
also analyzed in the RTDS©.

SIMULATIONS OF DISTURBANCE IN ACTIVE AND REACTIVE POWER

Figures 5.7 and 5.8 show the small and large disturbances due to the active and reactive
power reference change. With the change in the active power reference from 0 to 0.5 p.u.
at the time instance t = 0.5 s (see Figure 5.7a), MPC provides an optimized modulating
voltages values u∆d and u∆d after 80µs. As a result, the d-component of grid current i∆d
tracks the reference within 4 ms as it is shown in the Figure 5.7a. Due to the decoupling
of d q components, the change in the active power setpoint did not influence the reactive
power component i∆q in the steady state. However, during the transient, some influence

is caused by the Type-5 MMC model in RTDS© and the uncompensated modulation.

Figure 5.7: change at the time instance t = 0.5 s in: (a) active power reference from 0 p.u. to 0.5 p.u.; (b) reactive
power reference from 0 p.u. to 0.2 p.u.

Similarly, observation is made when reactive power reference changes from 0 to 0.2
p.u. at the time instance t = 0.5 s and depicted in Figure 5.7b.

Figure 5.8: change at the time instance t = 0.5 s in: (a) active power reference from -0.5 p.u. to 0.5 p.u.; (b)
reactive power reference from -0.2 p.u. to 0.2 p.u.
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The active and reactive powers’ reversal causes small overshoots in both d q
components of grid current after t = 0.5 s, see Figure 5.8. However, these overshoots
last less than 2 ms due to the fast response of the MPC. MPC enables quick damping of
the currents and their convergence to desired references. The magnitude of overshoot is
less than 5% in the case of rated power.

CONSTRAINED SATISFACTION PROBLEM IN RTDS©

Figure 5.9 illustrates the effect of the constraints on the amplitude and rate of MPC’s
control variables. The amplitude and rate limit are set to ±0.3 and ±0.1, respectively.
With the application of the constraints, the amplitude of vMd − v∆d is limited to the
lower limit, and the control signal is recomputed to avoid the violation. This is not the
case for the unconstrained scenario at the time of disturbance, as seen in Figure 5.9b.
However, due to the amplitude, the rise of the control signal is affected as it is directly
dependent on the amplitude (see Figure 5.9b). With the reduced rate of a control signal,
the response of the MPC is delayed, as seen in Figure 5.9a. Which further leads to a
reduction of the current overshoot. This delay is minimal, as seen in a small window in
Figure 5.9a. However, reducing the limit can cause significant delay or instability.

Figure 5.9: Effect of contains on (a) i∆d (b)vMd −v∆d (c) rate of change of vMd −v∆d , where line 1 : Unconstrained
, line 2: Constrained

COMPARISON OF PI AND MPC CONTROLS FOR THE MMC IN RTDS©

Three control loops are considered to compare the performance of MPC with PI. The
parameters of PI controllers are given in Table 3.5.

Figure 5.10a compares MPC and PI controllers during an active power reversal. In
both cases, the active power reference is initially set to the rated power (i.e., -800 MW).
At time instant t = 0.5 s, a reversal command is given, which changes the reference to
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1 p.u. (800 MW), as shown in Figure 5.10a. During the power reversal, the MPC tracks
the reference within 10 ms with an overshoot of 20%. Furthermore, the overshoot lasts
for 5 ms. For PI-controlled MMC, i∆d current tracks reference point from t = 0.6 s. This
delayed response is due to cascaded PI controllers in PI-controlled MMC, as discussed
in Chapter 3. In both controllers, active and reactive power controls are decoupled in the
steady state. Due to uncompensated modulation, d q components are interdependent
during a transient.

Figure 5.10: Comparison of PI and MPC controller during: (a) active power reversal; (b) circulating current
suppression; and (c) AC voltage support.

Figure 5.10b shows the effect of the circulating current suppression control for both
controllers. Initially, the system operates at rated power (800 MW). The CCSC is activated
at 0.5 s for both controllers. As seen from Figure 5.10b, d q components of circulating
current drop to zero, indicating activation of CCSC. Due to the lower time constants in
the PI, the response of PI and MPC overlaps.

Figure 5.10c illustrates reactive power support for both controllers. At rated active
power, the RMS value of the AC bus voltage drops to 0.97 p.u. With the activation of the
reactive support, bus voltage restores to 1 p.u. (380 kV) in both controllers. The response
of the MPC is faster than that of the PI and has a much smaller overshoot. The MPC
restores the AC bus voltage within 100 ms, which is not the case for the PI-controlled
MMC. The PI controller needs 2 s to reach the reference value (1 p.u.). This higher time
is due to the slower outer controlling PI loop.
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5.4. CASCADED MPC FOR DC VOLTAGE CONTROL
The MPC is designed using two cascaded controllers: inner and outer MPC. The inner
MPC controls the MMC’s currents, whilst the output sets the DC voltage, as depicted in
Figure 5.11. This control architecture is similar to conventional PI control as given in
[203]. The inner and outer MPC controllers control the discretized augmented system
defined by the difference Equations (5.5).

Figure 5.11: Graphical representation of the cascaded MPC DC voltage controller: left - outer MPC and right -
inner MPC controller.

The dynamics of the DC voltage are closely linked to the behavior of the power grid,
which can be complex and challenging to be modeled accurately. In that case, it is
possible to use the model mismatch factor.

The mismatch between the model and plant can be handled by a factor called model
mismatch factor. This factor considers the effect of any difference in the plant and model
into the optimisation problem. This mismatch factor is formulated as:

x (k +m|k) = Cd Am
d x (k)+Cd

m−1∑
i=0

Am−i−1Bd L(i )T η+ Ime(k)

= F (m)x (k)+φ(m)T η+ Ime(k), (5.12)

where F (m) =Cd Am
d , φ(m)T =Cd

m−1∑
i=0

Am−i−1Bd L(i )T and

m ∈ {1,2, . . . , Np }. The new term in the above formulation is the Im e(k) for Im being
an identity matrix of order (5,5) and e(k) is error between the model output signal and
plant output at time step k. Considering the cost function, J given equation (5.8a) and
substituting the equation 5.12 in J and re-arranging terms we get:

H =φT Qφ+R, (5.13a)

f =φT Q[R(k)− Ip e(k)−F x(k)], (5.13b)

where H and f matrices are the input to the QP optimization solver. The R(k) =
1⃗1×Np

⊗
r⃗ , where r⃗ is the reference signal column matrix of order 5 at k instance and⊗

is Kronecker Tensor Product. F and φ are evolution of F (m) and φ(m) matrix over Np

with given system dynamics. The Ip = [I1, I2, . . . , INp ]T and Ii , for i ∈ {1,2, . . . , Np }, is an
identity matrix of order (5,5), which acts like weight factor for the error mismatch.



5

104

INNER MPC LOOP

The inner MPC loop is formulated in a discretized augmented version as shown in
Equation (5.4), featuring the state matrix Ad , the input matrix Bd , and the output matrix
Cd . The matrices A and B originate from a continuous averaged model of the MMC, as
outlined by Equation (3.3), and are expressed in a state-space form by Equation (5.2).

Upon discretization and augmentation (Equation (5.4)),
x⃗m = [∆x⃗, iΣd r e f − iΣd , iΣq r e f − iΣq , iΣz r e f − iΣz , i∆d r e f − i∆d , i∆q r e f − i∆q ]T is vector

representing the state variables. Here, the output variables are the same as the
state variables.

This MPC loop controls the circulating and output currents, as shown in Figure 5.11
right. To minimise the circulating currents, the references of Σ-currents (⃗iΣd qz r e f ) are set

to zero. The references of ∆-currents (⃗i∆d q r e f ) are provided by the outer MPC loop and

the reactive power or AC voltage support control.

OUTER MPC LOOP

This MPC loop is used to control the DC voltage. It is designed as the outer loop to
ensure that the rated DC voltage is maintained dynamically, i.e., without linearization.
Thus, the outer loop is added to consider other system variables indirectly derived by the
inner MPC loop state variables. The continuous state space matrices are:

A =
[

−1
kdc×Tdc

]
, B =

[
1

kdc

]
. (5.14)

The vector x⃗ = [vdc r e f − vdc ] represents the state variables, while u⃗ =
[

i∆d ,r e f

]
represents system inputs. The kdc and Tdc are 6.5 and 0.0035, respectively. This is
further discretized and augmented to form Equation (5.4). Upon discretization and
augmentation, x⃗m = [∆x⃗, vdc r e f − vdc ]T represents state variables. Here, the output
variables are the same as the state variables. The cost function minimizes the control
signal to eliminate deviation from the rated DC link voltage. The rate constraint is
responsible for damping, and damping is better when the rate constraint is larger. Thus,
the input rate and amplitude constraints are set to 5 and 0.8, respectively.

5.5. GRID FORMING MPC
The GFM is based on the direct voltage (Vac − f ) control [204]. Matrices represent the
state Equation for the grid forming MPC:

A =


−1

kGF ×TGF
0 0 0

0 −Rar m
Lar m

2ω 0

0 −2ω −Rar m
Lar m

0

0 0 0 −Rar m
Lar m

 , (5.15a)

B = diag

{
1

kGF
, − 1

Lar m
, − 1

Lar m
, − 1

Lar m

}
, (5.15b)

and vector x⃗ = [vac r e f − vac , iΣd , iΣq , iΣz ]T represents the state variables,

while u⃗ = [v∆Md , vΣMd , vΣM q , vΣM z − vdc
2 ] represents system inputs. The kGF and TGF
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are 6.5 and 0.008, respectively. Upon discretization and augmentation as shown in
Equation (5.4), x⃗m = [∆x⃗, vac r e f − vac , iΣd r e f − iΣd , iΣq r e f − iΣq , iΣz r e f − iΣz , ]T represents

state variables. Here, the output variables are the same as the state variables. The
cost function minimizes the control signal to eliminate any deviation from the rated
AC voltage at the offshore AC grid’s PoC and minimize the circulating current in the
converter.

5.6. SYSTEM CONFIGURATION OF THE FOUR-TERMINAL

HVDC GRID

For every simulation, three components exist in RTDS ©, namely, the Network solution,
Control, and Power system. Among these components, the Power system changes with
the type of simulation time step model (i.e., super step, main step, etc.). The control
works in the main step. Thus, the execution of all control units has to be done within 80
µs. The control can be split into several parallel paths for a large system. However, this
parallel path is restricted to the number of available cores in RTDS ©. Considering all
these requirements, in this thesis, MPC’s execution time must be within a time frame of
80µs to run successfully in the real-time simulator.

Figure 5.12 depicts a ±200 kV monopole meshed four-terminal MMC-based HVDC
power system with a digital twin model of a 2 GW offshore wind farm. This power system
is applied to test the accuracy of the proposed control and protection algorithms. In
the system of Figure 5.12, two offshore wind farms operate at different wind speeds.
The Type-4 wind turbine is used in the aggregated wind farm model. Chapter 4 has
discussed wind power plants’ operation, structure, and control system. The wind
speed data is taken directly from the actual measurement in the North Sea. The wind
speed measurements are updated into the RTDS © every two seconds using the SiL
setup (explained in Appendix A). Three Type-4 MMC models (MMCs 1, 2, and 4) are
implemented using GTFPGAs, and one Type 5 MMC model (MMC3) is implemented
in the RTDS © core. In the Type-4 MMC model, a GTFPGA unit represents one leg
of the MMC. Thus, three GTFPGA units are required to represent one MMC unit.
Additionally, the sub-module capacitor voltage balancing controller is required. Due
to the high number of submodules, this controller is implemented using two GTFPGA
units. The connections between RTDS © and GTFPGAs and between GTFPGAs are
realized using the Aurora protocol by two full-duplex fibre optic cables. To represent
three detailed MMCs (MMCs 1, 2, and 4), nine GTFPGAs are used for the legs of MMC
units. Furthermore, six GTFPGAs are used to represent the submodule capacitor voltage
balancing controllers for respective MMC units. In total, fifteen GTFPGAs are used. The
connection outline of these GTFPGA is provided in Appendix A.

Furthermore, MMC1 is connected to a strong grid and is modeled as a Thevenin grid
equivalent. MMC3 is connected to a weak grid modeled as a Thevenin grid equivalent
with a lower SCR. The offshore MMCs act as grid forming converters. The data of the
four-terminal HVDC grid is shown in Table 5.5. The MTDC system has five cables with
lengths of 200 km each. The Frequency-Dependent Phase model is used among the
two traveling wave cable modeling methods due to its higher accuracy, shown during
controller interactions. The cable data for XLPE submarine cables are used. The VARC
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Figure 5.12: The four-terminal MMC-based MTDC system with a HiL and a SiL setup.

DC CB is implemented at both ends of the cable, as shown in Figure 5.12. The detailed
model structure, operating principle, and VARC DC CB experimental validation have
been discussed in chapter 4 and [100]. In [100], authors have used four 80 kV VARC
modules for a 320 kV MTDC system. This is in line with the requirement of high
computational power. Since one of this chapter aims to understand the interaction
between the advanced control and VARC DC CB, some simplifications are made in the
VARC DC CB. The stray capacitance across the vacuum breaker and the surge arrester
in the VARC DC CB can be neglected. During fault elimination and fault current
suppression time intervals, specific VARC DC CB module branches are connected in
series, and the model can be aggregated.

The upper and lower-level controls of MMCs are based on the MPC and PI control
published in Cigre B4.57. [205]. The details of the PI control for different control
loops are provided in Table 5.6. The MMC1 is DC voltage controlled, whilst MMC3 is
active/reactive power controlled. Furthermore, MMC2 and MMC3 have direct voltage
(Vac − f ) control. In this system, a decentralized controlling approach is applied.

Here, the values for a = 0.65 and N = 4 will be used for the MPC. For the cost
function expressed by Equation (5.8a), matrices Q = 1× I and R = 0.2× I are used, where
I is an identity matrix. The prediction horizon (Np ) is set to 30 sampling instances.
Furthermore, all the physical quantities, like current and voltages, are normalized. In
the simulations, the input amplitude and input rate constraints are implemented in the
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Table 5.5: Data of the four-terminal MTDC

Parameter
Converters

MMC1 MMC2 MMC3 MMC4

Active power 500 MW 500 MW 500 MW 500 MW

Control mode Vdc Vac-f PQ Vac-f

Reactive power 0 MVAR 0 MVAR 0 MVAR 0 MVAR

DC link Voltage ±200 kV

Rated power 800 MW

Number of Submodules per arm 200

Arm capacitance Car m 22µF

Arm inductance Lar m 42 mH

Arm resistance Rar m 0.544Ω

AC converter voltage 220 kV

Transformer leakage reactance 0.18 pu

Onshore AC grid

Onshore grid 1 Onshore grid 2

AC grid voltage 380 kV AC grid voltage 380 kV

SCR 37.5 SCR 3

Offshore AC grid

AC grid voltage 145 kV

Table 5.6: Values for PI control

MMC1 MMC2 MMC3 MMC4

Outer Voltage loop

Proportional constant (kp ) 8 pu - 8 pu -

Integral Time constant (T) 0.2 s - 0.2 s -

Inner current loop

Proportional constant (kp ) 0.48 pu 0.2 pu 0.48 pu 0.2 pu

Integral constant (T) 0.0067 s 0.0333 s 0.0067 s 0.0333 s

inner and outer MPC for the entire prediction horizon. These constraints are given as

−0.04 ≤ vΣMd qz ≤ 0.04, (5.16a)

−0.8 ≤ v∆Md qz ≤ 0.8, (5.16b)

−1 ≤∆vΣMd qz ≤ 1, (5.16c)

−1 ≤∆v∆Md qz ≤ 1. (5.16d)
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Figure 5.13: Overview of the control hierarchy of MMC: (a) PI-based control hierarchy; (b) MPC-based control
hierarchy.

It should be noted that in RSCAD/RTDS ©, the response times of PI and MPC control
are different. Figure 5.13(a) depicts how the calculation times of the PI control evolve
for different controlling loops. With the MPC, all control values are computed within the
shortest control interval of 80µs, as shown in Figure 5.13(b).

5.7. SIMULATION RESULTS
Considering the full selective HVDC protection scheme, the blocking of MMCs is
disabled. Furthermore, the internal protection of the MMCs is turned off to test the
performance of both controllers under the worst operating conditions. In all cases, the
disturbance (small and large) occurs at t = 0.2 s. In the mentioned case studies, the
CCSC is enabled for all the converters. During the steady-state conditions before AC and
DC fault occurrence, Figure 5.14 shows the CCSC for MMC2 with a PI and MPC control
in the abc and d qz rotating frames. Next, CCSC is enabled at 0.1 s. Likewise, Figure 5.15
shows the first and the last four upper and lower SM capacitor voltages for phase C of
MMC2 during the steady-state condition before AC or DC faults occur.

The following case studies are performed to identify the dynamic performance of the
control and protection along with its effect on the system. The PI and MPC-controlled
MMCs’ performances are compared for each case.

5.7.1. TRANSIENTS DURING NOMINAL OPERATION
To evaluate the controller’s performance, an increase of the wind power (case 11), active
power injection into the weak grid (case 12), and a reclose of cable 12 (case 13) are
conducted in this study.

For case 11, Figure 5.16 shows the performance of the MPC and PI-controlled MMC
during the higher wind gusts of OWF 1 and OWF 2. Before the disturbance, OWF 1 and
OWF 2 transferred active power of 202 MW and 221 MW, respectively, into the HVDC
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Figure 5.14: Circulating current suppression control in MMC2 with a PI and a MPC control.

Figure 5.15: The first and the last four upper and lower SM capacitor voltages for the phase C of MMC2.

grid through MMCs 2 and 4. MMC3 absorbs 400 MW from the HVDC grid. The surplus
power within the DC grid is injected into a strong AC grid to maintain the DC voltage. At
0.2 s, an extra 201 MW and 218 MW are injected by OWF 1 and OWF 2, respectively. With
the same active power by MMC3, the DC voltage increases to a new steady-state value at
the MMCs’ terminals, except the one near MMC1 (due to DC voltage control), as shown
in Figure 5.16(a). However, during the transient period, the MPC-controlled DC grid
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regulates the DC voltage at the rated value with an overshoot of 0.1 % and a short settling
time of 0.3 s (for 0.125 % of the steady-state value), as shown in Figure 5.16(a). Likewise,
an overshoot of 0.825 % in the DC voltage is observed for the PI-controlled MMC with a
settling time of 1.48 s (for 0.125 % of steady-state value). Furthermore, MPC-controlled
MMC provides higher damping in the offshore and onshore AC voltage grids, as seen in
Figure 5.16(c).

Figure 5.16: Case 11: (a) MMC’s voltage [kV], (b)
active power [MW], and (c) RMS AC voltages [pu].

Figure 5.17: Case 12: (a) MMC’s voltage [kV], (b)
active power [MW], and (c) current of the positive
part of cable 12 [kA].

Case 12 demonstrates an active power injection into the weak grid, as depicted in
Figure 5.17. It shows the capability of active power regulation. Initially, no active power
is injected into the weak grid, as seen in Figure 5.17(b). Then, OWF 1 and OWF 2 provide
active power of 304.4 MW and 330.4 MW in the HVDC grid, respectively. To keep the
DC voltage fixed to the rated value, more power is injected into the AC grid through
MMC1, which behaves as a slack bus. At 0.2 s, 400 MW of power is injected into a weak
grid, keeping the AC terminal voltage stable with MMC2’s AC voltage support. The active
power injection into the weak grid creates a power shortage in the HVDC grid, and the
DC voltage drops, as seen in Figure 5.17(b). The DC voltage drop for the MPC-controlled
MMCs near MMC2 is 101V/ms, while for the PI-controlled MMCs is 78 V/ms. The high
voltage drop in the case when MPC is used occurs due to the faster response of the MPC
at MMC2. However, with the fast power support from MMC1, the DC voltage decreases
to 396.1 kV, as seen in Figure 5.17(a) and settles to 398.6 kV. In the case of a PI-controlled
DC grid, the DC voltage reaches the negative peak of 393.5 kV. A fast control action of
the MPC influences slow transient oscillations. The DC voltage swing is within ±2 kV
around the steady-state value with a frequency of 9 Hz and a damping of 0.1 kV per cycle.
Furthermore, it is observed that this slower oscillation is reflected in the state variables
of the DC and AC grids, which induces slow transient oscillations of 9 Hz and 12 Hz in
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offshore and onshore AC grids. The time taken by the MPC to reach the active power
reference in MMC3 is 120 ms, while the PI controller takes 260 ms, as shown in Figure
5.17(b).

Figure 5.18 indicates the controllers’ effect and performance with reclosing the DC
CB and putting cable 12 in service. During the pre-disturbance stage, the active power
from OFW 1 is transferred to the onshore grids through four other DC cables. The DC
bus voltages near MMCs 1 and 2 are 400 kV and 408 kV, respectively (see Figure 5.18(a)).
Upon reclosing cable 12 from both ends at 0.2 s, there is a current surge in the cable
with a peak value of 2.73 kA, which oscillates at 112 Hz, as Figure 5.18(c) shows. This
oscillation is caused by the charging of the cable’s capacitance and the interaction with
the line inductance of the DC CB, which is given by Equation 1p

LC
, where L = 80 mH and

C = 0.125µF/km. However, this oscillation is damped around the steady-state value at
the time instant of 0.44 s for the MPC-controlled DC grid, while PI takes 0.5 s to settle.
Due to the restoration of cable 12, the DC bus voltage at MMC2 decreases to a new
steady-state value. The current surge in the cable produces a larger MMC1’s arm current
(as shown in Figure 5.19) and MMC2’s arm current, which in a realistic system leads to
converter blocking.

Furthermore, this surge has a minimum impact on MMCs 3 and 4, and the AC grids
they are connected to, as they are not directly connected to cable 12. This current surge
suppression can be done by introducing the high inductance value in series with cable
12. The addition of this inductance not only suppresses this surge but will support
the current interruption. However, the high inductance value will negatively impact
the converter’s control. Thus, an appropriate value of inductance needs to be selected.
However, the possibility of suppressing this current by control action is out of the scope
of this chapter and will be investigated in chapter 6.

5.7.2. AC GRID SIDE FAULT ANALYSIS

The two standard studies, i.e., symmetrical and asymmetrical fault cases, are simulated
at two locations: at the PoC of MMC1 and PoC of MMC2. As a result, three cases are
considered: a three-phase fault at PoC of MMC1 (case 21), a SLG fault at PoC of MMC1
(Case 22), and a three-phase fault at PoC of MMC2 (Case 23). The pre-fault condition is
shown in Figure 5.20.

Figure 5.21 depicts the performance of the MPC and the PI-controlled MMCs during
the three-phase fault at the PoC of MMC1. This fault is self-clearing, and the duration is
200 ms. The terminal AC voltage collapses during the fault at PoC of MMC1, as seen in
Figure 5.21(c). Since MMC1 controls the DC grid voltage, after an AC fault takes place,
MMC1 loses its synchronization. Due to the fault, the power delivered by the MMC1 goes
to zero. With the same power infeed from the OWFs and the power extraction by MMC3,
the DC grid voltage increases to 468 kV, as seen in Figure 5.21(a). During the fault, the
offshore AC grid voltage in case of the PI-controlled DC grid, produces an overvoltage
of 3 %, which is absent in the MPC-controlled DC grid (indicated in Figure 5.21(c)).
Furthermore, the AC side fault near MMC1 causes a large arm current, as seen in Figure
5.24. For both controllers, the arm current increases during the fault. However, the MPC
restricts this rise to a lower level. This restriction is enabled with the MPC constraints in
MMC1. However, the MPC takes a longer time to recover after the fault is cleared due to
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Figure 5.18: Case 13: (a) MMC’s voltage [kV], (b)
current of the positive part of cable 12 [kA]; (c) positive
MMCs’ currents [kA], and (d) RMS AC voltages [pu].

Figure 5.19: Three-phase MMC1’s arm currents in:
(a) upper arm; and (b) lower arm during reclosing of
cable 12.

Figure 5.20: Steady-state condition before AC and DC fault.

the input constraints. As a result, a DC over-voltage of 486 kV near MMC1 with a higher
settling time than the PI controller. Still, the MPC at MMC1 regulates the arm current
and power, as seen in Figure 5.21(b) and 5.21(d). Further, the performance of MPC
can be enhanced by introducing the drop-based control strategies at the PQ-controlled
converter.

Figure 5.22 shows the impact of a temporary SLG fault at PoC of MMC1 considering
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Figure 5.21: Case 21: (a) MMC’s voltage [kV], (b)
positive MMC’s current [kA], (c) RMS AC voltages
[pu], and (d) active power [MW].

Figure 5.22: Case 22: (a) MMC’s voltage [kV], (b)
positive MMC’s current [kA], (c) RMS AC voltages
[pu], and (d) active power [MW].

PI and MPC controllers, with a SLG fault at PoC of MMC1, the AC voltage at PoC drops.
However, there is an oscillation of 100 Hz at the PoC during a fault. This onshore
oscillation propagates into the DC grid, as seen in Figure 5.21(a). Furthermore, it is also
reflected in the offshore AC grid but with a lower amplitude. During the fault, the DC
overvoltage observed with MPC-controlled is 0.5 %, while with PI-controlled converter
is 4 %. Comparing both controllers, MPC performs better during the fault and post-fault
period in terms of response and stability. In case of a phase-to-ground fault at the PoC of
MMC1, at t = 0.2 s, the AC voltage at PoC drops to 0.78 p.u for both controllers, as seen in
Figure 5.21(c). During the fault, the arm current of PI-controlled MMC1 has a peak value
of 2.8 kA, whereas the arm current of the MPC-controlled MMC1 has a peak of 1.8 kA, as
depicted in Figure 5.25.

Figure 5.23 depicts the performance of the MPC and the PI-controlled MMCs during
the temporary three-phase fault at the PoC of MMC2. The AC voltage at MMC2’s PoC
decreases to zero during the three-phase fault, as observed in Figure 5.23(c). The fault
creates a power shortage of 405 MW. MMC1 injects the required power into the DC grid
to maintain the rated DC voltage, as indicated by the power reversal in Figure 5.23(d). It
is observed that the MPC-controlled MMC1 regulates the DC grid voltage quickly, with
a DC voltage drop of 3 % at MMC2 and 2 % at the MMC1 terminal. However, in the
PI-control case, the DC grid experiences a DC voltage drop of 7.4 % at MMC2 and 5.75 %
at MMC1. Furthermore, the higher voltage drop generates a significant overshoot of 30
% at the PoC of MMC4. Due to the fast control of the MPC over the DC voltage and the
offshore AC voltage, the overshoot is 7 %. The MPC-controlled DC grid shows a faster
recovery than the PI-controlled DC grid, as seen in Figure 5.23.
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Figure 5.23: Case 23: (a) MMC’s voltage [kV], (b) positive MMC’s current [kA], (b) RMS AC voltages [pu], and (d)
active power [MW].

Figure 5.24: Three-phase MMC1’s arm currents in:
(a) upper arm; and (b) lower arm during three-phase
fault.

Figure 5.25: Three-phase MMC1 arm currents in: (a)
upper arm; and (b) lower arm during single-phase
fault at PoC of MMC1.

5.7.3. DC GRID SIDE FAULT ANALYSIS
The steady-state solution (i.e., power flow solution) of the four-terminal HVDC grid is
depicted in Figure 5.20. For the DC fault analysis, a PP fault on cable 12 near MMC1



5.7. SIMULATION RESULTS

5

115

(case 31), a PP fault on cable 34 near MMC3 (case 32), and eight MMC1 sub-module
faults (case 33) are performed.

During the PP fault near MMC1 on cable 12 at 0.2 s, the DC voltage of MMC1 drops
until the DC CB operates. With the higher potential provided by the surge arrester of the
DC CB, the fault current in cable 12 reaches a peak value of 7.2 kA (as shown in Figure
5.26(d)). Due to the fast recovery of the MPC-controlled DC grid, the DC voltage drops
near MMC1 and is restricted to 397 kV, as seen in Figure 5.26(a), while in PI-controlled
MMC1, the DC voltage decreases to 395 kV. After the fault is cleared, the MPC provides
higher damping, resulting in faster post-fault recovery. When cable 12 is disconnected,
power redistribution occurs. This redistribution is due to potential differences at the
MMC terminals. MMCs 2 and 4 are the grid forming offshore converters, which reduce
the impact on the onshore AC grids during and after the fault.

Figure 5.26: Case 31: (a) MMC’s voltage [kV], (b)
positive MMC’s current [kA], (c) RMS AC voltages
[pu], and (d) positive cable 12 current [kA].

Figure 5.27: Case 32: (a) MMC’s voltage [kV], (b)
MMC’s current [kA], (c) RMS AC voltages [pu], and
(d) positive cable 34 current [kA].

With a PP fault near MMC3 at cable 34, the DC voltage near MMC3 decreases to 388
kV. The recovery of the MPC-controlled MMCs DC grid is faster with the decreasing rate
of 273.33 V/ms, while for a PI-controlled MMCs DC grid’s decreasing rate is 135.34 V/ms,
as seen in Figure 5.27(a). The VARC DC CB receives the trip signal after 3 ms, and the
maximum fault current rises to 7 kA (as seen in Figure 5.27(d)). Since MMC2 is connected
to a weak grid, there is a damped oscillation of 125 Hz after the fault is cleared, as seen
in Figure 5.27(c). However, when the AC voltage is controlled, this oscillation is damped.

In the case of eight internal SM faults in the upper and lower leg of phase A of MMC1,
a lower-order frequency oscillation is observed in the AC and DC voltages of MMC1.
For PI-controlled MMCs, the oscillation frequency is 100 Hz, whilst for MPC-controlled
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Figure 5.28: Case 33: (a) MMC’s voltage [kV], (b) MMC’s current [kA], (c) RMS AC voltages [pu], and (d) active
power [MW].

MMCs, it is 59 Hz. The oscillation of the DC voltage observed at MMC1’s terminal
with an MPC control has a peak-to-peak value of 0.6 kV from the pre-disturbance
value. However, by using the PI control, the peak-to-peak value is 0.2 kV. Moreover, this
oscillation is restricted to only the MMC1’s AC and DC terminals, as seen in Figure 5.28(a)
and 5.28(b).

5.7.4. CONTROL INTEROPERABILITY

To understand the controller interaction, the following case studies are performed for
MMC1, as they are graphically illustrated in Figure 5.29:

• Case 1 - all PI controllers - In this case, the inner current, the outer voltage, and
the circulating current suppression controls of MMC1 are realized using classical
PI controllers. The proportion gains and the integral time constants for different
loops are summarised in Table 5.6 and taken from [205].

• Case 2 - PI controller in cascade with the inner MPC controller - In this case, the DC
voltage control of MMC1 is realized as a PI controller. The output of this controller
provides the reference to the MPC controller.

• Case 3 - all MPC controllers - In this case, all control loops of MMC1 are designed
using the MPC.
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Figure 5.29: Graphical representation of different cases implemented in MMC1 control for interoperability
studies.

For this operating scenario, the system is analyzed before and after the change of
the wind power. Before the disturbance, the wind farm near MMC2 provides active
power of 10 MW. Similarly, the active power of 100 MW is produced by the wind farm
near MMC3. At t = 0.5 s, there is a sudden rise in the wind power with a time constant
of 5 ms near MMC2. Thus, the active power rises from 10 MW to 500 MW. A different
controller combination shows a different reaction to this sudden change, as shown in
Figure 5.30. In the case of a classical PI controller (case 1), this rise in power stimulates
the increase of the DC link voltages (Figure 5.30(a)). The maximum percentage rise of the
DC bus voltage varies with the bus location. Due to the DC voltage control at MMC1, this
voltage rise is restricted to 6 %, whereas the DC link voltage at MMC2 and MMC3 rises by
7.82 % and 8 %, respectively. Furthermore, the converging time to the new steady-state
is 1 s. For case 2, even with the MPC, a similar pattern is observed during the wind power
increase at MMC2. However, due to the MPC-based DC voltage controller in case 3, the
maximum DC voltage rise of MMC2 and MMC3 is less than 4 %, which is less than the
standard DC voltage margin [74]. Also, the settling time of the DC-link voltage is 100 ms.

The active power injected into MMCs and the cable currents are shown in Figure
5.30(b) and (c), respectively. Case 3 yields a faster and more stable response compared
to other cases. Furthermore, the interaction with other MMCs’ controllers can be seen
in Figure 5.31. The fast control action in case 3 provides a good reference for the
PI controllers of MMC2 and MMC3 to achieve a new steady-state with a minimum
deviation.

The dynamic change of power causes an increase in the DC voltage for a few seconds
in the case when a classical PI controller is applied(case 1). This sudden and longer
duration of the DC overvoltage can create protection anomalies. Besides, the effect
of this overvoltage is propagated in the offshore grids. In this case, fast control action
will play a crucial role, leading to optimal coordination between advanced control and
protection. In this scenario, combining the advanced and classical controllers does not
improve the performance compared to case 1. This poor performance arises due to the
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Figure 5.30: Effect of the increase in the wind power (speed): (a) bus voltages of the MMCs; (b) active power at
PoC of MMCs; (c) DC cable current.

Figure 5.31: Effect of the increase in the wind power (speed) on i∆d and i∆q grid current of MMCs.

slower DC voltage control. Thus, re-tuning of the PI is required. In the future, faster
power control will be needed to connect intermittent energy sources. Adaptive tuning of
the PI or controllers like the MPC will be required at the converter and system operator
levels.

5.8. CONCLUSION

Part I of this chapter presents a variant of MPC using Laguerre’s function for the
discretized MMC with the exact solution of the differential equations. The MPC is
designed as an indirect implicit control. Both constrained and unconstrained scenarios
are analyzed and compared, considering active and reactive power setpoint changes.
With the constraints on the states, the dynamic response is generally affected. However,
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there is no effect on the steady-state response. With the amplitude-constrained control
signals, the overshoot is reduced with recomputation during an online optimization.
It is shown that the transient response is largely dependent on the sample time (Ts ).
Thus, with the increase in the Ts , a highly damped model is obtained, with a response
equivalent to the step response of the model. The designed control is computationally
efficient, with a small prediction horizon, which does not influence pole placement.
Thus, it can be considered a potential candidate for real-time simulation and testing.
The pole movement with the change in the weighting factor R gets concentrated below
the unity circle with an increase in the Ts , which makes the model stable. Similarly,
the pole movement due to an increase in N gets saturated after a certain value,
whereas the pole movement with a change in Laguerre’s pole varies. Furthermore, the
implementation of the proposed variant of MPC is validated by RTDS. The comparison
between PI and proposed MPC during different operating scenarios indicates MPC’s
stable and faster response, which is essential during transient events. The proposed MPC
has a clear advantage over classical controlling methods.

Part II of this chapter investigates the performance of the MPC in a four-terminal,
monopolar, MMC-based HVDC grid connecting two offshore wind power plants, a weak
grid, and a strong grid, under fast transient like AC, DC faults, and submodule internal
faults. The chapter also highlights the expansion of the control scheme from a single
MMC terminal to a multi-terminal, indicating the MPC control’s minimum tuning. The
chapter highlights the use of a switching model of an MMC by applying a GTFPGA
in a HiL and its interaction with the average MMC model. Furthermore, SiL is used
for an online update of the wind profile. The studies are conducted using real-time
simulations. The performance of the MPC is investigated against the traditional PI
control.

The performance results show:

• The MPC-controlled MMC-based HVDC grid enables the converter to provide
faster and more reliable controlled power support during the nominal operation
with the minimum effect on the AC and DC terminal voltages than the
PI-controlled MMC-based HVDC grid.

• The lower arm current and DC voltage droops are observed with the
MPC-controlled MMCs during AC-side disturbances. Furthermore, the
MPC-controlled MMC’s post-recovery is faster than the PI-controlled ones.

• During a DC fault, the MPC provides rigid terminal DC voltage support with a fast
and damped recovery.

• The propagation of AC and DC side disturbances (faults) is smaller when
the control is an MPC rather than a PI-controlled MMCs. Furthermore, the
MPC-based grid forming converter provides better voltage stability compared to
the one with PI control. During the interoperability studies, the slower response of
the PI controller creates a bottleneck in the system recovery. Thus, the parameter
of the PI controller needs to be re-calibrated. In contrast, the MPC provides a faster
and more stable response.
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Nevertheless, both controllers show similar performance during internal MMC
faults. The reason for this is the internal implementation of the lower-level controlling
strategies for the SM capacitor voltage balancing in RTDS© and GTFPGAs.



6
PREDICTIVE FAULT CURRENT

SUPPRESSION CONTROL

This chapter deals with a novel MPC approach for zero-sequence current in MMCs, aimed
at improving DC link voltage stability in MT-HVDC systems. The strategy extends the fault
detection and DC CB operation window by 3 ms, optimizing energy dissipation during
faults and maintaining voltage regulation. It highlights the potential integration with
existing PI-controlled converters, despite their slower response, by balancing DC voltage
and fault current management. This MPC method enhances DC CB reaction time, offering
a cost-effective, improved fault management solution. Future research will focus on the
control’s adaptability to system changes and optimization of protection strategies.

Parts of this chapter have been published in A. Shetgaonkar, M. Popov, P. Palensky, A. Lekić, “Zero-sequence
current suppression control for fault current damper based on model predictive control,” Electric Power
Systems Research, vol. 223, pp. 109592, 2023, Elsevier.
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6.1. MPC-BASED ZERO-SEQUENCE CURRENT CONTROL
As the name indicates, the MPC’s prediction and accuracy are determined purely by the
system’s behaviour. A decade of development in the modelling of MMCs has led to an
accurate MMC non-linear model [113]. The dynamics of the MMC can be formulated
by using two components, Σ and ∆, which represent the DC and AC characteristics
of the converter, respectively. By applying the Clarke-Park transformation, the Σ and
∆ AC components are translated into the stationary d q−frame given by Equation
(3.3). Zero-sequence component current is defined by Equation (3.3c). Its physical
importance is in its influence on the DC current since idc = 3iΣz . Furthermore, the
discrete form of this MMC model is discussed in Chapter 5.

The same like in section 5.2.1, the vector x⃗ = [iΣd , iΣq , iΣz , i∆d , i∆q ]T represents state

variables, while u⃗ = [vΣMd , vΣM q , vΣM z − vdc
2 , vMd − v∆d , vM q − v∆q ]T , u⃗ ∈ U = [−1,1]5 ⊂

R, represents system inputs. Similarly to Chapter 5, the future control sequence is
represented by the discrete Laguerre network, η⃗ ∈ [−1,1]5 ⊂ R, which is determined by
solving the optimal control problem, and minimizing the objective (cost) function based
on the equality and inequality constraints:

min
η⃗

J =
Np∑
i=1

∥x⃗m(k + i |k)∥2
Q +∥∥⃗η ∥∥2

R + Ime(k), (6.1a)

subject to Mη⃗≤ b⃗, (6.1b)

x⃗m(k + i |k) = r⃗ (k)− y⃗m(k|k). (6.1c)

Here, Q ⪰ 0 and R ≻ 0 are weighting matrices, and Np = 20 ∈ I+ is the prediction
horizon. For variables x⃗m(k), vector r (k) ∈R5 is a reference signal. Matrix M and column
vector b⃗ are related to the constraint information of the rate, and amplitude [112]. In
reality, there will be an error due to the modelling or signal noise. However, these
disturbances can be considered in the optimal control problem, which is represented by
e(k). e(k) denotes the error between the system’s measured signal and plant’s predicted
signal at kth instance. Im ≻ 0 is the weight matrix. The reference determination of the
differential-current components (denoted as i∆d ,q ) remains the same as the traditional

control hierarchy as explained in Chapter 3. The CCSC mainly suppresses additive
currents in the traditional control. However, the zero-sequence current component (iΣz )
reference is left uncontrolled. As previously explained, the MMC current on the DC
side can be represented by the zero-sequence current component. This work calculates
the zero-sequence current reference using the active power injected/absorbed in the AC
system and DC voltage as shown in Figure 6.1.

One method to reduce the DC fault current is to reduce the voltage across the DC CB
line inductance (ll i ne ). The DC link voltage at the MMC terminals must be reduced to
reduce the voltage across the DC CB line inductance. This decrease in the DC link voltage
will further decrease the fault current rate of rise. During the steady state operation, the
active power and DC link voltages are inside the prescribed limits (i.e., ±1.2 p.u, and
0.8 p.u− 1 p.u, respectively). Hence, the calculated zero-sequence current component
(i.e iΣz,r e f =

pac
3vdc

) remains the same as the measured zero-sequence current (iΣz ). Thus,

no control action is provided by the zero-sequence current control. However, during the



6.2. EXPERIMENTAL STUDIES

6

123

Figure 6.1: Block diagram of implemented zero-sequence current control.

DC fault period, the active power Pac increases, and the DC link voltage vdc decreases
leading to saturation of the calculated zero-sequence current. Hence, the zero-sequence
current control provides the control action, that temporally reduces the DC link voltage.
With the reduction of the DC link voltage, the rate of rise of the fault current is reduced.
Further, this control action is added to the outer voltage loop and direct voltage control
in the case of grid-forming converters (as shown in Figure 6.1) to ensure that both AC
and DC component values remain within the operating limits.

6.2. EXPERIMENTAL STUDIES

Figure 6.2 shows the simulated three-terminal ±525 kV metal-return bipolar MT-HVDC
system programmed for the real-time simulation in the RTDS©. This model is a modified
version of the model developed in Chapter 4 and summarised in this section. The system
is divided into two zones (i.e., onshore and offshore). The onshore system consists of
two converters (i.e., MMC1 and MMC3). Each platform is connected to two 1 GW MMC
converters. The onshore platforms are connected to a strong grid, with a short circuit
ratio of SC R = 44, by two converter transformers with a rating of 400/275 kV,1250 MVA.
Similarly, the offshore platform has two 1GW MMC converters connected to a wind farm
via 275/66kV,1250MVA. This transformer also acts as a scaling transformer. The offshore
platform is connected to the wind park by a 66 kV AC cable with a distance of 7 km. The
grounding for the MT-HVDC is provided at the onshore platform with a resistance value
of 0.01Ω. Type-4 converter model (detailed equivalent model, implemented on FPGA)
is used for MMC 1 and MMC 2, whereas MMC 3 is modelled as Type-5 (averaged RTDS
model) [177]. The setup is comprehensively described in [112].

The onshore zone is connected to the offshore zone by three 2 GW, 525 kV HVDC
cables with the ratings shown in Figure 6.2. Cable 12 has two VARC DC CBs at each
cable’s end. This VARC DC CB is scaled to 525 kV with a fault interruption capability of
20 kA [206]. The wind park has nine Type-4 wind turbines, each with a rating of 2 MW
at 16 m/s. Since this work investigates DC system-level dynamics, the averaged model
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Figure 6.2: Circuit and control hierarchy of Three terminal ±525 kV bipolar MT-HVDC simulated systems (The
red dotted line indicates the ac-DC measurement).

of a back-to-back converter of a Type-4 wind turbine is considered. This back-to-back
converter is modelled using the Descriptor State-Space (DSS) modelling approach [63].
The grid-side converter controls the DC link voltage of the Type-4 wind turbine and
provides reactive power support at the point of common coupling. In contrast, the
machine-side converter controls the torque and stator terminal voltage of the PMSM.
The wind speed data is updated in real time through a North Sea sensor by using a
Python script.

Table 6.1 highlights the circuit parameters for the converters given in Figure 6.2.
The proposed controls are located in both offshore and onshore converters. In the
onshore grid-tie converter station, MMC1 controls DC voltage (Vdc ,Q-mode), whilst
MMC3 controls active power (P,Q-mode). The offshore converter MMC2 is grid-forming
(vac , f -mode). The data for the cable are adopted from the ongoing project [29].

In a steady state, MMC2 injects an active power of 2 GW into the DC grid generated
by the wind power plant. MMC3 injects an active power of 1 GW into the onshore AC
grid. To keep the DC-link voltage constant, the remaining power is absorbed by MMC1
and injected into the onshore AC grid. Due to a full selective protection scheme being
introduced, the internal protection of converters is disabled. The rated fault current
interruption capability of the VARC DC CB is set to 20 kA, and the operating time of
the DC CB is 5 ms. Furthermore, the DC fault detection is not instantaneous, so a 1 ms
delay is introduced. Due to the multi-timestep simulation in the real-time simulator, the
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Table 6.1: Circuit parameter for the simulated system

Parameter Values

Rated capacity 2000 MVA

Control Mode

MMC1 Vdc ,Q

MMC2 Vac ,Q

MMC3 P,Q

DC link voltage (vdc ) ± 525 kV

Number of Submodules per arm

(Nsm)
240

Arm capacitance (Car m) 22 µF

Arm inductance (Lar m) 42 mH

Arm resistance (Rar m) 0.544Ω

Transformer leakage reactance (lr ) 0.18 p.u

AC converter voltage (onshore) 275 kV

AC system voltage (onshore/offshore) 400 kV/66 kV

DC CB line inductance (ll i ne ) 120 mH

cable resistance per km (Rcable ) 9 mΩ

AC frequency ( f ) 50 Hz

interested areas are modelled in small timesteps (2−3µs) using processors and FPGAs.
As a result, the accuracy is maintained at an acceptable level. Since we investigate the
control action by the proposed controller, this modelling accuracy is sufficient.

6.2.1. FAULT AMPLITUDE IDENTIFICATION

To identify the current hotspot in the MT-HVDC during the fault, two different types of
faults at two different cable locations are simulated. In this work, a positive PG DC fault
and a PP DC fault is studied. These faults are located at MMC1’s terminal (0 %) and near
the opposite terminal (100 %). The syntax, PG −0−12 in Figure 6.3 indicates the PG DC
fault at the terminal in cable 12. Similarly, PG −100−12 indicates the PG DC fault at the
opposite terminal of cable 12. Furthermore, I+l i nex y indicates the current measured in

cable x y from x terminal of the cable.

Figure 6.3 shows the fault current measured at t = 6 ms without any fault current
limiting scenario at different locations during different faults. The analysis shows that,
for a given MT-HVDC system at rated power, the PG and PP fault near the MMC1 create
fault currents with amplitudes 41.73 kA and 42.44 kA, respectively. Similarly, the fault
near MMC2, on cable 23 produces the second highest fault current. The converters’
pre-fault condition and the operating mode determine the fault current amplitude.
Since MMC1 regulates the DC-link voltage to a constant value, the fault near this
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Figure 6.3: Fault amplitude in kA at 6 ms for different fault types and locations in MT-HVDC.

terminal results in a high fault current. Similarly, the fault near MMC2 produces a high
fault current due to the AC power infeed. Hence, the subsequent study considers the
fault near MMC1 and MMC2 on cable 12.

To understand the impact of the proposed control strategies, the following cases are
investigated:

C1 Traditional PI control without zero-sequence current control.

C2 MPC control without zero-sequence current control.

C3 Traditional PI control with zero-sequence current control.

C4 MPC control with zero-sequence current control.

6.2.2. DC FAULT AT MMC1’S TERMINAL
In this scenario, the PG and PP faults are applied at the terminal of MMC1. Furthermore,
the impact of protection delay (i.e delay in fault detection or DC CB operation) (td ) is
investigated for all cases and summarised in Table 6.2 and 6.3. From these tables, it
can be seen that the fault is interrupted by the DC CB with both traditional PI controls
and MPC for td = 1 ms. Compared to PI control, during PG fault with MPC, the peak
fault current in CB1P DC CB and MMC1 is lower by 0.7 kA and 1.26 kA, respectively.
These lower values result from the MPC’s fast control action on the state variables of
MMC. However, this results in decreasing of DC-link voltage at MMC1 (vdc,M MC 1) by
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Figure 6.4: Impact of proposed control during PP fault at MMC1 terminal: (a) MMC1’s terminal voltage [kV];
(b) Line Current [kA] in CB1P DC CB; (c) Total Energy stored in the MMC1 [MJ]; and (d) Upper arm current of
MMC1 [kA].

16% compared with the rated voltage, which is referred to as undershoot in this and
subsequent sections. Furthermore, the settling time is increased by 50 ms. However,
the fast control action helps the DC CB to absorb less energy. As the td increases, the
peak amplitude of the fault current increases, and as a result, DC CB in the PI controlled
system fails to interrupt. However, the MPC during the PG fault only adds up a surplus
of 0.5 ms delay before the DC CB fails to interrupt the fault. A similar trend is observed
with a higher fault current and undershoot in DC-link voltage from rated voltage during
the PP fault as shown in Table 6.3.

With the proposed control over iΣz current, in PI’s and MPC’s CCSC, the sensitivity of
the td is minimised to a greater extent. The system can withstand a higher delay, with
a lower fault current in the converter and in the DC CB. This results in lower energy
absorption in the DC CB’s surge arrester during DC fault. The energy absorbed by
the traditional PI-controlled MMC is 30% (PG) and 40% (PP) higher than that of the
MPC-controlled MMC with the proposed control over iΣz current for td = 3 ms during
the PG and the PP fault, respectively. Furthermore, the settling time is shortened due to
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the active power feedback in the proposed control. However, a significant undershoot
in vdc,M MC 1 from rated DC link voltage is observed with the proposed control. It is also
interesting to observe that the energy absorbed during the PG and PP fault interruption
remains the same, indicating reduced stress on the surge arrester during the PP fault.
As a result, the increase in td does not influence the increase of the absorbed energy
drastically. Figure 6.4 highlights the significance of the proposed control compared to

Table 6.2: Performance of different cases under the PG fault at the MMC1 terminal.

PG fault

Peak

in idc,C B1P
Peak in

idc,M MC 1

Undershoot in

Vdc,M MC 1

settling

time

of Vdc,M MC 1

Energy

SA
Status

PI

without

iΣz

control

td = 1ms 17.70 kA 15.30 kA 916.31 kV (-12.73 %) 0.13 s 69.25 MJ Interrupts

td = 1.5ms 37.01 kA 24.36 kA 533.87 kV (-49.15 %) Inf 0.00 MJ Fails

td = 2ms 36.93 kA 24.46 kA 534.68 kV (-49.07%) Inf 0.00 MJ Fails

td = 2.5ms 36.84 kA 24.51 kA 532.94 kV (-49.24 %) Inf 0.00 MJ Fails

td = 3ms 36.78 kA 24.57 kA 533.79 kV (-49.16 %) Inf 0.00 MJ Fails

MPC

without

iΣz

control

td = 1ms 17.00 kA 14.04 kA 881.92 kV (-16.00 %) 0.18 s 55.38 MJ Interrupts

td = 1.5ms 18.77 kA 15.18 kA 867.75 kV (-17.35 %) 0.19 s 62.27 MJ Interrupts

td = 2ms 32.63 kA 22.14 kA 538.90 kV(-48.67 %) Inf 0.00 MJ Fails

td = 2.5ms 32.55 kA 22.18 kA 539.94 kV (-48.57 %) Inf 0.00 MJ Fails

td = 3ms 32.47 kA 22.14 kA 540.47 kV (-48.52 %) Inf 0.00 MJ Fails

PI

with

iΣz

control

td = 1ms 15.59 kA 11.52 kA 789.86 (-24.78%) 0.18 s 42.5 MJ Interrupts

td = 1.5ms 16.53 kA 12.49 kA 790.77 (-24.69%) 0.18 s 47.96 MJ Interrupts

td = 2ms 17.57 kA 13.36 kA 789.43 (-24.82%) 0.29 s 53.51 MJ Interrupts

td = 2.5ms 18.8 kA 13.88 kA 790.13 (-24.75%) 0.29 s 59.83 MJ Interrupts

td = 3ms 47.1 kA 29.51 kA 517.49 (-50.72%) Inf 0 MJ Fails

MPC

with

iΣz

control

td = 1ms 15.03 kA 9.5 kA 739.02 (-29.62%) 0.16 s 32.33 MJ Interrupts

td = 1.5ms 15.76 kA 10.71 kA 739.51 (-29.57%) 0.17 s 36.55 MJ Interrupts

td = 2ms 16.5 kA 11.5 kA 738.56 (-29.66%) 0.17 s 40.4 MJ Interrupts

td = 2.5ms 17.34 kA 11.95 kA 736.82 (-29.83%) 0.16 s 44.05 MJ Interrupts

td = 3ms 18.53 kA 12.53 kA 735.28 (-29.97%) 0.16 s 48.78 MJ Interrupts

the PI and MPC in the time domain for PP fault. During the fault period, the MMC with
the proposed control has dv

dt of −114 kV/ms, while PI and MPC controlled MMC1 has
dvdc,M MC 1

dt of −40 kV/ms. The high value of
dvdc,M MC 1

dt creates a reduction in
didc,C B1P

dt of
fault current as seen Figure 6.4(b). Furthermore, the proposed control prevents a large
drop in converters’ energy. Hence, it protects the sub-modules during fast transients.
The arm currents of the converts are smaller compared to traditional PI-controlled
MMC, as seen in Figure 6.4(d).
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Table 6.3: Performance of different cases under the PP fault at the MMC1 terminal.

PP fault

Peak

in idc,C B1P

Peak in

idc,M MC 1
Undershoot in

Vdc,M MC 1

settling

time

of Vdc,M MC 1

Energy

SA
Status

PI

without

iΣz

control

td = 1ms 19.46 kA 16.4 kA 767.07 kV (-26.95 %) 0.19 s 84.32 MJ Interrupts

td = 1.5ms 43.24 kA 24.94 kA -14.22 kV (-101.35 %) Inf 0 MJ Fails

td = 2ms 43.16 kA 25.13 kA -13.62 kV (-101.3 %) Inf 0 MJ Fails

td = 2.5ms 43.08 kA 25.18 kA -13.88 kV (-101.32 %) Inf 0 MJ Fails

td = 3ms 43 kA 25.25 kA -13.98 kV (-101.33 %) Inf 0 MJ Fails

MPC

without

iΣz

control

td = 1ms 18.06 kA 14.7 kA 691.54 kV(-34.14 %) 0.19 s 63.95 MJ Interrupts

td = 1.5ms 37.88 kA 22.69 kA -10.72 kV(-101.02 %) Inf 0 MJ Fails

td = 2ms 37.67 kA 22.76 kA -15.06 kV(-101.43 %) Inf 0 MJ Fails

td = 2.5ms 37.57 kA 22.79 kA -14.02 kV(-101.34 %) Inf 0 MJ Fails

td = 3ms 37.44 kA 22.87 kA -13.36 kV(-101.27 %) Inf 0 MJ Fails

PI

with

iΣz

control

td = 1ms 15.71 kA 11.34 kA 535.32 kV (-49.02%) 0.25 s 44.57 MJ Interrupts

td = 1.5ms 16.63 kA 12.4 kA 530.33 kV (-49.49%) 0.26 s 50.27 MJ Interrupts

td = 2ms 17.71 kA 13.12 kA 520 kV (-50.48%) 0.27 s 56.11 MJ Interrupts

td = 2.5ms 19.13 kA 13.61 kA 535.75 kV (-48.98%) 0.26 s 64.22 MJ Interrupts

td = 3ms 49.91 kA 28.1 kA -16.5 kV (-101.57%) Inf 0 MJ Fails

MPC

with

iΣz

control

td = 1ms 15.15 kA 9.27 kA 417.64 kV (-60.22%) 0.18 s 33.31 MJ Interrupts

td = 1.5ms 15.87 kA 10.49 kA 418.39 kV (-60.15%) 0.18 s 37.55 MJ Interrupts

td = 2ms 16.65 kA 11.36 kA 418.08 kV (-60.18%) 0.18 s 41.61 MJ Interrupts

td = 2.5ms 17.52 kA 11.87 kA 422.06 kV (-59.8%) 0.18 s 45.39 MJ Interrupts

td = 3ms 18.71 kA 12.21 kA 421.38 kV (-59.87%) 0.17 s 50.34 MJ Interrupts

Table 6.5: Performance of different cases under the PP fault at the MMC2 terminal.

PP fault

Peak

in idc,C B2P

Peak in

idc,M MC 2
Undershoot in

Vdc,M MC 2

settling

time

of Vdc,M MC 2

Energy

SA
Status

PI

without

iΣz

control

td = 1ms 39.26 kA 14.71 kA -20.01 kV (101.91%) Inf 0 MJ Fails

td = 1.5ms 39.14 kA 14.66 kA -19.1 kV (-101.82%) Inf 0 MJ Fails

td = 2ms 39.09 kA 14.61 kA -20.47 kV (-101.95%) Inf 0 MJ Fails

td = 2.5ms 39.09 kA 14.64 kA -20.16 kV (-101.92%) Inf 0 MJ Fails

td = 3ms 39.19 kA 14.67 kA -19.53 kV (-101.86%) Inf 0 MJ Fails

MPC

without

iΣz

control

td = 1ms 35.42 kA 16.22 kA -44.7 kV (-104.26%) Inf 0 MJ Fails

td = 1.5ms 35.31 kA 16.08 kA -40.77 kV (-103.88%) Inf 0 MJ Fails

td = 2ms 35.15 kA 15.85 kA -33.77 kV (-103.22%) Inf 0 MJ Fails

td = 2.5ms 35.11 kA 15.46 kA -29.99 kV (-102.86%) Inf 0 MJ Fails

td = 3ms 34.94 kA 15.25 kA -19.57 kV (-101.86%) Inf 0 MJ Fails

PI

with

iΣz

control

td = 1ms 15.25 kA 4.98 kA 324 kV (-69.14%) 0.27 s 39.34 MJ Interrupts

td = 1.5ms 16 kA 5 kA 324.31 kV (-69.11%) 0.27 s 42.87 MJ Interrupts

td = 2ms 16.75 kA 4.98 kA 323.68 kV (-69.17%) 0.25 s 46.39 MJ Interrupts

td = 2.5ms 17.56 kA 5.01 kA 324.28 kV (-69.12%) 0.24 s 49.49 MJ Interrupts

td = 3ms 18.63 kA 4.98 kA 324.24 kV (-69.12%) 0.22 s 53.77 MJ Interrupts

MPC

with

iΣz

control

td = 1ms 15.15 kA 4.97 kA 307.95 kV (-70.67%) 0.23 s 32.88 MJ Interrupts

td = 1.5ms 15.89 kA 5.04 kA 307.74 kV (-70.69%) 0.18 s 35.64 MJ Interrupts

td = 2ms 16.57 kA 5.04 kA 307.95 kV (-70.67%) 0.18 s 38.52 MJ Interrupts

td = 2.5ms 17.26 kA 5.04 kA 307.61 kV (-70.7%) 0.18 s 40.45 MJ Interrupts

td = 3ms 17.99 kA 5.11 kA 308.5 kV (-70.62%) 0.18 s 42.86 MJ Interrupts
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Table 6.4: Performance of different cases under the PG fault at the MMC2 terminal.

PG fault

Peak

in idc,C B1P

Peak in

idc,M MC 2
Undershoot in

Vdc,M MC 2

settling

time

of Vdc,M MC 2

Energy

SA
Status

PI

without

iΣz

control

td = 1ms 36.33 kA 14.77 kA 572.04 kV(-45.52%) Inf 0 MJ Fails

td = 1.5ms 36.41 kA 14.46 kA 568.81 kV(-45.83%) Inf 0 MJ Fails

td = 2ms 36.36 kA 14.49 kA 570.08 kV(-45.71%) Inf 0 MJ Fails

td = 2.5ms 36.37 kA 14.43 kA 568.81 kV(-45.83%) Inf 0 MJ Fails

td = 3ms 36.4 kA 14.43 kA 569.14 kV(-45.8%) Inf 0 MJ Fails

MPC

without

iΣz

control

td = 1ms 30.12 kA 15.97 kA 606.88 kV(-42.2%) Inf 0 MJ Fails

td = 1.5ms 29.99 kA 15.74 kA 605.47 kV(-42.34%) Inf 0 MJ Fails

td = 2ms 29.85 kA 15.49 kA 604.13 kV(-42.46%) Inf 0 MJ Fails

td = 2.5ms 29.84 kA 15.1 kA 607.27 kV(-42.16%) Inf 0 MJ Fails

td = 3ms 29.75 kA 14.85 kA 605.14 kV(-42.37%) Inf 0 MJ Fails

PI

with

iΣz

control

td = 1ms 14.73 kA 5.51 kA 723.09 kV(-31.13%) 0.26 s 32.98 MJ Interrupts

td = 1.5ms 15.41 kA 5.56 kA 719.83 kV(-31.44%) 0.27 s 36.07 MJ Interrupts

td = 2ms 15.99 kA 5.56 kA 716 kV(-31.81%) 0.27 s 38.39 MJ Interrupts

td = 2.5ms 16.62 kA 5.51 kA 715.35 kV(-31.87%) 0.26 s 40.63 MJ Interrupts

td = 3ms 17.48 kA 5.56 kA 719.83 kV(-31.44%) 0.25 s 43.04 MJ Interrupts

MPC

with

iΣz

control

td = 1ms 14.51 kA 5.06 kA 701.06 kV(-33.23%) 0.16 s 27.69 MJ Interrupts

td = 1.5ms 15 kA 5.06 kA 700.16 kV(-33.32%) 0.17 s 29.15 MJ Interrupts

td = 2ms 15.59 kA 5.07 kA 701.49 kV(-33.19%) 0.17 s 30.84 MJ Interrupts

td = 2.5ms 16.01 kA 5.05 kA 700.58 kV(-33.28%) 0.17 s 31.85 MJ Interrupts

td = 3ms 16.6 kA 5.05 kA 700.8 kV(-33.26%) 0.18 s 33.18 MJ Interrupts

6.2.3. DC FAULT AT MMC2’S TERMINAL

In this case, a PG and a PP fault are applied at the MMC2 terminal. The effect of
protection delay is investigated for all cases and is summarised in Table 6.4 and 6.5,
respectively. The DC fault near MMC2 creates a high rate of rise of fault current, which

results in current interruption failure. The high value of
dvdc,M MC 2

dt is caused by the wind
park’s power infeed. Hence, MMC2 is very sensitive to the delay of the operation of the
DC CB, and the DC CB line inductance.

However, with the application of the proposed zero-sequence current PI and MPC
control, the delay sensitivity is removed for both types of faults as illustrated in Table
6.4 and 6.5 for PP and PG faults. The energy absorption and the peak fault current
through CB2P and MMC2 for both controls differ by less than 1%. This is caused by the
constant current source behaviour of the grid-forming converters. Moreover, on average,
the settling time is improved by 100 ms in the MPC-controlled system. Furthermore, the
undershoot in DC-link voltage at MMC2 vdc,M MC 2 from rated DC-link voltage during the
PP fault is higher compared to the undershoot during the PG fault.
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6.3. CONCLUSION
In this chapter, a new MPC zero-sequence current control for the MMC converter is
proposed, which influences the DC-link voltage control. The proposed control method
controls the additive zero-sequence current component, and it can provide an extra
window of 3 ms for fault detection or DC CB operation. This control is especially
beneficial for a converter that directly influences the DC grid. The proposed control
ensures the same energy absorption in the surge arrester during terminal PP and PG
faults at the converter, which regulates the DC voltage of MT-HVDC. The proposed
controller can also be added to the existing PI-controlled converter. However, the slower
nature of the existing PI-control strategies causes a larger settling time of the DC-link
voltage.

There is a trade-off between the DC-link voltage and the fault current. Based on the
priority, suitable control constraints need to be set up. However, the implementation
of this control reduces the time dependence on the protection algorithm, breaker
operation, and fault current limiters by increasing the reaction time window. Hence,
it provides more time for the proper reaction of the DC CB during the DC fault.
Furthermore, the energy absorption during the fault is reduced. Therefore, the footprint
of the DC CB is reduced, and thus, it provides a low-cost solution.





7
PREDICTIVE DC FAULT RIDE

THROUGH FOR OFFSHORE

MMC-BASED MT-HVDC GRID

This chapter presents a novel DC-FRTC for offshore MMC-based MT-HVDC grids,
emphasizing its effectiveness in enhancing system stability during wind power ramp-ups.
By developing a precise 3µs time-step MTDC grid analytical model, the study validates
the controller’s reliability for predictive control strategies. The DC-FRTC significantly
dampens frequency oscillations during PP faults, facilitates quicker recovery, and reduces
the stress on DC circuit breakers. The analysis also demonstrates the controller’s
resilience to inter-station communication delays, underscoring its adaptability. Through
comprehensive simulation results, the controller’s potential to improve the reliability and
efficiency of MTDC systems is demonstrated.

133



7

134
7. PREDICTIVE DC FAULT RIDE THROUGH FOR OFFSHORE MMC-BASED MT-HVDC

GRID

7.1. BACKGROUND
As Europe confronts the increased level of energy demand and the need for
carbon neutrality, TSOs are pivotal in transitioning towards sustainable energy
infrastructures. The offshore MT-HVDC grids, favored for their efficient long-distance
power transmission and superior control, represent a key technology in this shift.
Central to MT-HVDC systems are HB-MMCs, which offer various configurations to
optimize performance and cost. Despite their advantages, HB-MMC-based systems
face challenges, particularly in managing DC faults effectively. Approaches like DC CBs
require enhancements to address rapid fault detection and interruption.

Innovative solutions, such as FSC, have emerged, focusing on adjusting converter
state variables to improve fault management. However, ensuring system stability during
faults necessitates careful consideration of control strategies. The last chapter has
addressed some of these challenges by implementing a setpoint-based strategy for fault
current suppression, highlighting the need for advanced control methods to handle
system reconfiguration post-fault. Thus, this chapter answers this challenge.

7.2. PROPOSED DC-FRT CONTROLLER
Figure 7.1 illustrates the proposed DC-FRT control strategy. The DC-FRT controller
consists of four key elements:

• A - pre-fault interruption reference generator;

• B - fault suppression period reference generator;

• C - model predictive planner (MPP);

• D - circulating current suppression control.

The primary function of A is to monitor current and voltage measurements from both
local and inter-station systems, providing a reference for C. Under normal conditions,
the converter’s current corresponds proportionally to the power injected or absorbed
in the DC grid, maintaining an amplitude bound for operational transients. Upon
exceeding this bound, indicating a fault, the reference generator in A freezes the last
power (Pac and Qac ) set-point values. Consequently, C adjusts the converter currents
back to pre-fault conditions utilizing D for FSC. The role of B is to project a new steady
state for the system after the fault. B calculates when the internal converter protection
is raised and DC protection information is communicated. The calculated value of B is
applied to C when an acknowledged signal from the DC CB is available.

Central to the DC-FRT control is C, which processes the information from the
reference generator and DC protection to compute a controlled signal for D. The aim
is to mitigate the fault impact and bring efficiently the system to a new steady state. D,
acting as a traditional CSCC, regulates the z-component of the summation current in the
dqz frame based on references from C, with the output influencing the modulator. The
detailed control strategy is outlined in algorithm 4 and visually represented in Figure 7.2,
illustrating the controller’s sequential actions.
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Figure 7.1: Proposed zone-based protection informed DC Fault Ride Through strategy, where A, and B are
pre-fault interruption and fault suppression period reference generators, respectively. The C is a model
predictive planner, and D is the dq frame circulating current suppression control (CCSC).

Algorithm 4 Zone-based protection informed DC Fault Ride Through strategy

INPUT: DC measurement point (vdc
i , i dc

i ), fault zone (zi ), fault location (li ), DC CB
acknowledgement (DCC Back )
OUTPUT: Control actions and deblock signals

1: Detect fault by internal arm protection
2: Activate FCS via MPP with pre-fault interruption reference generator (A)
3: while Acknowledgement of fault interruption not received from DC CB do
4: Wait for acknowledgment
5: if No acknowledgement received then
6: Block the converter
7: end if
8: end while
9: while Information on fault location and distance is updated from the protection

algorithm do
10: Generate a new reference using the fault suppression period reference

generator(B)
11: end while
12: Receive an acknowledgement signal from the DC CB
13: Apply the newly generated references from the reference generator B to the MPP

7.2.1. DC EQUIVALENT MTDC GRID AND REFERENCE GENERATOR

The reference generator, A, B, can be modeled as a simplified distributed system model.
A simplified model of the distributed system is considered to reduce the computation in
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Figure 7.2: Graphical Illustration of the proposed DC fault ride through control.

Figure 7.3: Simplified model of test network with π cable model and simplified converter model connected to
node vdc

1 .

real-time simulation as described in [207]. Considering the three-terminal mesh grids
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and applying KVL and KCL, we obtain the following:

˙⃗Vdc, f = C−1 I⃗dc, f −C−1Im
T I⃗cable −C−1GV⃗dc, f

˙⃗Idc, f = L−1ImV⃗dc, f −L−1R I⃗cable

(7.1)

R = diag{n1r1, n2r2, n3r3, (1−n1)r1, (1−n2)r2, (1−n3)r3} (7.2)

L = diag{n1l1, n2l2, n3l3, (1−n1) l1, (1−n2) l2, (1−n3) l3)} (7.3)

C = 1

2
diag




n1c1 + (1−n3)c3 0 0

0 n2c2 + (1−n1)c1 0

0 0 n3c3 + (1−n2)c2

 ,


c1 0 0

0 c2 0

0 0 c3




(7.4)

G = 1

2
diag




n1g 1 + (1−n3)g3 0 0

0 n2g 2 + (1−n1)g1 0

0 0 n3g 3 + (1−n2)g2

 ,


g1 0 0

0 g2 0

0 0 g3




(7.5)

where, I⃗cable = [i 1a
cable , i 2a

cable , i 3a
cable , i 1b

cable , i 2b
cable , i 3b

cable ]T ,

V⃗dc, f = [vdc
1 , vdc

2 , vdc
3 , v f

1 , v f
2 , v f

3 ]T , and I⃗dc, f = [i dc
1 , i dc

2 , i dc
3 , i f

1 , i f
2 , i f

3 ]T .
To provide fault information into the state-space representation of the MT-HVDC

grid, a virtual node is set up, v f
i ,∀i ∈ 1,2,3. Furthermore, i dc

i and vdc
i denote converter

current and voltage at i node. The distance between the virtual node and the actual
node (vdc

i ) is determined by the fault location algorithm described in section 7.3. This
distance is defined by ni = [0,1]. Considering the π-model of cable, the diagonal matrix
is derived by Equation (7.5), where ri , li ,ci and gi are total resistance, inductance,
shunt capacitance, and shunt conductance for cable. In this work, the mutual coupling
between conductors is neglected for simplicity purposes.
The following case argument defines the incidence matrix,

Im (i x,n) =
{

1, if i i x
cable is flowing from node n

−1, if i i x
cable is flowing in node n

where, n ∈ [1, 6] and x ∈ a,b

By applying the above case argument to the above MT-HVDC with the assumed
current direction, we can formulate the following incidence matrix:

Im =



1 0 0

0 1 0

0 0 1

−1 0 0

0 −1 0

0 0 −1

0 1 0

0 0 1

1 0 0

−1 0 0

0 −1 0

0 0 −1


. (7.6)
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Rewriting Equation (7.1), a state-space representation of MT-HVDC grid is derived in
the following classical form: ˙⃗xnet = Anet x⃗net +Cnet u⃗net , y⃗net = Bnet x⃗net + Dnet u⃗net ,
The Anet , Bnet , Cnet , and Dnet matrices can be formulated using (7.1) and given by:

Anet =
[
−−−C−1G −−−C−1I T

m

L−1Im −−−L−1R

]
, Bnet =

[
C−1

;;;

]
, Cnet = I , and Dnet = ;;;, where ; indicates

the empty matrix and I indicates the identity matrix. The state variables are x⃗net =[
V⃗dc, f I⃗cable

]T
, and control vector is u⃗net =

[
I⃗dc, f

]
.

Considering the vdc −Q operation mode of the converter at vdc
1 terminal, while

the other converters operate in power mode, the first element of input vector u⃗net ,
can be written in terms of vdc

1 . Considering a steady-state condition, with converter
dynamics described in [207], the state-space system equation can be written as ˙⃗xs y s =
As y s x⃗s y s + Bs y s u⃗s y s and y⃗s y s = Cs y s x⃗s y s , where x⃗s y s =

[
x⃗net icon α β

]T
, u⃗s y s =[

vdc
1 i dc

2 i dc
3 i f

1 i f
2 i f

3

]T
, and

As y s =
[

Anet A12

A21 A22

]
,Bs y s =

[
Bnet

B21

]
,Cs y s = I ,

A12 =


kcon 0 0

0 0 0
...

...
...

0 0 0


12×3

,B21 =


kcon 0 0

(kp1kp2)
Lcon

0 0

ki 2 0 0


3×3

A21 =


−(kp1kp2)

Lcon
0 · · · 0

−ki 1kp2 0 · · · 0

−ki 2 0 · · · 0


3×12

A22 =


−(Rcon+kp1)

Lcon

1
Lcon

kp1

Lcon

−ki 1 0 ki 1

0 0 0


3×3

.

The icon , α, β are currents flowing in the inductance (Lcon) and resistance (Rcon) of the
converter transformer, current and voltage controller state variables, receptively. The
kp1 and kp2 are proportional gains of the inner and outer loops, respectively, whereas ki 1

and ki 2 are integral gains of the inner and outer loops, respectively. The kcon = k
Ccon

, k is

linearlisation factor and equivalent capacitor, Ccon = 6Csm
Nsm

, where Csm is the capacitance
of the sub-modules and Nsm is the number of sub-modules of the converter.
The pre-fault interruption and fault suppression period reference generator is defined
by x⃗s y s and y⃗s y s , and the corresponding fault distance and location. This set of
equations is solved using the forward Euler numerical integration method to reduce
the computational complexity in the real-time simulator. Furthermore, the DCC Back

determines the selection between the reference generators.
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7.2.2. MODEL PREDICTIVE PLANNER (MPP)
MPP is a model predictive control providing an optimized reference path to the internal
state of each converter based on the fault occurrence. As the name indicates, the system’s
behavior determines the MPC’s prediction and accuracy. The mathematical model of
the network is represented by the state-space model and is rewritten in an augmented

matrix discrete form for x⃗m(k) =
[
∆x⃗net (k) y⃗net (k)

]T
as given in section 5.2.1:

x⃗m(k +1) =
[

F(Ts ) oT

F(Ts ) 1

]
x⃗m(k)+

[
G(Ts )

G(Ts )

]
∆u⃗(k),

y⃗m(k) =
[

0 I
]

x⃗m(k),

(7.8)

where k ∈ N indicates discrete time step, whereas F(Ts ) = eAnet Ts and G(Ts ) =
Anet

−1
(
eAnet Ts − I

)
Bnet.

The future control sequence, ∆u⃗ ∈ [−1,1]3 ⊂ R, which is determined by solving the
optimal control problem and minimizing the objective (cost) function, such that, change
in network energy remains low at any given time. Which is then subjected to the equality
and inequality constraints:

min
∆u⃗

J =
Np−1∑

j=1

∥∥x⃗m(k + j |k)
∥∥2

Q +∥∥∆⃗u
∥∥2

R + Id e(k)+∥∥x⃗m(k +Np |k)
∥∥2

QLQR
,

subject to M∆⃗u ≤ b⃗,

x⃗m(k + j |k) = r⃗ (k)− y⃗m(k|k).

(7.9)

where Q and R are given in Equation (7.11). Here, li ∈ {0.25,0.5,1} and zi ∈ {0.25,0.5,1}
are the arbitrary weighting factor that indicates the priority and control efford depending
upon fault location and zone. These weight coefficients of the quadratic stage cost are
given by the following algorithm 5. The influence of regions on the weight coefficients
is depicted in Figure 7.4. QLQR is a weighing factor calculated using an implicit
solver for discrete-time Riccati equations. The Np = 20 ∈ I+ is the prediction horizon.
For variables x⃗m(k), vector r (k) ∈ R6 is a reference signal provided by the reference
generator. Matrix M and column vector b⃗ are related to the control rate and amplitude
constraint information. In reality, there will be an error due to the modeling or signal
noise. However, these disturbances can be considered in the optimal control problem,
represented by e(k). e(k) denotes the error between the system’s measured signal and
the plant’s predicted signal at kth instance. Id ≻ 0 is the weight matrix.

7.3. FAULT IDENTIFICATION AND LOCATION ALGORITHM
In the presence of a fault, the proposed control architecture uses a fault distance, ni

to define the cable parameters, R , L, C , and G (see Equation (7.5)). The calculated
distance is also used for the weight selection criteria in MPC. The weight coefficients of
the quadratic stage cost are defined with zones of fault location (see figure ??). Therefore,
it is essential to know the instant of the fault occurrence, its behavior, and its location.
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Algorithm 5 Algorithm for weight coefficients
of the quadratic stage cost

Require: cablei , ni |i ∈ {1,2,3}
Ensure: zi , li |i ∈ {1,2,3}

1: Initialize zi , li = 0.25 for all i ∈ {1,2,3}
2: for i ∈ {1,2,3} do
3: if cablei == 1 then
4: if ni < 0.4 then
5: zi = 1, li = 1, l(i mod 3)+1 = 0.5
6: else if 0.4 ≤ ni ≤ 0.6 then
7: zi = 0.5, z(i mod 3)+1 = 0.5, li = 1,
8: l(i mod 3)+1 = 0.5, l((i+1) mod 3)+1 =

0.5
9: else

10: z(i mod 3)+1 = 1, li = 1,
l(i mod 3)+1 = 0.5

11: end if
12: end if
13: end for

Figure 7.4: Illustration of control zones
around three cables, indicating the varying
influence regions for the weight coefficients
in the quadratic stage cost function.

7.3.1. FAULT IDENTIFICATION
The externally placed CLRs act as impeccable fault differentiators, accumulating a large
amount of energy upon the fault’s inception. When the voltages across them at the
positive and negative poles are measured in real-time and compared to a threshold,
Uoset (specific to the system configuration and rating), then the fault occurrence is
determined almost instantaneously [208].|vdc

1p (t )− vC LR
1p (t )| = |u1p (t )|

|vdc
1n (t )− vC LR

1n (t )| = |u1n(t )|
(7.12)

(7.13)

• PP fault: both Equation (7.12) & Equation (7.13) violate threshold, Uoset ;

• positive PG fault: only Equation (7.12) violates threshold, Uoset ;

Q = diag




l1r1 0 0

0 l2r2 0

0 0 l3r3

 ,0.1I3×3,


l1c1 0 0

0 l2c2 0

0 0 l3c3

 ,0.1I3×3

 , (7.10)

R = diag




z1r1 0 0

0 z2r2 0

0 0 z3r3

 ,0.1I3×3

 (7.11)
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• negative PG fault: only Equation (7.13) violates threshold, Uoset .

7.3.2. FAULT LOCATION

The subsection explains the time-domain-based evaluation of the fault distance for a
PP fault between terminals 1 and 2 (see Figure 7.3). Here vdc

1 (t) and vdc
2 (t) are the

terminal DC bus voltages, i1a
cable (t) and i1b

cable (t) are the currents from terminals 1 and

2 respectively. In contrast, vC LR
1 (t) and vC LR

2 (t) are the voltages after CLRs, Lm1 and

Lm2. v f
1 (t) is defined as the voltage across the fault resistance whereas n1 is defined

as the percentage fault location for cable 1 with unit length. Using simplified R-L
representation, r1 is the resistance per unit length, whereas l1 is the inductance per unit
length of cable 1. For a PP fault, Equation (7.14)- (7.15) are obtained with the application
of Kirchoff Voltage Law (KVL) from terminals 1 and 2.

2r1n1i 1a
cable (t )+2l1x1

di 1a
cable (t )

d t
+ v f

1 = vC LR
1 (t ) (7.14)

2r1(1−n1)i 1b
cable (t )+2l1(1−n1)

di 1b
cable (t )

d t
+ v

f
1 = vC LR

2 (t ) (7.15)

The current derivative terms can be obtained using the voltage drop across the CLR,

avoiding additional WGN due to differential calculations. These terms are
di 1a

cable (t )
d t =

vdc
1 (t )−vC LR

1 (t )
2Lm1

= u1(t )
2Lm1

;
di 1b

cable (t )
d t = vdc

2 (t )−vC LR
2 (t )

2Lm2
= u2(t )

2Lm2
. Subtracting Equations (8) and (9)

negates the dependence of fault location on fault resistance. Further, substituting and
rearranging them give n1 as

n1 =
[
vC LR

1 (t )− vC LR
2 (t )

]+2r1i 1b
cable (t )+ l1

Lm2
u2(t )

2r1
[
i 1a
cable

(t )+ i 1b
cable

(t )
]+ l1u1(t )

Lm1
+ l1u2(t )

Lm2

(7.16)

Similar expressions can be derived for n2, n3. . .ni [209]. The implemented time-domain
fault location reduces the computation burden. It complements the nature of the MPC,
which uses an optimized reference path to the internal state of each converter based on
the fault location information.

7.4. TEST MESH OFFSHORE MMC-MTDC GRID
A three-terminal bipolar metallic return MMC-HVDC network is used to test the
proposed control strategies, utilizing the RTDS© simulator. The system parameters
and operating mode are detailed in table 7.1, with the setup explained in Chapter 4.
The control loop framework of the converters is depicted in Figure 7.5 and has been
explained in Chapter 3, 4.

The DC-FRTC is implemented on a separate RTDS© NovaCor chassis, simulating
an external controller’s role in the setup. This setup provides a comprehensive
environment to validate and refine various DC-FRT strategies, ensuring robust and
efficient performance of the HVDC system under test conditions.
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Table 7.1: Control mode and parameter of test HVDC system

Parameter
Converters

CSA 1 CSA2 CSA3

Active power [MW] 2000 2000 2000

Control mode Vdc-Vac Vac-f Vac-f

Reactive power [MVAR] - - -

Number of Submodules per arm 240 200 200

MMC arm inductance [mH] 25 49.7 49.7

Transformer leakage reactance [pu] 0.18 0.15 0.15

AC Point of couple voltage [kV] 400 220 220

DC-link Voltage [kV] ±525

Rated power [MVA] 2000

Capacitor energy in a submodule (SM) [MJ] 30

MMC arm resistance [Ω] 0.544

Rated voltage/current of each SM [kV/kA] 2.5/2

AC converter bus voltage [kV] 275

Wind farm AC Point of couple voltage [kV] 66

¯¯¯

Figure 7.5: Generic block diagram representation of MMC converter control loops.

7.5. SIMULATION RESULTS

7.5.1. VALIDATION OF DC-SIDE EQUIVALENT CIRCUIT

To anticipate the DC grid’s behavior accurately, the analytical model employed in
the MPP must exhibit precise performance under steady-state conditions and during
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Figure 7.6: Comparison of EMT DC grid and DC side equivalent circuit model under wind power changed from
100 MW to 2000 MW.

significant disturbances. Figure 7.6 illustrates the performance of the analytical model
derived from Ordinary Differential Equation (4), validated by detailed Electromagnetic
Transient (EMT) simulations during a wind power variation from 100 MW to 2000 MW.
The analytical model, implemented through C-builder [168] with a time step of 3µs,
clearly shows the system’s dynamics. Notably, the wind power alteration initiates at 0.5
s, leading to a change in the DC cable currents according to the new power flow in the
DC grid. The analytical model exhibits high conformity with the EMT models across
various phases - before, during, and after the disturbance. This alignment underscores
the analytical model’s performance in predicting the dynamic behavior of the DC grid,
establishing its credibility for advanced control law design.

7.5.2. DC CABLE FAULT

Figure 7.7 illustrates the performance of cable 1 under a PP fault in the middle of cable
1, both with and without integrating a proposed controller. Without the controller, the
terminal voltages and currents exhibit a dominant frequency oscillation of 100 Hz after
the fault clearance by DC CBs 1a and 1b. This persistent oscillation lasts for more than
100 ms, as evident in Figure 7.7 (a)-(f). The recovery process is expedited by introducing
a fast-acting DC CB. Similar can be achieved following the method outlined in [126],
where converters are blocked, and an AC breaker, necessitating DC grid re-energization,
accomplishes fault clearance.

Upon fault removal by the DC CB, a substantial current swing occurs with a reversal
at offshore converters, resulting in a higher rate of rise of converter current during the
interruption period. This stresses the DC CB at the terminal’s end, and is observed
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Figure 7.7: PP fault with a fault resistance of 0.01 Ω at the middle of the cable 1. (a)-(c) and (d)-(f) shows
converter voltages and currents, (j) - (l) are reference currents generated by MPP and corresponding control
actions and (m) is the internal and external protection operation.

through the elevated energy stored in DC CB surge arresters, detailed in Table 7.2a.
The implementation of the DC-FRTC yields a notable improvement. The dominant
frequency oscillations in voltage and current are effectively suppressed. Upon triggering
the internal protection of the converter, FSC is activated at 1.0015 s. This activation
prompts a reference change at CCSC via MPP, as depicted in Figure 7.7 (j)-(l). The
primary goal of this reference adjustment is to minimize the converter current rate,
subsequently reducing the rate of rise of fault current, as shown in Figure 7.7 (h). The
regulation of the DC-link voltage at each converter terminal achieves this control, as
illustrated in Figure 7.7 (a)-(c).
Simultaneously, as FSC is activated, the protection algorithm calculates the fault
distance and provides a trip command to the DC CBs, as seen in Figure 7.7 (m). The
computed distance and localization information are relayed to the reference generator
(B) and MPP. Following a successful fault interruption by the DC CB, a confirmation
signal triggers changes in the weight matrices of the MPC, leading to the use of a new
reference (B). Consequently, the converter current follows a non-oscillatory optimal
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Table 7.2: Comparison with and without DC FRT controller during a PP fault

(a) PP-0-cable1

PP-0-

cable1

Converter

Current

Dominated

frequency

[Hz]

di
d t at

t= 1.004 s

[kA/ms]

Settling

Time

[ms]

Peak

value

[kA]

Energy

absorbed

in DC CB 1a

[MJ]

Energy

absorbed

in DC CB 1b

[MJ]

Without

DCFRT

i dc
1 100 0.407 118 3.697

5.87 9.69i dc
2 100 0.525 145 4.198

i dc
3 100 0.337 133 5.77

With

DCFRT

i d c1 - 0.133 15 3.627

3.5 7.708i d c2 - 0.111 12 2.975

i d c3 - 0.005 15 5.615

(b) PP-50-cable1

PP-50-

cable1

Converter

Current

Dominated

frequency

[Hz]

di
d t at

t= 1.004 s

[kA/ms]

Settling

Time

[ms]

Peak

value

[kA]

Energy

absorbed

in DC CB 1a

[MJ]

Energy

absorbed

in DC CB 1b

[MJ]

Without

DCFRT

i dc
1 100 0.650 118 4.467

3.3 11.69i dc
2 100 1.133 144 6.359

i dc
3 100 0.294 164 6.86

With

DCFRT

i dc
1 - 0.038 16 4.859

2.27 7.90i dc
2 - 0.071 15 2.930

i dc
3 - 0.001 20 5.800

(c) PP-100-cable1

PP-100-

cable1

Converter

Current

Dominated

frequency

[Hz]

di
d t at

t= 1.004 s

[kA/ms]

Settling

Time

[ms]

Peak

value

[kA]

Energy

absorbed

in DC CB 1a

[MJ]

Energy

absorbed

in DC CB 1b

[MJ]

Without

DCFRT

i dc
1 100 0.545 118 4.984

1.47 15.06i dc
2 100 1.372 145 7.365

i dc
3 100 0.337 165 5.873

With

DCFRT

i dc
1 - 0.190 16 4.626

1.16 10.39i dc
2 - 0.111 12 2.585

i dc
3 - 0.067 10 5.665

trajectory, exhibiting a faster settling time than scenarios without a controller, as shown
in table 7.2a.
Moreover, the MPP enforces control amplitude constraints of [-6 kA +6 kA] on
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Figure 7.8: PP fault with 0.01Ω fault resistance near CSA2 terminal. (a)-(c) and (d)-(f) show converter voltages
and currents, (j) - (l) are reference currents generated by MPP and corresponding control actions, and (m) is
the internal and external protection actions.

the onshore converter and [0 kA 6 kA] on the offshore converter. All converters
maintain a controlled rate amplitude of 0.2 kA/ms, preventing offshore converters
from experiencing current reversal. Despite observing overvoltage during the recovery
process, it remains within the acceptable limit of the cable overvoltage profile [210],
[211]. During FSC activation, a significant current amplitude is noted, attributed to the
redistribution of energy from the faulty segment, resulting in less energy absorption in
the DC CB and safeguarding its energy absorption element, as mentioned in Table 7.2b.
Similarly, for a PP fault at the DC terminal of converter CSA2, the DC-FRTC provides a
damped and controlled response. The early activation of FSC, as shown in Figure 7.8,
holds for PP faults at the DC terminal of converter CSA1.
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Figure 7.9: Different DC-FRTC Schemes

Figure 7.10: DC fault recovery for different Schemes.

7.5.3. DIFFERENT DC-FRTC SCHEME

Three distinct schemes have been scrutinized to assess the impact of communication
delay (τ) on system performance, as illustrated in Figure 7.10. So far DC -FRTC does
not include the influence of communication delay caused by intra-station measurement
signals and external protection signals. This DC-FRTC is denoted as scheme 1 in Figure
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7.10. However, real-world conditions introduce a communication delay, set at 200
ms/km in this study [127].

In response to this delay, two additional schemes have been proposed. Scheme 2
involves a centralized configuration with communication delays affecting both input
and output signals, while Scheme 3 employs a decentralized approach with delays
particularly dedicated on external signals.
In Scheme 1, the DC-FRTC is centrally located, receiving converter voltages and currents
from stations 400 km away, resulting in a 2 ms delay. This delay also applied to
information provided by the DC protection algorithm. Consequently, a delayed response
by the controller is depicted in Figure 7.10. During the initial 2 ms delay, all converters
follow an uncontrolled trajectory. However, upon data reception, the MPP algorithm
implements corrective measures, regulating converter currents and restoring the system
to its optimal course of operation. Despite the introduced delay, Scheme 1 exhibits a
robust response compared to an uncontrolled system.

Scheme 2 represents a scenario where DC-FRTC is embedded at each converter
station, receiving measurements from other converters with delays corresponding to
the inter-station distances. Leveraging local measurements, DC-FRTC can swiftly react
to internal protection events, activating the FSC. The DFRTC, based on historical
measurements and protection information, provides a trajectory for each converter,
facilitating a rapid system recovery, as illustrated in Figure 7.10. Moreover, this scheme
furnishes a backup control signal for the converters in the DC grid, ensuring an N-1
contingency. This feature is proved to be pivotal in multi-vendor scenarios, enhancing
overall system reliability.

7.6. CONCLUSION
This chapter proposed a protection zone-informed predictive DC Fault Ride Through
Controller (DC-FRTC). The results highlight that the modified DC side equivalent circuit
model can accurately represent the MTDC grid’s dynamics, especially during wind
power ramping, validating its utility for advanced control algorithms. The key findings
of this chapter include:

• A 3µs time-step MTDC grid-analytical model in C-builder closely matching the
real-time simulation model, confirming its credibility for control law formulation.

• DC-FRTC enhances system stability under PP faults by damping dominating
frequency oscillations in DC-side voltage and current, facilitating faster-guided
recovery.

• DC-FRTC effectively reduces stress on DC circuit breakers by suppressing
converter current peaks and improving system reliability.

• Different DC-FRTC schemes, both centralized and decentralized, demonstrate
resilience against inter-station communication delays, proving the controller’s
adaptability and fidelity.
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8.1. MAIN CONCLUSION

In the 21st century, different new technologies like HVDC ones will make part of the
future power grids. HVDC technology becomes a backbone for the integration of
large intermittent renewable energy resources in geographically separated areas. A
global shift toward 100 % renewable energy to tackle the Paris Climate Agreement
conclusions requires the integration of power electronic-based renewable sources. The
decommissioning of conventional power generation is and will create system-wide
inertia problems. This makes HVDC technologies more welcome due to their fast
response to inertia decay matters. In any HVDC technology, at the heart is the
control system; faster, intelligent, and interoperable control algorithms, together with
protection, will play a vital role in future power systems. Following this, the thesis focuses
on, and answers the main research question "how to develop and implement advanced
controls to ensure fast, robust, and stable near real-time operation of large offshore
multi-terminal HVDC grids."

Addressing the main research question requires a detailed look into several key
factors of HVDC technology. These factors include the design of intelligent advanced
control algorithms, the development of real-time simulation models and control
strategies for fault management. Each of the following sub-research questions has
explored these areas, aiming to uncover solutions that contribute to the fast, robust, and
stable operation of large offshore multi-terminal HVDC grids essential for the future of
renewable energy integration.

RQ1. WHAT KIND OF INTELLIGENT CONTROL ALGORITHM CAN ENSURE

CONTINUOUS STABLE AND EFFICIENT ENERGY TRANSMISSION IN

LARGE-SCALE OFFSHORE WIND FARMS CONNECTED THROUGH HVDC
GRIDS?

Chapter 3 and 5 explore the development of MMCs and their control strategies, mainly
through a perspective of MPC offering substantial advancements in the response,
robustness, and operational stability of HVDC transmission systems. The journey from
traditional power converters (i.e., LCC and 2-Level) to MMCs marks a significant leap
toward addressing the inherent limitations of previous technologies. With a focused
analysis of the HB-SM, this thesis underscores the evolution of MMCs as a cost-effective
solution for high-power applications.

An in-depth investigation of the core control functions of MMC units shows
a complex hierarchy of control loops essential for maintaining stable operations
during scheduled and unscheduled events between analytical and real-time MMC
models shows the excellent performance of analytical models, especially during
transient conditions where rapid system changes pose significant challenges. Despite
simplifications, such as omitting the 6th harmonic content in analytical models, the
error margins remain below 5%, affirming the analytical approach’s validity for advanced
control and development purposes.

With the input from Chapter 3, Chapter 5 introduces a detailed examination of
a variant of MPC, utilizing Laguerre’s function for discretizing MMC, signifying a low
computation in control strategy formulation. This approach optimizes active and
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reactive power setpoints. It demonstrates reduced overshoot and enhanced stability
through online optimization by achieving an exact solution to differential equations and
considering both constrained and unconstrained scenarios.

The computational efficiency, minimal prediction horizon, model stability, sample
time selection, weighting factor, and Laguerre’s pole highlight the MPC’s potential as
a suitable candidate for real-time simulation and testing. Furthermore, implementing
MPC in a complex system like an MT-HVDC grid connecting intermittent power sources
and grid strengths showcases its superior performance in managing fast transients, such
as AC and DC faults, with minimal impact on terminal voltages. The comparative
analysis with traditional PI-control methods reveals MPC’s advantages in providing
faster, more reliable power support and enhanced voltage stability during nominal
and disturbed conditions. The scalability of MPC from single to multi-terminal
configurations with minimal tuning underscores its adaptability and efficiency in
diverse operating scenarios.

In conclusion, integrating advanced control strategies, particularly MPC, into the
design and operation of MMC-based HVDC systems signifies a vital advancement in
addressing the dynamic challenges of future power transmission. The findings from
this comprehensive study not only validate the theoretical and practical superiority of
MPC over conventional control methods but also pave the way for future research and
development in enhancing the resilience and efficiency of power systems. The ability of
MPC to ensure rapid, stable, and efficient response under a wide array of disturbances
and operating conditions heralds a new era in optimizing HVDC transmission systems,
promising significant improvements in the integration of renewable energy sources and
the overall reliability of the power grid.

RQ2. HOW CAN RTS BE OPTIMIZED TO MODEL CRITICAL EVENTS

IN OFFSHORE MT-HVDC GRIDS, ENSURING COMPUTATIONAL

EFFICIENCY AND PRACTICAL ADAPTABILITY?
Chapter 4 introduces and evaluates comprehensive real-time MT-HVDC models that
integrate real-time wind profile feedback, marking a crucial step towards understanding
and improving the lifecycle management of HVDC projects. These models are tailored
to meet the specific system ratings the North Sea grid operators require, ensuring their
relevance and applicability to current and future offshore HVDC grids.

By overcoming the limitations of existing network models, the chapter provides
detailed parameters for DMR for both sea and land cables, thereby enhancing the
accuracy of the simulations. The models’ ability to script system and control parameters
for quick perturbation and sensitivity studies significantly reduces the modeling time,
making the simulation process more efficient and effective. Including average value
models for wind farms allows for a nuanced exploration of the complex dynamics and
interactions between wind farms and the HVDC grid, a critical aspect for ensuring grid
stability and reliability. This model also incorporates the high-voltage DC circuit breaker,
and its interaction with the converter and cable.

The performance evaluation of these models through scenarios such as unscheduled
events, startup, and black start events has revealed their robustness in managing
disturbances and ensuring stable grid operations. This demonstrates the models’
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capability to support HVDC components’ design and protection studies by identifying
potential stress points and areas susceptible to disturbances, especially during critical
operations like black start sequences.

Furthermore, Chapter 4 highlights the computational requirements of each network
model, guiding users to select the most appropriate model based on their specific
needs. This aspect is particularly beneficial for manufacturers and system operators,
enabling them to balance between computational demands and the depth of simulation
required for accurate studies. The chapter also outlines the potential future studies and
applications of the proposed real-time network models, emphasizing their role in aiding
component design, system calculations, and operator training. These models provide a
solid foundation for technical studies and control system design and serve as a valuable
resource for developing the skills and knowledge necessary for managing future HVDC
grids.

In answering the research question, this chapter concludes that the development
of real-time simulation models for offshore MT-HVDC grids, as presented, significantly
enhances the interoperability of control and protection strategies. By providing a
detailed, accurate, and computationally efficient modeling approach, these models
facilitate a better understanding and management of the complex interactions within
offshore HVDC grids. Consequently, they contribute to the advancement of more
efficient, reliable, and resilient HVDC grids, capable of supporting the integration of
renewable energy sources and meeting the dynamic demands of the energy sector.

RQ3. HOW CAN ADVANCED CONTROL STRATEGIES ENSURE ACTIVE FAULT

CURRENT SUPPRESSION FOR THE SYSTEM WITH LARGE-SCALE

OFFSHORE WIND INTEGRATION?
Integrating large-scale offshore wind power into the MT-HVDC grid presents unique
challenges, particularly in managing DC-side fault current in a grid equipped with
HB-MMCs. The question of how advanced control strategies can ensure active fault
current suppression in such grids has been comprehensively explored in Chapter 6,
focusing on the potential of MPC-based strategies.

The investigation reveals that MPC-based control (proposed in Chapter 5),
specifically the novel MPC zero-sequence current control strategy proposed for
HB-MMC converters, effectively solves the challenge of fault current suppression
in MT-HVDC grids. This approach directly influences the DC-link voltage control,
enhancing the system’s ability to manage DC-side fault currents efficiently. By
controlling the additive zero-sequence current component, the proposed strategy offers
an additional window of 3 ms for fault detection or DC CB operation, significantly
improving the system’s responsiveness to faults. The effectiveness of this control
strategy is in the active control of the rate of rise of the fault current in HB-MMC-based
MT-HVDC grids, thereby reducing the operational stress on DC CBs and enhancing fault
recovery mechanisms. It seamlessly integrates with existing control loops, ensuring
system stability without compromising performance. Furthermore, implementation
and analysis of these control strategies in real-time simulations provide empirical
evidence of their effectiveness for real-world applications.

In conclusion, the MPC-based control strategy addresses the open questions
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regarding active fault current suppression in the MT-HVDC grid with large-scale offshore
wind integration. It marks a significant advancement in the field.

RQ4. HOW CAN A ZONAL DC FAULT RIDE-THROUGH SCHEME BE

DEVELOPED FOR OFFSHORE MT-HVDC GRIDS?
Chapter 7 proposes a Zonal DC Fault Ride-Through (DC-FRT) scheme to enhance the
resilience and reliability of offshore MT-HVDC grids during DC faults. Introducing a
protection zone-informed predictive DC-FRTC represents a significant advancement
towards achieving this goal. The proposed scheme effectively addresses the challenges
outlined in the research question, particularly focusing on reducing the operational
and economic impacts of converter blocking and system recovery and diminishing the
reliance on high-speed inter-station communication.

The key achievements of this research comprises:

• The development of a 3µs time-step MTDC grid analytical model, implemented in
C-builder, that closely matches real-time simulation models. This model validates
the feasibility of formulating advanced control laws based on the precise dynamics
of MTDC grids, especially under conditions of wind power ramping.

• Demonstrate system stability enhancement under PP faults through the
DC-FRTC’s ability to damp dominating frequency oscillations of DC-side voltage
and current. This facilitates a faster and more guided recovery process, directly
addressing the need for improved fault ride-through capabilities.

• By incorporating the concept presented in Chapter 6 in DC-FRTC, there is a
significant reduction in stress on DC circuit breakers by suppressing converter
current peaks. This improvement in system reliability is critical for minimizing
economic and operational impacts during fault conditions.

• Evaluating different DC-FRTC schemes, both centralized and decentralized,
showcases the controller’s resilience against inter-station communication delays.
This controller attribute proves its adaptability and fidelity, ensuring reliable fault
management despite communication challenges.

The proposed Zonal DC-FRT scheme, underpinned by the predictive DC-FRTC,
marks a paradigm shift in managing DC faults within offshore MT-HVDC grids. By
leveraging local measurements and converter limits for continuous setpoint adjustment,
this research tackles the immediate challenges of fault interruption and system recovery.
It paves the way for smoother and damped post-fault recovery. The predictive nature
of the DC-FRTC, coupled with its demonstrated resilience against communication
delays, offers a robust solution that minimizes the reliance on high-speed inter-station
communication, thereby enhancing the overall reliability and stability of the offshore
MT-HVDC grids. Furthermore, the proposed Zonal DC-FRT scheme can also be
extended to onshore MT-HVDC as it uses information about network topology and
operating control models to determine power flow. However, the constraints used for
optimization can be adjusted based on the location of the converter.
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In conclusion, the research question has been addressed by developing a protection
zone-informed predictive DC-FRTC, significantly enhancing offshore MT-HVDC grids’
DC fault ride-through capabilities. This scheme effectively mitigates the operational and
economic challenges associated with DC faults, ensuring a resilient and reliable power
supply from offshore wind sources.
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A
SIMULATION TOOL

CONFIGURATION

A.1. NOVACOR RACK AND GTFPGA CONFIGURATION
In RTDS/RSCAD, two MMCs can be programmed on one GTFPGA, namely,
’rtds_vsc_FPGA_U5’ and ’rtds_vsc_FPGA_GM’ models [171]. The later MMC model can
simulate IGBT faults within the SM(s). However, this requires extra computation burden,
and as a result, one GTFPGA unit can be used to simulate one leg. Hence, to represent
an MMC unit, three GTFPGA units are required. The GTFPGA unit is connected
to the GTIO port of RTDS via a full-duplex optical fiber using the Aurora protocol.
The ’rtds_vsc_FPGA_GM’ model uses 2 additional GTFPGA units for capacitor voltage
balancing of MMC’s sub-modules known as "MMC’s lower level controller". Each leg
sends SM capacitor voltage values and receives a Firing sequence over two full-duplex
optical fibers from MMC’s lower-level controller, as shown in Figure A.1. Using this
configuration, 5 GTFPGA units are used to represent one MMC.

Due to a large number of system nodes, the meshed HVDC system is programmed
on one RTDS rack. The MPC is programmed on another rack, as shown in Figure.
5.12. Hence, this rack can be considered an external cubical control. The cross-rack
communication is performed by a global bus hub and an IRC switch.

A.2. SOFTWARE-IN-THE-LOOP SETUP
A wind gust data expressed in meter per second (m/s), measured near the Orkney Islands
(58.9809° N, 2.9605° W) and Shetland Islands (60.5297° N, 1.2659° W) are adopted from
[212], represents OWF 1 and OWF 2 wind profiles, respectively. A Selenium tool is used to
extract the wind speeds from the web using Python. These wind data are communicated
through a TCP/IP connection to RSCAD with a communication delay of 100 ms, and the
update rate is every 2 s. An illustrated overview of the software-in-the-loop is shown in
Figure. A.2.
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Figure A.1: Overview of the GTIO port connections between GTFPGA and RTDS.

Figure A.2: Overview of software-in-the-loop setup.
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5. L. Liu, A. Shetgaonkar, A. Lekić, “Interoperability of classical and advanced
controllers in MMC based MTDC power system,” International Journal of
Electrical Power & Energy Systems, vol. 148, pp. 108980, 2023, Elsevier.
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1. A. Shetgaonkar, A. Lekić, J.L. Rueda Torres, P. Palensky, “Microsecond enhanced
indirect model predictive control for dynamic power management in MMC units,”
Energies, vol. 14, no. 11, pp. 3318, 2021, MDPI.

Conference Papers

4. R.K. Tarcar A. Shetgaonkar, M. Popov, A. Lekić, “Large Signal Stability Assessment
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