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Part I

I N T R O D U C T I O N





1
I N T R O D U C T I O N

This thesis focusses on two aspects of large deviations for Markov pro-
cesses:

• Proving large deviation principles for trajectories of Markov pro-
cesses,

• Using Hamiltonian dynamics to study trajectories that have minimal
Lagrangian cost.

Additionally, to facilitate the understanding of Markov processes on Polish
spaces in relation to functional analytic techniques:

• The study of strongly continuous semigroups on the space of
bounded continuous functions with the strict topology.

In this chapter, we introduce the main ideas behind large deviation princi-
ples for Markov processes.

1.1 large deviations for markov processes

1.1.1 Coin tosses and large deviations

A well known principle in the process of coin tossing is the fact that the coin
lands heads about half of the cases. This averaging principle also shows up
with card games, roulette, and various other games of chance.
This common knowledge can be made mathematically rigorous and is
called the law of large numbers. Suppose we model our sequence of coin
tosses by a collection of random variables

Xn =

0 if the n-th coin lands tail,

1 if the n-th coin lands heads.

If the coin is fair, then the law of large numbers tells us that with probability
one

1

n

n∑
i=1

Xi →
1

2
.

3
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In other words, the coin lands on its head about half of the cases. To use
this principle in practice, one needs to quantify how well the law of large
numbers describes the average of these n coins if n is very large, but �nite.
One method is to study the asymptotics of the probability that the average
is deviating from 0.5. In particular, one can prove that

P

[
1

n

n∑
i=1

Xi ≈ α

]
≈ e−nI(α), (1.1.1)

where I(α) = α log 2α+(1−α) log 2(1−α), see e.g. Dembo and Zeitouni
[1998]. The ≈ signs can be made precise, but for the purposes here, it
should be interpreted in the following way: the probability of the average
1
n

∑n
i=1Xi to be close to a decays exponentially in n with rate I(a). Note

that we have I (α) = 0 if and only if α = 1
2 , the average that we expect

from the law of large numbers.
A result like (1.1.1) is called a large deviation principle (LDP) with rate func-
tion I . This principle quanti�es the leading order exponentially small prob-
ability of deviations from the law of large numbers behaviour. Such large
deviation principles can be proven to apply in a wide range of settings.

1.1.2 Large deviations of the average of Brownian trajectories

Another setting where a large deviation principle applies is for the trajec-
tory of averages of independent copies of Brownian motion. Consider a se-
quence of independent standard Brownian motions Bi on R. For any �xed
time t ≥ 0, we know that Bi(t) has a normal distribution with variance t
and as a consequence we have a large deviation principle

P

[
1

n

n∑
i=1

Bi(t) ≈ α

]
≈ e−nIN (0,t)(α), (1.1.2)

where IN (0,t)(α) = α2

2t . The interesting feature of stochastic processes is
that the distributions for di�erent times are correlated. It can be shown that
for times t1 < t2, it holds that

P

[
1

n

n∑
i=1

Bi(t1) ≈ α1,
1

n

n∑
i=1

Bi(t2) ≈ α2

]
≈ e−nIt1,t2 (α1,α2), (1.1.3)

for some function It1,t2 that we will de�ne below. Because the value of the
Bi(t2) clearly depends on B(t1), It1,t2 is not the sum of the rates for the
averages of Bi(t1) and Bi(t2).
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Considering the trajectory of averages {Ln(t)}t≥0, where

Ln(t) :=
1

n

n∑
i=1

Bi(t),

we also have a path-space large deviation principle: Schilder’s theorem,
Schilder [1966]. This result states that for any trajectory γ : [0,∞) → R,
we have the following exponential decay of the probability

P [{Ln(t)}t≥0 ≈ γ] ≈ e−nIS(γ),

where

IS(γ) =

1
2

∫∞
0 γ̇(s)2ds if γ is absolutely continuous

∞ otherwise.

γ̇(s) denotes the derivative of the trajectory s 7→ γ(s), which exists almost
everywhere due to the absolute continuity of γ. Thus, having a large speed
for the average gives us a fast decay of probability on the exponential scale.
The law of large numbers, which states that Ln(t) → 0 almost surely for
all t, is re�ected in IS as the zero trajectory has 0 cost.

From the path-space large deviation principle, we can recover the large
deviation principles for individual times via the contraction principle. Thus,
we are able to recover (1.1.2) from Schilder’s theorem:

P

[
1

n

n∑
i=1

Bi(t) ≈ α

]
≈ e−nJ(α),

where J is given by

J(α) = inf {IS(γ) | γ(t) = α} .

This rate function is given by a conditional version of IS , where we are
only interested in those trajectories that give the correct behaviour at time
t, i.e. that end in α at time t. In this simple setting, we can explicitly �nd
the minimizing trajectory γt,α, which is given by a linear function:

γt,α(s) =

sαt if s ≤ t

α if s ≥ t.
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A straightforward calculation yields

IS(γt,α) =
1

2

∫ t

0

(
s
α

t

)2
ds =

α2

2t
,

which equals IN (0,t)(α) as in (1.1.2). A similar optimization procedure gives
us the large deviation rate function for (1.1.3):

P

[
1

n

n∑
i=1

Bi(t1) ≈ α1,
1

n

n∑
i=1

Bi(t2) ≈ α2

]

≈ exp

{
−n
(
α2

1

2t1
+

(α2 − α1)2

2(t2 − t1)

)}
.

The two time rate function has an interesting conditional structure. The
�rst term corresponds to the rate for the large deviations at time t1, whereas
the second term corresponds to the rate for large deviations at time t2,
given that we were at α1 at time t1. This conditional structure arises from
the integral form of IS . This integral form is in turn a consequence of the
Markov property of Brownian motion.
These properties are instances of a general principle, and even hold for
sequences of processes with mean-�eld interaction.

1.1.3 Mean-�eld interacting models: the Curie-Weiss model

The results of the sections above can be taken beyond the case of averages
of independent random variables. A notable example with weak interac-
tions is the Curie-Weiss model which is a so-called mean-�eld model for
the behaviour of ferromagnets. It gives a microscopic description for the
states of a collection of atoms of a ferromagnet, from which we can derive
the behaviour of a macroscopic quantity of interest: the magnetization.
We model a magnet by n atoms each having a magnetic spin σi ∈ {−1, 1}.
We de�ne the empirical magnetization xn(σ) := 1

n

∑n
i=1 σi and de�ne a

probability distribution µn,β on the microscopic state space {−1, 1}n by

µn,β(dσ) := en2−1βxn(σ)2
Z−1
β,nPn(dσ). (1.1.4)

Here Pn is the product (1
2 ,

1
2) measure on {−1, 1}n. β ≥ 0 has the interpre-

tation of the inverse temperature β = T−1 and Zn,β is a normalising con-
stant. Note that for β = 0, i.e. in�nite temperature, we have that µn,0 = Pn,
describing non-interacting spins.
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We are interested in the behaviour of this magnetization xn(σ) for large n,
as this is the macroscopic quantity that we can observe externally. Suppose
that β is small. Then the measures µn,β are close to the product measures
and we expect xn to converge to 0, just as in the coin-�ip example. For large
β, however, the spins tend to have the same value, but states with many
positive or negative spins are equally likely, so the law of large numbers
breaks down. This is re�ected in the large deviation principle as

µn,β(xn(σ) ≈ α) ≈ e−nI(α),

where

I(α) =
1− α

2
log

1− α
2

+
1 + α

2
log

1 + α

2
− 1

2
βα2 − C

and whereC is such that the minimum of I equals zero, see e.g. Section 3.4
in Rassoul-Agha and Seppäläinen [2015]. For β ≤ 1, the rate function has a
unique minimizer at 0, re�ecting the law of large numbers behaviour, and
for β > 1 there are two distinct minimizers re�ecting the concentration on
microscopic con�gurations with a majority of positive or negative spins.

1.1.4 Mean-�eld interacting processes and the McKean-Vlasov equation

As in going from coin-�ips to Schilder’s theorem, also here we can add dy-
namics to the Curie-Weiss model to study the large deviations of the trajec-
tory of the empirical magnetisation. To generalize, we considern stochastic
processes {Yn,i(t)}1≤1≤n on some subset of Rd. In the Curie-Weiss model
example, these processes represent the evolution of the individual spins.
We assume that these n processes interact in such a way that the vector
(Yn,1, . . . , Yn,n) is Markovian on (Rd)n and the evolution of an individual
process depends only on the others via the average xn(t) := n−1

∑
Yi(t).

Then the evolution of xn(t) itself is also Markovian on some set E ⊆ Rd.
Therefore, the microscopic Markovian evolution for {Yn,i}1≤n induces a
macroscopic Markovian evolution xn.
Under suitable conditions, we can show that the trajectory of the mean
{xn(t)}t≥0 converges as n→∞ to the solution of a di�erential equation,
the so called McKean-Vlasov equation. This convergence is a form of the
law of large numbers, just as in the case considered above for the averages
of Brownian motion that converge to the 0 trajectory, but here the pro-
cesses interact weakly and can be of completely di�erent nature. The law
of large numbers shows that the macroscopic evolution becomes, in the
limit, deterministic and as such, simpler than the systems where n is �nite.
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This law of large numbers is useful to study the evolution of average quan-
tities of very large interacting systems. Large deviation principles around
the McKean-Vlasov equation are proven in various contexts. These con-
texts include Schilders’s theorem, Schilder [1966] and the theory of ran-
dom perturbations of dynamical systems by Freidlin and Wentzell [1998].
A non-exhaustive collection of papers where large deviations for trajecto-
ries of spin-�ip models are proven is Comets [1987], Léonard [1995] and
Dai Pra and den Hollander [1996]. In the measure valued context we have
the work by Dawson and Gärtner [1987] and recently there is the work by
Feng and Kurtz [2006].

Under appropriate conditions on the processes xn on E ⊆ Rd, we have
that

P [{xn(t)}t≥0 ≈ {γ(t)}t≥0] ≈ e−nI(γ), (1.1.5)

for γ : [0,∞)→ E. I takes the form

I(γ) =

I0(γ(0)) +
∫∞

0 L(γ(s), γ̇(s))ds if γ ∈ AC,

∞ otherwise,

where AC denotes the set of absolutely continuous trajectories. I0 quan-
ti�es the large deviations for {xn(0)}n≥0 alone, and L : E × Rd →
[0,∞) is a Lagrangian. This Lagrangian is convex in γ̇(s) and satis�es
L(γ(s), γ̇(s)) = 0 along the solutions of the McKean-Vlasov equation. To
conclude, the large deviation principle quanti�es how close the trajectory
{xn(t)}t≥0 is to the law of large numbers limit.

As in the example that considered the averages of independent Brownian
motions, the large deviation principle for the trajectories with a rate func-
tion in Lagrangian form gives a way to study the rate function of the large
deviation principle of {xn(t)} for �xed t ≥ 0. By the contraction principle,
we obtain

P [xn(t) ≈ a] ≈ e−nIt(a), (1.1.6)

where

It(a) = inf
γ∈AC
γ(t)=a

{
I0(γ(0)) +

∫ t

0
L(γ(s), γ̇(s))ds

}
. (1.1.7)

In contrast to the case in which we studied the behaviour of averages of
Brownian motion, it is in general not possible to obtain an explicit repre-
sentation for It. However, the representation of It can be interpreted as an
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action minimization problem in classical mechanics. Techniques from clas-
sical mechanics can thus be used to obtain information on the rate function
It which would be very di�cult to obtain from the law of xn(t) itself. We
�nd that extremals γ of (1.1.7) solve the second order Euler-Lagrange equa-
tions

d

dt
Lv(γ(t), γ̇(t)) = Lx(γ(t), γ̇(t)), Lx(γ(0), γ̇(0)) = DI0(γ(0)).

Here Lx,Lv denote the derivative of Lwith respect to the �rst and second
coordinate. DI0 denotes the gradient of I0. Following the theory of classi-
cal mechanics, we can switch to the easier �rst order Hamilton equations
by doubling the dimension of the problem. We de�ne the Hamiltonian

H(x, p) = sup
v∈Rd
〈p, v〉 − L(x, v) (1.1.8)

and the momentum p(t) = Lv(γ(t), γ̇(t)). Rewriting the Euler-Lagrange
equation, we �nd that (x(t), p(t)) satis�es the Hamilton equations:[

ẋ

ṗ

]
=

[
Hp(x, p)

−Hx(x, p)

]
, p(0) = DI0(γ(0)). (1.1.9)

Similar to the notation for L, Hx and Hp denote the derivatives of H with
respect to the �rst and second coordinate. The Hamilton equations can be
seen as an extension of the McKean-Vlasov equation. Suppose x(t) solves
the McKean-Vlasov equation, so L(x(t), ẋ(t)) = 0. Then, as L is non-
negative, it follows by the convexity of L in the second coordinate that
p(t) := Lv(x(t), ẋ(t)) = 0. In other words, the McKean-Vlasov equation
equals

ẋ(t) = Hp(x(t), 0). (1.1.10)

The evolution of p(t) satis�es ṗ(t) = −Hx(x(t), p(t)) = −Hx(x(t), 0) =
0 as H(x, 0) = 0 for all x ∈ E. So by considering the large deviations for
the trajectories of xn(t), we do not only �nd the McKean-Vlasov equation
in a natural way, but obtain a formalism that describes all optimal trajecto-
ries in the sense of (1.1.7).

1.2 using hamiltonian dynamics to study optimal trajec-
tories

We use the extension of the McKean-Vlasov equation by the Hamilton equa-
tions for two applications : for Gibbs-non-Gibbs transitions and for the
study of the entropy along the McKean-Vlasov equation.
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1.2.1 Gibbs-non-Gibbs transitions

We revisit the Curie-Weiss model where we considered the distribution

µn,β(dσ) = en2−1βxn(σ)2
Z−1
β,nPn(dσ),

on {−1, 1}n and where xn(σ) = 1
n

∑n
i=1 σi.

A quantity that is of interest in addition to the limiting behaviour of xn(σ)
as n goes to in�nity, is the limiting distribution of a single spin, given that
the average of all other spins converges.
In general, for a sequence of permutation invariant measures νn ∈
P({−1, 1}n), we consider

γνn(dσ1 |αn) := νn

(
dσ1

∣∣∣∣∣ 1

n− 1

n∑
i=2

σi

)

given any con�guration (σ2, . . . , σn) such that 1
n−1

∑n
i=2 σi = αn.

We say that a magnetisation α ∈ [−1, 1] is good for the sequence νn if
there is some neighbourhood N of α such that for all α̂ ∈ N and all se-
quences αn → α̂, we have that the weak limit limn γ

ν
n(· |αn) exists and

is independent of the chosen sequence αn. If so, we denote this limit by
γ(· | α̂).
We call a magnetization α bad, if it is not good. Finally, we say that the
sequence νn is sequentially Gibbs if all magnetizations are good.

It is straightforward to verify that the sequence µn,β of the Curie-Weiss
model is sequentially Gibbs. However, it has been shown that the Gibbs
property can be lost under the evolution of a Markov process, see Külske
and Le Ny [2007], Ermolaev and Külske [2010], Fernández et al. [2013].
If the sequence of Markov processes satis�es a large deviation principle
for the trajectories, it was shown in Ermolaev and Külske [2010], den Hol-
lander et al. [2015] that a bad magnetization α corresponds to the non-
uniqueness of optimal trajectories for

It(α) = inf
γ∈AC
γ(t)=α

{
I0(γ(0)) +

∫ t

0
L(γ(s), γ̇(s))ds

}
,

which in turn is equivalent to non-di�erentiability of It at α. Using the �rst
order Hamilton equations, it becomes possible to obtain concrete informa-
tion on the existence of multiple optimal solutions, and as a consequence
information on the occurrence of bad magnetizations.
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1.2.2 Exponential decay of entropy along the McKean-Vlasov equation

As a second application, we consider the decay of entropy along solutions
of the Hamilton equations. In the general context of a Markov processes
X(t) with some stationary measure µ, it is well known that the relative
entropy ν 7→ S(ν |µ) =

∫
log dν

dµdµ is decreasing along the distribution
of the Markov process. To be precise, if ρ(t) is the law of X(t), then t 7→
S(ρ(t) |µ) is decreasing.
Now suppose this Markov process X has a generator A, then, at least for-
mally, {ρ(t)}t≥0 solves the Kolmogorov forward equation ρ̇(t) = A∗ρ(t). In
this setting, we say that S(· |µ) is a Lyapunov function for the Kolmogorov
forward equation. To connect this framework to the McKean-Vlasov equa-
tion and large deviations, we consider large deviations of the measure val-
ued trajectories of the average of n independent copiesX1, X2, . . . , Xn of
X :

ρn(t) :=
1

n

∑
i≤n

δXi(t).

As n goes to in�nity, the trajectories {ρn(t)}t≥0 converge almost surely
to the solution of the Kolmogorov forward equation, which thus coincides
with the McKean-Vlasov equation in this setting. This means, that at least
intuitively, we are back in the setting of the previous sections. Also the
relative entropy can be interpreted in this framework, namely, the relative
entropy is the large deviation rate function of {ρn(0)}n≥0, if X(0) is dis-
tributed according to the stationary measure µ.
This basic principle can be explored further for systems that have mean-
�eld interaction. We return to the setting where {xn(t)}t≥0 are Markov
processes on some subset E ⊆ Rd that satisfy a large deviation principle
for the trajectories. Suppose that I0 is the rate function of xn(0) in the
case that xn(0) is distributed according to the stationary distribution of
the process with n particles. Then, it follows that the rate function It at
time t equals I0 and, in particular, we �nd that I0(x(t)) ≤ I0(x(0)) for any
solution of the McKean-Vlasov equation.

In the non-interacting case, where X(t) is either a di�usion process or
a jump process, it is well known that the (modi�ed) logarithmic Sobolev
inequality implies that the relative entropy decays exponentially along the
solutions of the Kolmogorov forward equation, see for example Bobkov and
Tetali [2006] and Bakry et al. [2014]. Studying the Hamiltonian functionH
in the mean-�eld setting reveals a similar structure for the decay of the rate
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function I0 of the stationary measures along the solution of the McKean-
Vlasov equation.

1.3 interacting lattice spin systems

More sophisticated models in the study of interacting spin systems are lat-
tice systems, where the interactions are not mean-�eld, but, for example,
nearest neighbour. We consider the lattice Zd and on each site i ∈ Zd there
is a spin σi ∈ {−1, 1}. Also in this case we are interested in the average
magnetic spin, but because of spatial nature of our system, our limiting
procedure is more involved in comparison to the mean-�eld Curie-Weiss
model.
We de�ne a shift operator θi : {−1, 1}Zd → {−1, 1}Zd by (θiσ)j = σi+j
and de�ne volumes Λn = [−n, n]d ∩ Zd. Finally, we de�ne the empirical
measure

Ln(σ) :=
1

|Λn|
∑
i∈Λn

δθiσ ∈ P({−1, 1}Zd). (1.3.1)

If σ has a translation invariant (ergodic) distribution µ, it follows by the
ergodic theorem that Ln(σ)→ µ almost surely with respect to µ.
As above, we can ask for large deviations around this limiting theorem. If
µ is a product measure, we �nd

µ (Ln(σ) ≈ ν) ≈ e−|Λn|s(ν |µ),

where s is the relative entropy density

s(ν |µ) = lim
n→∞

1

|Λn|
S(νn |µn)

and where µn, νn are the restrictions to {−1, 1}Λn and S is the relative
entropy.
This large deviation principle also holds if we replace µ by a Gibbs measure,
see Georgii [2011]. As in the mean-�eld setting, it has been shown that the
Gibbs property of a measure can be lost under the evolution of Markovian
dynamics. Additionally, it is expected that the emergence of bad con�gura-
tions in this context corresponds to non-uniqueness of optimal trajectories
of the path-space large deviation principle, see van Enter et al. [2010].
Even though we will not touch upon this particular conjecture, we pro-
vide a �rst step by proving the path-space large deviation principle for the
trajectories of empirical measures.
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1.4 functional analytic theory in relation to probabil-
ity and measure theory

1.4.1 Semigroup theory in the study of Markov processes

At the core of proving weak convergence or large deviation results for a se-
quence of (Feller) Markov processes Xn on a Polish space E following the
methods in Ethier and Kurtz [1986] and Feng and Kurtz [2006] lies the use
of functional analytic semigroup theory. This is based on a scheme of re-
duction steps that reduces the convergence, or large deviation question, on
the Skorokhod space to that of the �nite dimensional distributions. Because
the processes are Markovian, the study of the �nite dimensional distribu-
tions reduces in turn to the study of the processes at two times. For the
weak convergence question, it su�ces to study the sequence of transition
operators {Sn(t)}t≥0, where Sn(t) : Cb(E)→ Cb(E) is de�ned by

Sn(t)f(x) = E [f(Xn(t)) |Xn(0) = x] .

By the tower property for conditional expectations, one sees that
S(t)S(r) = S(t+r), i.e. S is a semigroup. For the large deviation question,
it is not the conditional expectation that is of importance, but the family of
conditional log-Laplace transforms

Vn(t)f(x) =
1

n
logSn(t)enf (x),

which also form a semigroup. Both these semigroups are de�ned on a pos-
sibly in�nite dimensional function space. The behaviour of sequences of
such semigroups, however, is easily introduced by considered semigroups
on R.
Consider a continuous semigroup {z(t)}t≥0 on R, i.e. z(t) ∈ R, z(t)z(s) =
z(t+ s) and z(0) = 1 and t 7→ z(t) is continuous. It follows that z(t) must
be of the form z(t) = eat for some a ∈ R. Note that a = d

dtz(t)|t=0.
Now suppose that we have a collection of semigroups za(n) of the form
za(n)(t) = eta(n). If we have a(n)→ a, then for any T > 0

lim
n→∞

sup
t≤T
|za(n)(t)− za(t)| = 0.

In the in�nite dimensional setting, we study the convergence of semi-
groups by the same principle. We will focus below only on the linear semi-
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groups {Sn(t)}t≥0, as this theory is more developed than that of the non-
linear semigroups {Vn(t)}t≥0. We de�ne the generators An of {Sn(t)}t≥0

by

Anf :=
d

dt
Sn(t)f |t=0 = lim

t↓0

Sn(t)f − f
t

.

Note that Anf is not de�ned for all functions, but only for a subset of
Cb(En) that depends on the topology in which we take the limit. We expect
these generators to play a crucial role in the determination of the limiting
behaviour of the semigroups Sn(t). In particular, in analogy to the one-
dimensional example above, we expect that if an operator A that is the
generator of a semigroup {S(t)}t≥0 exists, the convergence Anf → Af
for su�ciently many f implies that Sn(t)f → S(t)f uniformly for t in
compact intervals.

In the discussion above, the topologies on Cb(E) that are considered are
intentionally left unde�ned. The approach described above works very well
in the setting that E is a compact space and the topology on Cb(E) is the
supremum norm topology. In this setting, the semigroups {Sn(t)}t≥0 are
strongly continuous for the norm, i.e. we have that for every t ≥ 0 the
maps Sn(t) : (Cb(E), ||·||)→ (Cb(E), ||·||) are continuous, and additionally,
we have that t 7→ Sn(t)f is norm continuous for all f and n. Thus, we
can use the theory of strongly continuous semigroups on Banach spaces,
and the semigroup convergence result for linear semigroups is known as
the Trotter-Kato theorem, see Engel and Nagel [2000] or Ethier and Kurtz
[1986].

The work by Feng and Kurtz [2006] shows that this approach can also be
applied to the non-linear semigroups Vn(t) and this approach naturally
leads us to the HamiltonianH that has featured the discussion in the earlier
sections of the introduction. Calculating the generatorHn of the semigroup
{Vn(t)}t≥0, we formally �nd by the chain rule that

Hnf :=
d

dt
Vn(t)f |t=0 =

d

dt

1

n
logSn(t)ef |t=0 =

1

n
e−nfAne

nf .

Thus, if an operatorH , such thatHnf → Hf for su�ciently many f , exists
and if H generates a semigroup {V (t)}t≥0, then by the Crandall-Liggett
theorem we �nd Vn(t)f → V (t)f .

Various techniques to show that H determines a limiting semigroup
{V (t)}t≥0 have been introduced in Feng and Kurtz [2006] and we will use
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a number of these techniques in Chapter 3 when we consider the large
deviation behaviour of mean-�eld interacting spin systems.
In mean-�eld examples with state-space E ⊆ Rd, the operator H is often
of the form Hf(x) = H(x,∇f(x)) for some Hamiltonian function H :
E × Rd → R. It is exactly this function that appeared before in equation
(1.1.8). In fact, using this approach one �nds the function H �rst from the
limiting procedure Hnf → Hf , after which L is de�ned as the Legendre
transform of H .
Using L the semigroup {V (t)}t≥0 can be rewritten using variational meth-
ods as

V (t)f(x) = inf
γ∈AC
γ(0)=x

f(γ(t))−
∫ t

0
L(γ(s), γ̇(s))ds,

which can be used to prove that the large deviation principle holds for the
trajectories with a rate function in Lagrangian form.

1.4.2 Semigroups for processes on a Polish space

For Feller processes on Polish non-compactE, the semigroups correspond-
ing to Markov processes are usually not strongly continuous for the norm,
an issue that already appears for the semigroup of conditional expectations
of a process like standard Brownian motion on R.
For processes onR, or locally compact spaces in general, we can salvage the
Banach space approach by considering the space (C0(E), ||·||), the space of
functions that vanish at in�nity. For non-locally compact E, however, it
is not possible to recover the Banach space approach. Various other ap-
proaches to prove results like the Trotter-Kato theorem have been intro-
duced.
For example, results have been obtained by considering a notion of conver-
gence for sequences called buc(bounded and uniformly on compacts) con-
vergence, i.e. fn → f for (buc) if supn ||fn|| < ∞ and supx∈K |fn(x) −
f(x)| → 0 for all compact sets K ⊆ E. Stated in this form, (buc) con-
vergence is not a topological notion, so many of the functional analytic
techniques are not available.

An alternative modern approach to studying weak convergence of Markov
processes on Polish spaces is via the martingale problem, see for example
Ethier and Kurtz [1986] or Stroock and Varadhan [1979]. This approach
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salvages the idea of a generator by noting that for f in the domain of An
the process

f(Xn(t))− f(Xn(0))−
∫ t

0
Anf(Xn(s))ds

is a martingale, which is essentially a probabilistic way of saying that
d
dtSn(t)f = AnSn(t)f .

Even though the idea of the martingale problem has been very e�ective,
the connection to functional analysis that has been useful in the compact
setting, has been lost.

1.4.3 A suitable locally convex topology for the space of bounded continuous
functions

The basic underlying reason for this disconnect is found by considering
the continuous dual space of (Cb(E), ||·||). The continuous dual space is the
space of all continuous linear maps of Cb(E) to R and is usually denoted
by (Cb(E), ||·||)′. If X is compact, the Riesz representation theorem tells us
that the dual space equals the space of regular Borel measures. This is also
the case if E is locally compact and we consider (C0(E), ||·||)′. For non-
compact spaces E, however (Cb(E), ||·||)′ is strictly larger than the space
of regular Borel measures.

It is exactly the identi�cation of the continuous dual space with the space
of regular Borel measures that makes functional analysis so e�ective to
study probability measures, and which in turn is the reason why this strong
connection fails if we consider (Cb(E), ||·||) if E is non-compact.

The leading principle, thus, should be to �nd a locally convex topology
on Cb(E) so that the dual coincides with the space of regular Borel mea-
sures. A topology that has this property is the strict topology β, see Sen-
tilles [1972]. β has more desirable properties as it is separable, satis�es the
Stone-Weierstrass theorem and the Arzela-Ascoli theorem. In this thesis,
we will show that we also have the closed graph, inverse-, and open map-
ping theorems between two spaces of this type.
Additionally, a part of this thesis is devoted to studying (Cb(E), β) and
semigroup theory on locally convex spaces like (Cb(E), β). As a result, we
�nd that the solution to a well posed martingale problem always gives a
strongly continuous semigroup for the strict topology, reconnecting the
probabilistic theory to the functional analytic one.
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1.5 outline of the thesis

The thesis is divided into three parts:
(I) An introductory part, including this introduction and Chapter 2 in-

troducing the important mathematical concepts.
(II) Large deviations of Markov processes and the applications thereof,

including Chapters 3 to 7.
(III) Functional analytic methods related to the study of Markov processes

on non-compact Polish spaces, including Chapters 8 to 10.
As mentioned above, in Chapter 2, we start with a mathematical introduc-
tion of the various probabilistic and functional analytic concepts
We proceed with Chapter 3, where we prove the path-space large deviation
principle for mean-�eld dynamics in a �nite dimensional setting. The proof
relies on the veri�cation of the uniqueness of viscosity solutions to a class
of Hamilton-Jacobi equations.
We proceed with two chapters on the applications of the mean-�eld results.
In Chapter 4, we study the behaviour of the entropy under the evolution
of the McKean-Vlasov equation. We give a su�cient condition for expo-
nential decay of this entropy. Additionally, we give conditions for the con-
vexity of the entropy along entropic geodesics. In Chapter 5, we use ideas
from Hamiltonian mechanics and optimal control theory to study the op-
timal trajectories for (1.1.7). We obtain rigorous and context-independent
methods to decide whether optimal trajectories arriving at a �xed point
are unique, information that is of importance in the study of mean-�eld
Gibbs-non-Gibbs transitions.
We proceed with two chapters on the path-space large deviations of mea-
sure valued trajectories of Markov processes. Chapter 6 studies the large
deviation behaviour of the trajectories of the empirical density of n inde-
pendent copies of a Feller process. In this setting, it is generally unclear
how to take the derivative with respect to time of the law of the process. In
analogy to the setting of di�usion processes on a manifold, we introduce a
method to �nd a suitable class of test functions, so that the dual space can
be used as a space of ‘speeds’. In Chapter 7, we study the large deviations of
trajectories of the empirical measure, i.e. (1.3.1) taking averages over shifts,
of lattice interacting systems. We prove the large deviation principle, but
without a Lagrangian representation of the rate function. We do however
conjecture, that the methods developed in Chapter 6 give the correct form.
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In the �nal three chapters, we turn to the functional analytic aspects
of semigroup theory and the strict topology. In Chapter 8, we consider
strongly continuous semigroups on locally convex spaces that include
(Cb(E), β) where E is Polish. We prove a Hille-Yosida theorem and gen-
eralize various classical results from the Banach space setting to the class
of locally convex spaces under consideration. In Chapter 9, we reconnect
the martingale problem approach with the functional analytic approach
to semigroups. In the �nal Chapter 10, we prove that (Cb(E), β) satis�es
the conclusions of the Banach-Dieudonné theorem. As a consequence, we
obtain the closed graph, inverse-, and open mapping theorems between
(Cb(E), β) and (Cb(F ), β) for separable metric spaces.



2
M AT H E M AT I C A L I N T R O D U C T I O N

Before introducing the de�nitions of the topics that will be discussed in this
thesis, we �rst introduce some basic notation. We denote R+ = [0,∞) .
(E, d) will denote a complete separable metric space. Often, we will con-
sider Polish spacesE, spaces such that there exists a metric d so that (E, d)
is a complete separable metric space. On E we consider the following ob-
jects:

• The Borel σ-algebra B(E).
• The space of Radon measuresM(E).
• The space of probability measures P(E).
• The space of measurable functions M(E).
• The space of bounded measurable functions Mb(E).
• The space of continuous and bounded functions Cb(E).
• IfE is locally compact, the space of continuous functions that vanish

at in�nity C0(E).
• The Skorokhod space DE(R+) of trajectories γ : R+ → E, that are

right continuous and have left limits.
For any set A ⊆ E, we denote by A,A◦ the closure and the interior of A.
We denote by Ac the complement of A in E.
We say that (Ω,F) is measurable space if Ω is some arbitrary set, and F is
a σ-algebra on Ω. We say that (Ω,F ,P) is a probability space if (Ω,F) is a
measurable space and if P is a probability measure P : F → [0, 1].
For a measure P on a measurable space (Ω1,F1) and a measurable map
π : (Ω1,F1)→ (Ω2,F2), we write π#P for push-forward measure of P on
F2:

π#P(A) = P(π−1(A)) ∀A ∈ F2.

For any complete separable metric space (E, d), we say thatX : Ω→ E is
anE valued random variable ifX is measurable from (Ω,F) to (E,B(E)).
If we talk about a collection of E valued random variables {Xα}, we will
implicitly assume the existence of a common probability space (Ω,F) on
which they are de�ned.

19
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For a collection of random variables {Xi}i∈I taking values in E, we write
σ{Xi | i ∈ I} for the σ-algebra generated by the random variables {Xi}i∈I .
In the next few sections, we de�ne and motivate de�nitions in a number
of areas. Motived by the transition semigroup of a Markov process, we
start by introducing the general theory of strongly continuous semigroups
and their generators in Section 2.1. We consider both linear and non-linear
semigroups as we will encounter non-linear semigroups in the study of the
large deviation behaviour of Markov processes. The main goal is to under-
stand the conditions under which an operator generates a semigroup. As a
tool for this question in the context of the space of continuous functions,
we introduce the theory of viscosity solutions in Section 2.2. We proceed
with some basic de�nitions for the study of time-homogeneous Markov
processes in Section 2.3, where we will see that linear semigroups play a
prominent role. Large deviation theory follows thereafter in Section 2.4 and
we show that strongly continuous non-linear semigroups naturally appear
in the study of large deviations for Markov processes. We conclude in Sec-
tion 2.5 with an introduction to locally convex spaces. In particular, we will
use this theory to introduce a locally convex space which is suited for the
study of Markov transition semigroups for a Markov process de�ned on a
non-compact Polish space.

2.1 strongly continuous semigroups

Let (X, ||·||) be a Banach space. Consider a family of continuous operators
{T (t)}t≥0 mapping X into X . To avoid confusion, note that we have not
assumed the operators to be linear.

De�nition 2.1.1 (Strongly continuous semigroup). We say that {T (t)}t≥0

is a semigroup if T (0) = 1 and T (t)T (s) = T (t + s) for s, t ≥ 0. We say
that {T (t)}t≥0 is strongly continuous semigroup if t 7→ T (t)x is continuous
for every x ∈ X . Finally, we say that the semigroup is contractive if for all
t ≥ 0, we have ||T (t)|| ≤ 1.

Before introducing the generator of T , we set some notation for non-
continuous operators on X . A non-continuous operator A = (A,D(A))
is given by a domain D(A) ⊆ X and a map A : D(A)→ X . Also, we will
write A for the graph of the map: A = {(x,Ax) |x ∈ D(A)}. Finally, in
some cases we even allow for multi-valued operators.
We say that (A,D(A)) is closed if {(x,Ax) |x ∈ D(A)} is closed in the
product space X × X with the product topology. We say that D is a core
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for (A,D(A)), if the closure of {(x,Ax) |x ∈ D} in the product space
contains {(x,Ax) |x ∈ D(A)}.
To avoid confusion, we will denote linear semigroups by either S(t) or
T (t) and their linear generators by (A,D(A)). Non-linear semigroups will
be denoted by V (t) and their generators by (H,D(H)).

2.1.1 Generators of linear semigroups

Now consider a strongly continuous semigroup of linear operators
{T (t)}t≥0.

De�nition 2.1.2 (The generator of a linear semigroup). Let {T (t)}t≥0 be
a strongly continuous semigroup of linear operators on X . Denote by

D(A) :=

{
x ∈ X

∣∣∣∣ limt↓0 T (t)x− x
t

exists
}
.

The generator (A,D(A)) of {T (t)}t≥0 is a map A : D(A) ⊆ X → X
which maps x ∈ D(A) to Ax = limt↓0 t

−1(T (t)x− x).

The generator (A,D(A)) of a strongly continuous linear semigroup on a
Banach space satis�es the following well known properties, see for exam-
ple [Engel and Nagel, 2000, Lemma II.1.3].

Lemma 2.1.3. The generator (A,D(A)) of a strongly continuous semigroup
{T (t)}t≥0 of linear operators satis�es

(a) D(A) is closed and dense in X .

(b) For x ∈ D(A), we have T (t)x ∈ D(A) for every t ≥ 0 and d
dtT (t)x =

T (t)Ax = AT (t)x.

(c) For x ∈ X and t ≥ 0, we have
∫ t

0 T (s)xds ∈ D(A).

(d) For t ≥ 0, we have

T (t)x− x = A

∫ t

0
T (s)xds if x ∈ X

=

∫ t

0
T (s)Axds if x ∈ D(A).

This leads us to the following question. Given a linear operator (A,D(A)),
is there a strongly continuous semigroup such that A is its generator? For
Markov processes, the question extends to, given an operator(A,D(A)),
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is it possible to construct a Markov process such that its transition semi-
group has A as its generator. The functional analytic question is answered
in general by the Hille-Yosida theorem. The result is stated in terms of the
resolvent of A.
De�nition 2.1.4 (The resolvent). For a linear operator (A,D(A)) on a
Banach space X , denote by σ(A) := {α ∈ C |α − A is bijective} the
spectrum of A. We denote by ρ(A) = C \ σ(A) the resolvent set of A and
byR(α,A) = (α−A)−1 the (functional analytic) resolvent of A.

Note that we write functional analytic resolvent. This is also the resolvent
that we will use in Chapter 8. In the other sections, we will use the proba-
bilistic resolvent, that has a slightly changed de�nition. It will be de�ned
below.
Lemma 2.1.5. Suppose that {T (t)}t≥0 is a linear strongly continuous semi-
group on the Banach space X that satis�es

||T (t)|| ≤Meωt

for some M ≥ 1 and ω ∈ R. Denote by (A,D(A)) its generator. Then we
have

(a) {α ∈ C |Reα > ω} ⊆ ρ(A),

(b) for α > ω, we have the following integral representation

R(α,A)x =

∫ ∞
0

e−αtT (t)xdt,

(c) For α > ω and n ≥ 1

||R(α,A)n|| ≤ M

(α− ω)n
.

These properties of the operator (A,D(A)) are in fact su�cient for the
generation of a linear strongly continuous contraction semigroup.
Theorem 2.1.6 (Hille-Yosida). For a linear operator (A,D(A)) on a Banach
space X , the following are equivalent.

(a) (A,D(A)) generates a strongly continuous semigroup {T (t)}t≥0 of lin-
ear operators that satisfy ||T (t)|| ≤Meωt for someM ≥ 1 and ω ∈ R.

(b) (A,D(A)) is closed, densely de�ned, and for all α > ω, we have α ∈
ρ(A). Additionally, there existM ≥ 1 and ω ∈ R such that for all n ≥ 1,
we have

||R(α,A)n|| ≤ M

(α− ω)n
.
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In case these conditions are satis�ed, we have the Yosida-approximation for-
mula

T (t)x = lim
n→∞

(n
t
R
(n
t
,A
))n

x (2.1.1)

uniformly for t in compact intervals.

We will revisit this theorem in Chapter 8 for a special class of locally convex
spaces.
The Yosida-Approximation formula can be understood as follows. A con-
tinuous function b : R+ → R that satis�es b(0) = 1 and b(t)b(s) = b(t+s)
is necessarily of the form b(t) = eat for some a ∈ R. In other words, a is
the generator of the semigroup {b(t)}t≥0. Using a, we have multiple ways
of constructing b(t). One of these methods is

b(t) = eat = lim
n→∞

(
1− t

n
a

)−n
= lim

n→∞

(
n

t

(n
t
− a
)−1

)n
.

This formula corresponds to (2.1.1), where a is replaced byA. Di�erent for-
mulas for approximating the exponential function yield di�erent approxi-
mation schemes for semigroups. This particular scheme is useful as it in-
volves iterates of the continuous resolvent. If one uses, for example, the
approximation eat =

∑
k(at)

kk!−1 one needs the powers of the possibly
non-continuous operators Ak instead.

Note that the conditions simplify if we are interested only in contraction
semigroups. A contraction semigroup {T (t)}t≥0, satis�es ||T (t)|| ≤ 1.
Hence, the conditions for generating a contraction semigroup in Theorem
2.1.6 simplify to: (A,D(A)) is closed, densely de�ned, and for every α > 0
we have α ∈ ρ(A) and ||αR(α,A)|| ≤ 1.

Because we will mainly consider contraction semigroups in this thesis, as
these are the ones that turn up as transition semigroups of Markov opera-
tors, we focus our attention on the Hille-Yosida theorem for the contraction
case. First we de�ne the probabilistic resolvent.

De�nition 2.1.7. Let {T (t)}t≥0 be a strongly continuous linear contrac-
tion semigroup {T (t)}t≥0 with generator (A,D(A)) on a Banach space
X . For λ > 0, de�ne the (probabilistic) resolvent R(λ,A) by R(λ,A) =
(1− λA)−1, which is also given by

R(λ,A)x :=

∫ ∞
0

1

λ
e−λ

−1tT (t)xdt.
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Note that R(λ,A) = λ−1R(λ−1, A). Also, note that R(λ,A)x is given
by the semigroup T (t) evaluated at an exponential random time with ex-
pectation λ, which in this case explains the necessity of the condition
||R(λ,A)|| ≤ 1 in the Hille-Yosida theorem. In fact, the approximation for-
mula now reads

T (t)x = lim
n
R

(
t

n
,A

)n
x

which in a sense is merely a law of large numbers in disguise as n expo-
nential random variables with mean t/n converge almost surely to t as n
goes to in�nity . This insight, combined with appropriate concentration
inequalities is the basis for the extension of the Hille-Yosida theorem to a
special class of locally convex spaces in Chapter 8.

2.1.2 Generation of non-linear contractive semigroups

Similar generation questions can be asked for non-linear contraction semi-
groups and their generators. Given some non-linear operator (A,D(A))
can we construct a semigroup {T (t)}t≥0 such that

lim
t↓0

T (t)x− x
t

= Ax?

For non-linear operators this question turns out not to be the optimal one,
and instead we turn to our attention towards the Yosida-Approximation
characterisation of the generator in (2.1.1).
To verify conditions like in the Hille-Yosida theorem for non-linear oper-
ators, we need to verify two main conditions, for all λ > 0, the resolvent
R(λ,A) : X → X exists, and additionally, ||R(λ,A)x−R(λ,A)y|| ≤
||x− y||. We introduce two de�nitions that cover these two issues.

De�nition 2.1.8 (Dissipative operator). We say that an operator
(A,D(A)) is dissipative if for all λ > 0, we have

||(x− λAx)− (y − λAy)|| ≥ ||x− y||

for all x, y ∈ D(A).

De�nition 2.1.9 (Range condition). We say that an operator (A,D(A))
satis�es the range condition if for all λ > 0 the range of (1− λA) is dense
in X .
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It can be shown that the closure (A,D(A)) of a dissipative operator
(A,D(A)) is itself dissipative and satis�es rg1− λA = rg1− λA. Hence,
if a non-closed operator (A,D(A)) is dissipative and satis�es the range
condition, its closure A has the property that rg1−λA = X for all λ > 0.
On the other hand, the map 1 − λA is injective by the dissipativity of
A. Hence, we can invert the maps and de�ne the contraction mappings
R(λ,A) : X → D(A).

In the linear case, we obtain the Lumer-Phillips result as a consequence of
the Hille-Yosida theorem. The result below also holds for non-linear oper-
ators and is called the Crandall-Liggett theorem.

Theorem 2.1.10 (Lumer-Phillips, Crandall-Liggett). For a densely de�ned,
dissipative operator (A,D(A)) on a Banach spaceX , the following are equiv-
alent.

(a) The closure A of A generates a contraction semigroup in the sense that

T (t)x = lim
n
R

(
t

n
,A

)n
x

uniformly for t in compact intervals.

(b) The range condition holds: rg (1− λA) is dense inX for some(hence all)
λ > 0.

Note that there exists an extension of the Crandall-Liggett theorem to the
case where we consider the space X = Cb(E) equipped with a notion of
convergence that is weaker than the norm topology, see Feng and Kurtz
[2006]. The veri�cation of the dissipativity of an operator is often not very
hard. For operators on function spaces, this can often be checked via the
positive maximum principle.

De�nition 2.1.11 (The positive maximum principle). Let E be a Polish
space. Let A : D(A) ⊆ Cb(E) → Cb(E) be some operator. We say that
A satis�es the positive maximum principle if for any two functions f, g ∈
D(A), we have the following:
(a) If x0 is such that f(x0) − g(x0) = supx∈E {f(x)− g(x)}, then

Af(x0)−Ag(x0) ≤ 0.
(b) If x0 is such that f(x0) − g(x0) = infx∈E {f(x)− g(x)}, then

Af(x0)−Ag(x0) ≥ 0.

Lemma 2.1.12. If an operator (A,D(A)) satis�es the positive maximum
principle, then it is dissipative.
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On the other hand, checking the range condition for a non-linear operator
might prove to be very hard. For function spaces, however, the theory of
viscosity solutions o�ers a way out, see Section 2.2.

2.1.3 Approximation of semigroups

A second natural question to be answered for abstract semigroups is the
one of approximation. Given a sequence of strongly continuous semigroups
{Tn(t)}t≥0, the goal is to �nd conditions which imply that the sequence
converges strongly and uniformly on compact intervals to some limiting
semigroup {T (t)}t≥0. For linear semigroups, this is the content of the
Trotter-Kato approximation theorem, which we will again extend to a class
of locally convex spaces in Chapter 8. We state only a special case of the
approximation theorem.

Theorem 2.1.13 (Trotter-Kato). Let {Tn(t)}n≥1,t≥0 be a family of strongly
continuous linear contraction semigroups on a Banach spaceX . Then (a) im-
plies (b).

(a) There exists a densely de�ned linear operator (A,D(A)) such that
Anx → Ax for all x in a core for (A,D(A)) and such that the range
condition holds for (A,D(A)).

(b) The closure of (A,D(A)) generates a strongly continuous linear semi-
group {T (t)}t≥0 and we have

lim
n→∞

sup
t≤T
||Tn(t)x− T (t)x|| = 0

for all T ≥ 0 and x ∈ X .

As for the Hille-Yosida theorem, this result can be extended to non-linear
semigroups. More importantly, the result can be extended to convergence
of semigroups on di�erent spaces.

This importance of this result in the �eld of probability is easily seen by
the functional central limit theorem, or Donsker’s theorem, which states
that a suitably rescaled continuous time random walk converges to Brow-
nian motion. Considering the semigroup analogue of this statement, this
means that the transition semigroup {Sn(t)}t≥0 of rescaled random walk
onC0( 1

nZ) converges to the transition semigroup of Brownian motion, that
acts on C0(R). See Trotter [1958] where Trotter motivates a result similar
to Theorem 2.1.14.
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We formalise this intuitive picture for general Banach spaces. Let {Xn}n≥1

be a sequence of Banach spaces. For every n let ηn : X → Xn be continu-
ous and linear map.
Consider a sequence of operators Bn ⊆ Xn ×Xn. We de�ne the extended
limit ex− limBn of the sequence of operators by

{(x, y) ∈ X ×X | ∃(xn, yn) ∈ Bn : ||ηnx− xn||+ ||ηny − yn|| → 0} .

The following theorem can be proven as in Proposition 5.5 in Feng and
Kurtz [2006] using Theorem 3.2 of Kurtz [1974].

Theorem 2.1.14. For every n ≥ 1 let {Tn(t)}t≥0 be a strongly continuous
semigroup on a Banach space (Xn, ||·||). For every n ≥ 1, let ηn : X → Xn

be a continuous linear map.

Then (a) implies (b).

(a) There exists a densely de�ned dissipative operator (A,D(A)) onX such
that A ⊆ ex − limAn and such that the range condition holds for
(A,D(A)).

(b) The closure of (A,D(A)) generates a strongly continuous contraction
semigroup {T (t)}t≥0 on X . Additionally, if xn ∈ Xn and x ∈ X such
that ||xn − ηnx|| → 0, then

lim
n→∞

sup
t≤T
||Tn(t)xn − ηnT (t)x|| = 0

for all T ≥ 0.

We will explore this extension only for functions spaces. First however, we
will try to get around the range condition on the operator A. This will be
achieved by using the theory of viscosity solutions.

2.2 viscosity solutions

In this section, we let E ⊆ Rd be some closed set. Consider a function
F : E × R × Rd → R. It is known that for many equations it is not
possible to solve

F (x, u(x),∇u(x)) = 0, x ∈ E (2.2.1)
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classically. For example, consider the Eikonal equation on E = [−1, 1]
given by|u′(x)| − 1 = 0,

u(−1) = u(1) = 0.
(2.2.2)

Classical solutions to this problem do not exist by Rolle’s theorem, so we
have to resort to weak solutions. Clearly, there exists in�nitely many ‘so-
lutions’ that solve the Eikonal equation almost everywhere. For example,
consider u1(x) = 1− |x| and u2(x) = |x| − 1.

De�nition 2.2.1. We say that u is a (viscosity) subsolution of equation
(2.2.1) if u is bounded, upper semi-continuous and if for every f ∈ C1(E)
and x0 ∈ E such that u(x0)− f(x0) = supx u(x)− f(x), we have

F (x, u(x),∇f(x)) ≤ 0.

We say that u is a (viscosity) supersolution of equation (2.2.1) if u is bounded,
lower semi-continuous and if for every f ∈ C1(E) and x0 ∈ E such that
u(x0)− f(x0) = infx u(x)− f(x), we have

F (x, u(x),∇f(x)) ≥ 0.

We say that u is a (viscosity) solution of equation (2.2.1) if it is both a sub
and a super solution.

Note that a solution u must be bounded and continuous, which is in con-
trast with the weak solution methods based on Sobolev spaces. This prop-
erty turns out to be of use later. In the case that E is non-compact, there
exists various other de�nitions of viscosity solutions in the literature. Be-
cause we will mainly focus on compact spaces, we stick to this de�nition.
The motivation for changing the de�nition is the possibility that points
x0 ∈ E such that u(x0)− f(x0) = supx u(x)− f(x) might not exist. The
de�nition therefore ends up to be to weak.

Returning to the Eikonal equation, we check whether u1, u2 are viscosity
solutions. Note that u1 and u2 are di�erentiable everywhere except in x =
0. So the point of interest is x = 0.
We start with u1. Any function f ∈ C1(−1, 1) such that u1(0) − f(0) =
supx u1(x) − f(x) satis�es f ′(0) ∈ [−1, 1] which implies that u1 is a vis-
cosity subsolution to the Eikonal equation. On the other hand there exists
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no f ∈ C1(−1, 1) such that u1(0) − f(0) = infx u1(x) − f(x), which
implies that u1 is also a viscosity supersolution to the Eikonal equation.
Similarly to the argument that shows thatu1 is a supersolution, we �nd that
u2 is a subsolution to the Eikonal equation. However, for f ∈ C1(−1, 1)
such that u1(0)− f(0) = infx u1(x)− f(x) and f ′(0) ∈ (−1, 1), we �nd
|f ′(0)| − 1 ≤ 0, which implies that u2 is not a supersolution.
In fact, one can show that u1 is the unique solution to the Eikonal equation.
This fact is established via the comparison principle.

De�nition 2.2.2. We say that equation (2.2.1) satis�es the comparison prin-
ciple if for a subsolution u and supersolution v we have u ≤ v.

Note that if the comparison principle is satis�ed, then a viscosity solution
is unique. In Chapter 3, we will verify the comparison principle for the
resolvent equation for some speci�c operators A. In these examples, the
underlying state-space will be a compact subset ofRd. We will proceed now
with the discussion of the generation of semigroups under the assumption
that the comparison principle is satis�ed.

2.2.1 Viscosity solutions to solve the resolvent equation

We return to the situation where our goal is to show that an operator A :
D(A) ⊆ Cb(E) → Cb(E) generates a semigroup. Recall from Theorems
2.1.10 and 2.1.14 that we need to verify the range condition. In other words,
for any �xed λ > 0, we need to �nd for a dense set of functions h ⊆ Cb(E)
a function f ∈ D(A) such that

(1− λA)f = h.

An alternative approach, noted in Section 5 of Crandall et al. [1984] and
suggested as a starting point in Feng and Kurtz [2006] is to extend the
domain of the generator. The goal of this extension is to obtain an operator
that satis�es the range condition by construction. On the other hand, the
extension must be such that it also satis�es the positive maximum principle.
It turns out that viscosity solutions are especially suitable for this goal.
Pick some h ∈ Cb(E) and λ > 0 and consider

u− λAu = h. (2.2.3)
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De�nition 2.2.3. We say that u is a (viscosity) subsolution of equation
(2.2.3) if u is bounded, upper semi-continuous and if for every f ∈ D(A)
and x0 ∈ E such that u(x0)− f(x0) = supx u(x)− f(x), we have

u− λAf ≤ h.

We say that u is a (viscosity) supersolution of equation (2.2.3) if u is bounded,
lower semi-continuous and if for every f ∈ D(A) and x0 ∈ E such that
u(x0)− f(x0) = infx u(x)− f(x), we have

u− λAf ≥ h.

We say that u is a (viscosity) solution of equation (2.2.3) if it is both a sub
and a super solution.

To understand the relation between viscosity solutions of (2.2.3) and the
positive maximum principle, consider a viscosity solution u to (2.2.3). This
means that u is a candidate for the, for now unde�ned, resolvent (1 −
λA)−1h. If this were the case, then Au = λ−1(u − h). The conditions for
u being a viscosity solution, exactly turn out to show that the operator Â,
de�ned by A∪ (u, λ−1(u− h)) as a graph, satis�es the positive maximum
principle. We check condition (a) of de�nition 2.1.11 for the extension. Let
(f, x0) ∈ D(A) × E be such that u(x0) − f(x0) = supx u(x) − f(x).
Because u is a viscosity subsolution, we obtain

λ
[
Âu(x0)− Âf(x0)

]
= λ

[
u(x0)− h(x0)

λ
−Af(x0)

]
= u(x0) − λAf(x0) − h(x0) ≤ 0,

which proves that Âu(x0)− Âf(x0) ≤ 0.
This indicates that if for every h ∈ Cb(E) and λ > 0 there exists a unique
viscosity solution to (2.2.3), the extension

Â :=
⋃
λ>0,

h∈Cb(E)

{
(u, λ−1(u− h))

∣∣u− λAu = h in the viscosity sense
}
.

is a suitable candidate for the construction of the semigroup associated to
A. A priori, it is not clear, however, that Â satis�es the positive maximum
principle, or that Â is the graph of an operator. For the �rst issue, note
that we have only checked the positive maximum principle for pairs of
functions (f, g) where the �rst is a viscosity solution and the second a
classical solution. However, if one can �nd an explicit family of viscosity
solutions to the family of equations (2.2.3), these issues can be resolved in
a straightforward way.
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2.2.2 Approximation of semigroups

Combining the discussion of last section with Theorem 2.1.14, we obtain a
more elaborate approximation theorem on function spaces.
Let {En}n≥1 be a sequence of compact metric spaces and let E be a com-
pact metric space. For each n, we have some continuous map ηn : En → E.
This de�nes a map ηn : C(E)→ C(En) by ηnf = f ◦ ηn. We assume that
limnEn = E, in the sense that for every x ∈ E, there exists xn ∈ En such
that ηnxn → x.

The range condition in Theorem 2.1.14 will be replaced by the comparison
principle for the resolvent equation. This replacement is very important
because the veri�cation of the range condition is often di�cult or even im-
possible. The domain of the operator might be too small to be able to solve
the resolvent equation. Even if this is the case, if the comparison principle
is satis�ed, there exists at most one unique extension of the operator that
satis�es the range condition. This extension generates a semigroup via the
Crandall-Liggett theorem. The result below is a special case of [Feng and
Kurtz, 2006, Theorem 6.13].

Theorem 2.2.4. Suppose that limnEn = E. For every n, let {Tn}n≥1

be strongly continuous semigroups on (C(En), ||·||) that have generators
An ⊆ C(En)×C(En) in the sense of the Crandall-Liggett theorem 2.1.10, i.e.
{An}n≥1 are dissipative and satisfy the range condition. Suppose for every n
that if (f, g) ∈ An, then (f + c, g) ∈ A for all c ∈ R.
Suppose that A ⊆ C(E)×B(E) such that A ⊆ ex− limAn. Furthermore,
assume that for all 0 < λ < λ0, there exists a dense set Dλ ⊆ C(E) such
that for h ∈ Dλ the comparison principle holds for

u− λAu = h. (2.2.4)

Then, we have

(a) For h ∈ Dλ, there exits a unique viscosity solution of (2.2.4), which we
will denote by Rλh.

(b) The map Rλ is contractive and, hence, extends to a continuous map Rλ :
C(E)→ C(E).

(c) The operator Â, de�ned by

Â :=
{

(Rλh, λ
−1(Rλh− h))

∣∣λ > 0, h ∈ Cb(E)
}

extends A, is dissipative and satis�es the range condition.
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(d) Â generates a strongly continuous semigroup {T (t)}t≥0 in the sense of
2.1.10 and

T (t)f = lim
n→∞

Rnλ/nf

uniformly for t in compact intervals.

(e) For fn ∈ C(En) and f ∈ C(E) such that ||ηnf − fn|| → 0, we have

lim
n→∞

sup
t≤T
||Tn(t)fn − ηnT (t)f || = 0

for all T ≥ 0.

The theorem is proved using the following two lemmas. The �rst one gives
the existence of viscosity sub- and supersolutions to (2.2.4), the second
gives the contractiveness of the resolvent operator. The rest of the The-
orem then essentially follows from Theorem 2.1.14.

Lemma 2.2.5. Suppose that limnEn = E. Suppose for every n we have
a dissipative operator An ⊆ C(En) × C(En). Suppose for every n that if
(f, g) ∈ An, then (f + c, g) ∈ A for all c ∈ R.
Now consider an operator A ⊆ C(E) × B(E) such that A ⊆ ex − limAn.
Pick some λ > 0 and h ∈ C(E). Let (fn, gn) ∈ Hn and de�ne hn :=
fn − λgn. Suppose that ||hn − ηnh|| → 0, then f and f de�ned by

f(x) = inf
k

sup
n≥k

{
fn(z)

∣∣∣∣ z ∈ En : d(x, ηn(z)) ≤ 1

k

}
f(x) = sup

k
inf
n≥k

{
fn(z)

∣∣∣∣ z ∈ En : d(x, ηn(z)) ≤ 1

k

}
are sub, respectively super solutions to f − λAf = h. If the comparison
principle holds for this equation, then f := f = f and ||ηnf − fn|| → 0.
Additionally, if (f0, g0) ∈ H , then ||f − f0|| ≤ ||h− (f0 − λg0)||.

The last statement ||f − f0|| ≤ ||h− (f0 − λg0)|| implies that the resolvent
(1 − λÂ)−1 of the operator A ∪ {f, λ−1(f − h)} is contractive. To ob-
tain a contractive resolvent for an extension with more than one viscosity
solution, we need the following lemma.

Lemma 2.2.6. Suppose the conditions of Lemma 2.2.5 are satis�ed. Suppose
that h1, h2 ∈ C(E) and that there exists, for i ∈ {1, 2} functions (f in, g

i
n) ∈

An such that hin := f in − λgin satisfy
∣∣∣∣hin − ηnhi∣∣∣∣ → 0. Then the unique

viscosity solutions f i to (1− λA)f = hi satisfy
∣∣∣∣f1 − f2

∣∣∣∣ ≤ ∣∣∣∣h1 − h2
∣∣∣∣.
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The proofs of these Lemmas can be found in Feng and Kurtz [2006]. The
existence of viscosity sub- and super-solutions in some speci�c cases can
also be obtained via variational methods, see Section 2.4.2.

2.3 markov processes

We now turn to the theory of Markov processes, for which we follow the
notation of Ethier and Kurtz [1986]. In this thesis, we will only consider
Markov processes that take values in the Skorokhod space. To be well pre-
pared to study Markov processes, we start with some general results on the
space of probability measures and on the Skorokhod space.

2.3.1 The space of probability measures

Let (E, d) be a complete separable space. For the study of collections of
measures in P(E), we equip P(E) with the Prohorov metric

ρ(µ, ν) = inf {ε > 0 |µ(A) ≤ ν(Aε) + ε for all closed sets A ⊆ E} ,

where Aε is the ε blow-up of E:

Eε :=

{
x ∈ E

∣∣∣∣ inf
y∈A

d(x, y) ≤ ε
}
.

The Prohorov metric inherits nice properties from d.

Theorem 2.3.1 (Theorem 3.1.7, Ethier and Kurtz [1986]). If (E, d) is sep-
arable, then (P(E), ρ) is separable. If (E, d) is complete, then (P(E), ρ) is
complete.

De�nition 2.3.2 (Tightness). We say that a collection of measures M ⊆
P(E) is tight if for every ε > 0 there exists a compact set K ⊆ E such
that

sup
µ∈M

µ(Kc) ≤ ε.

Prohorov’s celebrated theorem shows us that tightness of a family of mea-
sures is equivalent to compactness for the topology induced by the Pro-
horov metric.
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Theorem 2.3.3 (Prohorov). Let (E, d) be complete and separable and let
M ⊆ P(E) be a collection of probability measures. Then the following are
equivalent.

(a) M is tight.

(b) For every ε > 0 there exists a compact setK ⊆ E such that

sup
µ∈M

µ((Kε)c) ≤ ε.

(c) The closure ofM in (P(E), ρ) is compact.

We say that a net µα converges to µ weakly if we have for all f ∈ Cb(E)
that ∫

fdµα →
∫
fdµ.

The weak topology and the Prohorov metric are nicely connected by the
following theorem.

Theorem 2.3.4 (Portmanteau). Let (E, d) be complete and separable. Then
the weak topology is metrizable by the Prohorov metric. Furthermore, let µn ∈
P(E) be a sequence of probability measures and let µ ∈ P(E). The following
are equivalent.

(a) limn→∞ ρ(µn, µ) = 0.

(b) µn converges to µ weakly.

(c) For all closed sets A ⊆ E, we have lim supn→∞ µn(A) ≤ µ(A).

(d) For all open sets A ⊆ E, we have lim infn→∞ µn(A) ≥ µ(A).

We will say that a net ofE valued random variablesXα converges to a ran-
dom variable X in distribution or weakly if their push-forward measures
µα on E converge weakly to the push-forward µ of X . We will, however,
not distinguish between these two di�erent de�nitions of convergence and
use them interchangeably. For example, if we say that a family of random
variables is weakly compact, we technically mean that the family of push-
forward measures is weakly compact.

2.3.2 The Skorokhod space

For a complete separable metric space (E, d), we denote by DE(R+) the
space of all functions x : R+ → E that are right continuous and have left
limits. We will denote by x(t−) = limr↑t x(r) the left limit of x at t.
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Next, we equip DE(R+) with a metric that will turn DE(R+) into a com-
plete separable metric space. Denote by Λ′ the collection of strictly increas-
ing functions λ : R+ → R+ that are also surjective. Denote by Λ ⊆ Λ′ the
set of Lipschitz continuous λ ∈ Λ′ such that

γ(λ) := sup
s>t≥0

∣∣∣∣log
λ(s)− λ(t)

s− t

∣∣∣∣ <∞.
First de�ne q = d ∧ 1, to obtain a bounded metric that is equivalent to d.
Then, de�ne for x, y ∈ DE(R+)

r(x, y) := inf
λ∈Λ

[
γ(λ) ∨

∫ ∞
0

e−ur(x, y, λ, u)du

]
,

where

r(x, y, λ, u) = sup
t≥0

q(x(t ∧ u), y(λ(t) ∧ u)).

The metric r inherits desirable properties from d.

Theorem 2.3.5 (Theorem 3.5.6, Ethier and Kurtz [1986]). If (E, d) is sepa-
rable, then (DE(R+), r) is separable. If (E, d) is complete, then (DE(R+), r)
is complete.

Additionally, even though we allow for jumps in the trajectories in
DE(R+), this does not happen to often.

Lemma 2.3.6 (Lemmas 3.5.1 and 3.7.7 Ethier and Kurtz [1986]). If x ∈
DE(R+), then x only has at most countable points of discontinuity. IfX is a
process with sample paths in DE(R+) then the complement of

D(X) := {t ≥ 0 |P[X(t) = X(t−)] = 1}

is at most countable.

The following result is the basis under the study of weak convergence of
Markov processes via their transition semigroups.

Theorem2.3.7 (Theorem 3.7.8 Ethier and Kurtz [1986]). LetE be separable
and let {Xn}n≥1 be processes with sample paths in DE(R+).

(a) If Xn → X in distribution then

(Xn(t1) . . . , Xn(tk))→ (X(t1), . . . , X(tk)) (2.3.1)

in distribution for all �nite sets {t1, . . . , tk} ⊆ D(X).
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(b) If the sequence {Xn} is relatively compact and there exists a dense set
D ⊆ D(X) such that (2.3.1) holds for all {t1, . . . , tk} ⊆ D, thenXn →
X in distribution.

For the convergence processes (b) is of interest as it implies a reduction in
di�culty.
The veri�cation of relative compactness of a sequence of processes Xn is
a technical issue, that is normally carried out in two steps. First, compact
containment is veri�ed. This entails proving that up to a �xed time T ≥ 0,
the laws of the of Xn(t), for t ≤ T and n ≥ 1, are uniformly tight. The
second step is to verify that for each f in some dense set in Cb(E), the
processes t 7→ f(Xn(t)) are relatively compact in DR(R+); an issue that
is veri�able explicitly. See Sections 3.8 and 3.9 in Ethier and Kurtz [1986].

Proving that (2.3.1) holds goes well together with the structure of Markov
processes. In particular, using the Markov property (2.3.1) can be reduced
to the convergence of the distribution at time 0 and the convergence of the
transition semigroups that we will introduce in Section 2.3.3 below.

2.3.3 The semigroup of transition operators of a Feller process

A �ltration F on DE(R+)is a collection of σ-algebras {Ft}t≥0 such that
Fs ⊆ Ft ⊆ B(DE(R+)) if s ≤ t. Let X denote the coordinate process on
DE(R+). The �ltration FX = {FXt }t≥0 on DE(R+) generated by X is
de�ned by

FXt := σ {X(s) | s ≤ t} .

We say that X is a Markov process if

P
[
X(t+ s) ∈ B

∣∣FXt ] = P [X(t+ s) ∈ B |X(t)] (2.3.2)

for all s, t ≥ 0 and B ∈ B(E). Additionally, we say that X is strongly
Markov if

P
[
X(τ + s) ∈ B

∣∣FXτ ] = P [X(τ + s) ∈ B |X(τ)] (2.3.3)

for all s ≥ 0, B ∈ B(E) and stopping times τ , such that τ < ∞ almost
surely.
We say that P (t, x,B) on R+ × E × B(E) is a time-homogeneous tran-
sition function if P (t, x, ·) ∈ P(E), P (0, x, ·) = δx, P (·, ·, B) is measur-
able in the �rst two coordinates for all B ∈ B(E) and P (t + s, x,B) =
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∫
P (s, y,B)P (t, x,dy) for all s, t ≥ 0, x ∈ E and B ∈ B(E). Finally, we

say thatP is a transition function for a time-homogeneous Markov process
X if

P
[
X(t+ s) ∈ B

∣∣FXt ] = P (t,X(t), B)

for all s, t ≥ 0 and B ∈ B(E).
In the case that E is compact, there is a well known functional analytic
point of view on the transition function of a Markov process. Even though
this approach can be extended to Polish spaces as we will show in Chapter
9, we restrict ourselves here to compact spaces.
Let {X(t)}t≥0 be a Markov process on E whose trajectories take values in
DE(R+). For f ∈Mb(E), we de�ne the semigroup {S(t)}t≥0 by

S(t)f(x) = E [f(X(t)) |X(0) = x] .

If S(t)C(E) ⊆ C(E), we callX a Feller process. Clearly, S(t) is contractive
and the property that X takes values in DE(R+) combined with the fact
that E is compact, yields the fact that {S(t)}t≥0 is a strongly continuous
semigroup on (C(E), ||·||).
Analogously to the question posed for general semigroups, here the ques-
tion can be asked whether for a given operators (A,D(A)) one can �nd a
Markov process such that the transition semigroup has A as its generator.
The construction of a process via the Lumer-Phillips theorem for discrete
interacting particle systems is carried out in Liggett [1985]. The construc-
tion of di�usion semigroups can be found in Ethier and Kurtz [1986] and
Engel and Nagel [2000].
The theory of semigroups can also be applied to study approximation ques-
tions. Suppose that we have a sequence of Feller processesXn with trajecto-
ries inDEn(R+). We suppose that there are continuous maps ηn : En → E
and we suppose that limn ηnEn = E in the sense that for every x ∈ E,
there are xn ∈ En such that ηn(xn)→ x.
The map ηn induces a continuous map ηn : (C(E), ||·||) → (C(En), ||·||)
by ηnf(x) = f(ηnx). We �nd ourselves in the setting of Theorem 2.1.14
and 2.2.4. Thus, suppose that the semigroups and generators of Xn are de-
noted by {Tn(t)}t≥0 and (An,D(An)), and suppose there is some limiting
operator (A,D(A)) such that A ⊆ ex − limAn that generates a semi-
group {T (t)}t≥0. It follows that for fn ∈ C(En) and f ∈ C(E) such that
||ηnf − f || → 0, we have

lim
n→∞

sup
t≤T
||Tn(t)fn − ηnT (t)f || = 0.
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Suppose X is the process on DE(R+) with semigroup {T (t)}t≥0 and sup-
pose that ηnXn(0)→ X(0). By repeated conditioning of our processes, the
convergence of the semigroups of conditional expectations yields the con-
vergence of the �nite dimensional distributions as required in (b) of Theo-
rem 2.3.7. Moreover, the veri�cation that the processes t 7→ fn(Xn(t)) are
relatively compact inDR(R+) follows as a consequence of the convergence
A ⊆ ex− limAn.

For non-compact spaces E the transition semigroup is in general not
strongly continuous for the norm topology on Cb(E).

Example 2.3.8. Consider standard Brownian Motion on R. The transition
functions P (t, x, ·) are given in terms of their Radon-Nikodym derivative
with respect to the Lebesgue measure:

P (t, x,dy)

dy
=

1√
2πt

e−
(y−x)2

2t .

The corresponding transition semigroup {S(t)}t≥0 is strongly continuous
on (C0(R), ||·||). On the other hand, it is not strongly continuous on Cb(E).
Consider for example the function f(x) = sin(x2). Because the oscillations
of the function increase as |x| → ∞, we do not have ||S(t)f − f || → 0.

A di�erent, probabilistic, approach has been proposed by Stroock and
Varadhan [1969a,b] and is based on the following observation.

Lemma 2.3.9. Let E be a compact metric space and let P be a Markov
measure on DE(R+). Denote by {S(t)}t≥0 the transition semigroup and by
(A,D(A)) the generator of the process. Let f ∈ D(A), then

Mf (t) := f(X(t))− f(X(0))−
∫ t

0
Af(X(s))ds

is a mean 0 FX martingale.

Note that this result follows from Lemma 2.1.3 (d).

2.3.4 The martingale problem

The insight by Stroock and Varadhan was that the result of Lemma 2.3.9
can be taken as a starting point for the construction of a Markov process
on Polish spaces E. For more information on this approach, see Stroock
and Varadhan [1979], Ethier and Kurtz [1986].
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De�nition 2.3.10 (The martingale problem). Let A : D(A) ⊆ Cb(E) →
Cb(E) be a linear operator. For (A,D(A)) and a measure ν ∈ P(E), we
say that P ∈ P(DE(R+)) solves the martingale problem for (A, ν) if for
all f ∈ D(A)

f(X(t))− f(X(0))−
∫ t

0
Af(X(s))ds

is a mean 0 FX martingale under P, and if the law of X(0) under P equals
ν.

We denote the set of all solutions to the martingale problem, for varying
initial measures ν, byMA. We say that uniqueness holds for the martingale
problem if for every ν ∈ P(E) the set {P ∈MA |PX(0)−1 = ν} is empty
or a singleton. Furthermore, we say that the martingale problem is well-
posed if this set is a singleton.

Regarding well-posedness, we have the following result [Ethier and Kurtz,
1986, Theorem 4.5.11].

Theorem 2.3.11. LetA ⊂ Cb(E)×Cb(E) and suppose thatD(A) contains
an algebra that separates points and vanishes nowhere. Suppose that for each
compactK ⊂ E, ε > 0 and T > 0, there exists a compactK ′ = K ′(K, ε, T )
such that

P
[
X(t) ∈ K ′ for all t < T,X(0) ∈ K

]
≥ (1− ε)P [X(0) ∈ K]

for all P ∈ MA. Additionally, assume that the martingale problem for A is
well posed. Then the solutions to the Martingale problem are strong Markov
processes corresponding to a semigroup that maps Cb(E) into Cb(E).

Note that unlessE is compact, the result does not imply that the semigroup
is strongly continuous for the supremum norm topology. In Chapter 9, we
show that by using a suitably changed topology, the strong continuity can
also be obtained for Markov processes on Polish E.

2.4 large deviations

We �rst start with some basic de�nitions on the large deviation principle.
Afterwards, we will focus on large deviations for Markov processes.

De�nition 2.4.1 (Rate function). We say that I : E → [0,∞] is a
rate function if I is lower semi-continuous, i.e. for all α ∈ R+, the set
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{x ∈ E | I(x) ≤ α} is closed. We say that I is good if the level sets
{x ∈ E | I(x) ≤ α} are compact.

Now consider a sequence of measures µn ∈ P(E).

De�nition 2.4.2 (Large deviation principle). We say that the sequence
{µn}n≥1 satis�es the large deviation principle with rate function I and nor-
malisation rn if the following inequalities hold for any set A ∈ B(E)

lim inf
n→∞

1

rn
logµn(A) ≤ − inf

x∈A◦
I(x),

lim sup
n→∞

1

rn
logµn(A) ≤ − inf

x∈A
I(x).

The study of large deviations involves many concepts that are analogous to
concepts in the study of weak convergence. In a sense the large deviation
principle is an exponential version of properties (c) and (d) of the Portman-
teau theorem, 2.3.4. Note however that we assume both an upper and lower
bound for the large deviation principle as opposed to the equivalence that
holds in the case of weak convergence.
The functional form of the large deviation principle is given by Varadhan’s
lemma, see Theorem 4.3.1 in Dembo and Zeitouni [1998].

Theorem 2.4.3 (Varadhan). Suppose that the random variables Zn, with
laws µn ∈ P(E) satisfy the large deviation principle with normalisation rn
and good rate function I . Let f : E → R be continuous. Assume either the
tail condition

lim
M→∞

lim sup
n→∞

1

rn
logE

[
ernf(Zn)

1{f(Zn)≥M}

]
= −∞,

or the following moment condition for some γ > 1,

lim sup
n→∞

1

rn
logE

[
eγrnf(Zn)

]
<∞.

Then

lim
n→∞

1

rn
logE

[
ernf(Zn)

]
= sup

x∈E
{f(x)− I(x)} .

As a corollary, we can prove large deviation principles for tilted measures.
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Corollary 2.4.4. Suppose that the sequence µn ∈ P(E) satis�es the large
deviation principle with normalisation rn and good rate function I . Let
f : E → R be bounded and continuous. Then the sequence of probability
measures νn, de�ned by

dνn
dµn

= ernfZ−1
n,f ,

where Zn,f is a normalising constant, satis�es the large deviation principle
with normalisation rn and good rate function

J(x) = I(x)− f(x)− inf
y∈E
{I(y)− f(y)} .

An inverse to Varadhan’s lemma is given by Bryc’s Theorem, see Theorem
4.4.2 in Dembo and Zeitouni [1998]. This shows that, as in the weak con-
vergence setting, the functional and probabilistic versions of the theory are
equivalent.
Also the concept of tightness has an exponential variant.

De�nition 2.4.5 (Exponential tightness). We say that a family of measures
{µn}n≥1 on E is exponentially tight with rate rn if for every α <∞ there
exists a compact set Kα ⊆ E such that

lim sup
n→∞

1

rn
logµn(Kc

α) < −α.

The contraction principle shows that a large deviation principle can be
pushed forward, Theorem 4.2.1 in Dembo and Zeitouni [1998].

Theorem 2.4.6 (Contraction principle). Let E,F be Hausdor� spaces and
let f : E → F be a continuous function. Consider a good rate function
I : E → [0,∞].

(a) For each y ∈ F , de�ne

I ′(y) = inf {I(x) |x ∈ X, y = f(x)} ,

where we set inf ∅ =∞. Then I ′ is a good rate function on Y .

(b) If a sequence of probability measures µn satis�es the large deviation prin-
ciple with rate function I on E, then the probability measures f#µn =
µn ◦ f−1 satisfy the large deviation principle on F with rate function I ′.
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2.4.1 Large deviations for Markov processes

A main question in this thesis is whether the large deviation principle can
be proven for the trajectories of Markov processes. In particular, we con-
sider a sequence of Markov processes Yn on spaces En. We assume the
existence of some Polish space E, and connecting maps ηn : En → E.
We de�ne the processes Xn by Xn(t) := ηn(Yn(t)). Note that the process
Xn(t) is not necessarily Markov and might live in a space that is lower-
dimensional than the original processes. For example Yn could model spin
�ip dynamics on {−1, 1}n, whereas Xn = n−1

∑
i≤n Yn(i) models the

empirical magnetisation in [−1, 1].
As in the study of weak convergence of processes, the large deviation prin-
ciple on the Skorokhod space is a consequence of the large deviation prin-
ciple of the �nite dimensional distributions and exponential tightness. The
following result is the large deviation analogue of Theorem 2.3.7.

Theorem2.4.7 (Theorem 4.28 Feng and Kurtz [2006]). Suppose {Xn}n≥1 is
exponentially tight inDE(R+). Suppose that for each set {t1 = 0, t1, . . . , tk}
the random variables {Xn(t1), . . . , Xn(tk)}n≥1 satisfy the large deviation
principle in Ek with rate function It1,...,tk . Then {Xn}n≥1 satisfy the large
deviation principle in DE(R+) with good rate function

I(x) = sup
{ti}⊆∆c

x

It1,...,tk(x(t1), . . . , x(tk)),

where {ti} is shorthand for all sets of the form {t1, . . . , tk} and where ∆x is
the set of times where x is discontinuous.

As in the setting of weak convergence of Markov processes, the �nite di-
mensional rate functions can be treated by conditioning.

Proposition 2.4.8 (Proposition 3.25 in Feng and Kurtz [2006]). Suppose
{Xn, Yn}n≥1 is exponentially tight in the product space (F1 × F2), where
F1, F2 are Polish. Suppose µn ∈ P(E1 × E2) is the law of (Xn, Yn) and
suppose that µn(dx,dy) = µn(dy |x)µn(dx), where µn(dy |x) is a version
of a regular conditional probability. For f ∈ Cb(F2), denote

Λ2,n(f |x) :=
1

n
log

∫
enf(y)µn(dy |x).

Suppose there exists a continuous function Λ2(f |x) such that Λ2,n(f | ·)→
Λ2(f | ·) uniformly on compact sets. For x ∈ F1 and y ∈ F2, de�ne

I2(y |x) = sup
f∈Cb(F2)

f(y)− Λ2(f |x).
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If {Xn}n≥1 satis�es the large deviation principle on F1 with good rate func-
tion I1, then {Xn, Yn} satis�es the large deviation principle on F1×F2 with
good rate function I(x, y) = I1(x) + I2(y |x).

The same result holds under the condition that there exists a sequence of sets
Kn ⊆ F1, such that

lim
n→∞

sup
x∈Kn

|Λ2(f |x)− Λ2,n(f |x)| = 0 (2.4.1)

and limn n
−1 logµn(Kc

n × F2) = −∞.

Given exponential tightness on the Skorokhod space, this proposition gives
us the means to reduce the study of a �nite dimensional large deviation
problem to the study of the large deviations of the �rst marginal and a
semigroup approximation issue.

Denote by {Sn(t)}t≥0 the transition semigroups of the processes Yn on
En and denote their exponential transforms by {Vn(t)}t≥0, i.e. Vn(t) =
n−1 logSn(t)enf . Note that {Vn(t)}t≥0 inherits the semigroup property
of {Sn(t)}t≥0. Suppose that there exists a limiting semigroup {V (t)}t≥0

in the sense that

lim
n→∞

||Vn(t)ηnf − ηnV (t)f || = 0 (2.4.2)

for all f ∈ Cb(E). Note that the use of the uniform topology can be relaxed
to the topology of uniform convergence on compact sets. Given the fact
that we work with di�erent spaces En, we restrict ourselves here to the
uniform topology.

To prove the large deviation principle of {Xn}n≥1 in DE(R+), where
Xn = ηn(Yn) and E = limn ηn(En), we take an arbitrary �nite collec-
tion of times {t1 = 0, t1, . . . , tk}. To apply Proposition 2.4.8, we start
by decomposing Ek into F1 = Ek−1 and F2 = E. Taking Λ2,n(f, ·) =
Vn(tk− tk−1)f , the condition in (2.4.1) follows from (2.4.2) where we have
takenKn = (η−1

n (En))k−1. Because the process Yn takes values onEn, we
have µn(Kc

n) = 0. Hence, the result follows if we know the large deviation
principle for the set of times {t1, . . . , tk−1}.
Iterating this process gives the large deviation principle under the condi-
tion that we have exponential tightness, the large deviation principle for
the time 0 marginal, and the existence of a limiting semigroup.
The chain rule gives us that the generator of Vn(t) should be Hnf :=
1
ne
−nfAne

nf . As in the case of linear semigroups, the existence of a limit-
ing operator H ⊆ ex− limHn that generates a semigroup, is a major step
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towards the large deviation principle. The operators Hn can also be used
to obtain exponential tightness.

Theorem 2.4.9 (Corollary 4.17 Feng and Kurtz [2006]). Let En, E be com-
pact. Let F ⊆ Cb(E) separate points and let F be closed under addition.
Suppose that for each λ ∈ R and f ∈ F , there exists (fn, gn) ∈ Hn such
that supn ||fn|| <∞ and

lim
n
||fn − ηnf || = 0 sup

n
sup
x∈En

gn(x) = Cλ(f) <∞.

Then {Xn}n≥1 is exponentially tight.

The full large deviation principle can, thus, also be established. The follow-
ing result is a special case of Theorem 6.14 in Feng and Kurtz [2006].

Theorem 2.4.10. Suppose that {En}n≥1 is a sequence of compact separable
metric spaces, and let E be a compact separable metric space. Let ηn : En →
E be measurable maps. Assume that E = limn ηn(En). Let Yn be a Markov
process on En with generator An and transition semigroup {Sn(t)}t≥0.

Denote by Hnf = e−nfAne
nf and let H ⊆ ex − limHn where D(H) is

closed under addition and dense in (C(E), ||·||). Furthermore, suppose that
the comparison principle is satis�ed for u − λHu = h for all λ > 0 and
h ∈ Cb(E).

SetXn = ηn(Yn) and suppose that {Xn(0)}n≥1 satis�es the large deviation
principle in E with good rate function I0.

Then (H,D(H)) generates a strongly continuous semigroup {V (t)}t≥0 as in
Theorem 2.2.4 such that

sup
t≤T
||Vn(t)ηnf − ηnV (t)f || = 0

for all T ≥ 0 and f ∈ C(E).

Additionally, {Xn} satis�es the large deviation principle in DE(R+) with
good rate function I given by

I(x) = sup
t1=0,t2,...,tk

I0(x(0)) +
k∑
i=1

Iti−ti−1(x(ti) |x(ti−1)

and where It(y |x) = supf∈C(E) f(y)− V (t)f(x).
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Proof. That (H,D(H)) generates a semigroup {V (t)}t≥0 and that we have
convergence of the semigroups Vn to the limiting semigroup is a conse-
quence of Theorem 2.2.4. Exponential tightness of {Xn}n≥1 follows by
Theorem 2.4.9. The large deviation principle and the form of the rate func-
tion follow from Theorem 2.4.7 and Proposition 2.4.8.

2.4.2 Variational representation of the rate function

The following non-rigorous introductory section on variational represen-
tations of the rate function only considers the large deviation behaviour
of sequences of processes {Xn(t)}t≥0 that take values in a compact sub-
set E ⊆ Rd. We assume that all conditions for Theorem 2.4.10 are satis-
�ed, but that E ⊆ Rd. Additionally, we assume that D(H) = C1(E) and
that the operator (H,D(H)) is of the formHf(x) = H(x,∇f(x)), where
H : E ×Rd → R is continuously di�erentiable and where p 7→ H(x, p) is
convex for every �xed x and strictly convex for x ∈ E◦.
There are some additional technical assumptions on H that we will not
mention here. The statements given below will be made rigorous in Chap-
ter 3 below. In Chapter 6, we will prove a similar representation in a more
abstract setting.

We introduce a new semigroup, the Nisio semigroup V(t), for which we
will prove that V(t)f = V (t)f if f ∈ C(E). The new semigroup is given
as a variational problem where one optimises a pay-o� f(γ(t)), but where
a cost is paid that depends on the whole trajectory {γ(s)}0≤s≤t. This cost
is accumulated over time and is given by the Lagrangian. We de�ne this
Lagrangian by taking the Legendre-Fenchel transform of H :

L(x, u) := sup
p∈Rd

{〈p, u〉 −H(x, p)}

= sup
f∈C1(E)

{〈∇f(x), u〉 −Hf(x)}

Because p 7→ H(x, p) is convex and continuous, it follows by the Fenchel
Moreau theorem that also

Hf(x) = H(x,∇f(x)) = sup
u∈Rd

{〈∇f(x), u〉 − L(x, u)} .
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Let AC be the space of absolutely continuous trajectories in E ⊆ Rd, and
set ACx be the trajectories in AC that start in x. Using L, we de�ne the
Nisio semigroup for measurable functions f on E:

V(t)f(x) = sup
γ∈ACx

f(γ(t))−
∫ t

0
L(γ(s), γ̇(s))ds.

We expect the semigroup V(t) to be related to V (t) because of the follow-
ing non-rigorous calculation. Consider a continuously di�erentiable func-
tion f , then[

d

dt
V(t)f(x)

]
t=0

=
d

dt

[
sup
γ∈ACx

f(γ(t))−
∫ t

0
L(γ(s), γ̇(s))ds

]
t=0

= sup
γ∈ACx

d

dt

[
f(γ(t))−

∫ t

0
L(γ(s), γ̇(s))ds

]
t=0

= sup
γ∈ACx

〈∇f(γ(0)), γ̇(0)〉 − L(γ(0), γ̇(0))

= sup
u
〈∇f(x), u〉 − L(x, u)

= Hf(x).

In other words, formally the generator of {V(t)}t≥0 equals the generator
of {V (t)}t≥0 which should imply that the semigroups coincide.

A rigorous approach to proving that V(t)f = V (t)f for f ∈ C(E) is
via the resolvent. By Theorem 2.2.4, we know that there exists a resolvent
operator {R(λ,H)}λ>0 such that for all h in a dense set Dλ ⊆ C(E) we
have that R(λ,H)h is a viscosity solution to u− λHu = h and such that

V (t)f = lim
n
R

(
λ

n
,H

)n
f.

To connect the variational semigroup to the resolvent, we de�ne the follow-
ing variational resolvent, using the intuition that the resolvent is related to
the behaviour of the system at an exponential random time:

R(λ)h(x) = sup
γ∈ACx

∫ ∞
0

1

λ
e−λ

−1t

(
h(γ(t))−

∫ t

0
L(γ(s), γ̇(s))

)
dt.

Following the �rst part of the proof of Theorem 8.27 in Feng and Kurtz
[2006], we obtain the following important result.
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Lemma 2.4.11. For λ > 0, we have R(λ)C(E) ⊆ C(E) and R(λ)h is a
viscosity solution of f(x)− λH(x,∇f(x))− h(x) = 0.

As a consequence of the last lemma, we see that if f(x)−λH(x,∇f(s))−
h(x) = 0 satis�es the comparison principle for all λ > 0 and h ∈ C(E),
then R(λ)h = R(λ,H)h. Additionally, in Lemma 8.18 in Feng and Kurtz
[2006] it is proven for f ∈ C(E) that

V(t)f(x) = lim
n→∞

R(n−1)bntcf(x),

which yields that V (t)f = V(t)f . Using this identi�cation, Feng and Kurtz
obtain the following result. Note that their result holds in a more general
setting.

Theorem 2.4.12 (Feng and Kurtz [2006], Corollary 8.29). Let the Assump-
tions for Theorem 2.4.10 be satis�ed. Let E ⊆ Rd be compact and let H be
of the form Hf(x) = H(x,∇f(x)), where H : E × Rd → R is continuous
and convex in the second coordinate.

Let f(x) − λH(x,∇f(x)) − h(x) = 0 satisfy the comparison principle for
every λ > 0 and h ∈ C(E).

Suppose that the sequence Xn(0) satis�es the large deviation principle with
good rate function I0. Then, {Xn}n≥1 is exponentially tight inDE(R+) and
satis�es the large deviation principle with rate function I given by

I(γ) :=

I0(γ(0)) +
∫∞

0 L(γ(s), γ̇(s))ds if γ ∈ AC,

∞ if γ /∈ AC.

2.5 locally convex spaces

As noted in Section 2.3.3, the space (Cb(E), ||·||) is not suitable for the study
of Markov transition semigroups in the case that E is non-compact. This
problem becomes clear on a more abstract level in the counterpart of the
Riesz representation theorem. For a compact metric space E, the continu-
ous dual space of (C(E), ||·||) is given by the spaceM(E) of Radon mea-
sures of bounded total variation on E. For non-compact E, however, this
identi�cation breaks down and the dual space of (Cb(E), ||·||) is strictly
larger than the space of Radon measures of bounded total variation.
To restore the connection of Cb(E) withM(E) for Polish E, we need to
consider the strict topology β, which is a weaker locally convex topology
on Cb(E).
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We will introduce some general notation from the theory of locally convex
spaces, see Köthe [1969] or Treves [1967].
Let X be some vector space. We say that p : X → R+ is a semi-norm if for
λ ∈ R and x, y ∈ X , we have
(a) p(λx) = |λ|p(x),
(b) p(x+ y) ≤ p(x) + p(y).

De�nition 2.5.1 (Locally convex spaces). A locally convex space (X, τ) is a
vector spaceX , equipped with a topology τ which is generated by a family
of semi-norms {pi}i∈I for some index set I . In other words, a basis for the
topology is given by the collection of sets

{x ∈ X | pi(x0 + x) < c}, x0 ∈ X, c > 0, i ∈ I.

We will always assume that τ is Hausdor�, which is the case if⋂
i∈I
⋂
c>0{x ∈ X | pi(x) < c} = {0}.

We say that a set A ⊆ X is convex if for all x, y ∈ A and λ such that
|λ| ≤ 1 the element λx+(1−λ)y ∈ A. We say thatA is absolutely convex
if it is convex and if for every λ ∈ [−1, 1] and x ∈ A, we have λx ∈ A. We
say that A is bounded if for any sequence {xn}n≥1 in A and sequence of
non-negative real numbers λn such that λn → 0, we have that λnxn → 0.
We will say that (X, τ) is complete if it is complete as a uniform space. In
other words, if every Cauchy net converges. A Cauchy net {xα}α∈J is a
net such that for every τ continuous semi-norm p, there exists β ∈ J such
that for all α1, α2 ≥ β, we have p(xα1 − xα2) ≤ 1. We say that (X, τ) is
sequentially complete, if every Cauchy sequence converges.

By X∗ we denote the algebraic dual of X , the space of all linear maps
x∗ : X → R. By X ′ we denote the continuous dual of X , the space of all
maps x′ ∈ X∗ that are continuous for τ . Finally, X+ is the sequential dual
of X :

X+ := {f ∈ X∗ | f(xn)→ 0, for every sequence xn ∈ X converging to 0}.

For any element x∗ ∈ X∗, we write 〈x, x∗〉 = x∗(x) for the canonical
pairing between X and X∗.
We say that a family S ⊆ X ′ is τ equi-continuous on X if there exists a τ
continuous semi-norm p such that

sup
x′∈S
|〈x, x′〉| ≤ p(x).
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The dual paring of X and X ′ can be used to construct topologies on both
spaces. Denote by σ(X,X ′) the weak topology on X , which is generated
by all semi-norms px′(x) = |〈x, x′〉|. Note that this topology is Hausdor�
by the Hahn-Banach theorem and that it is weaker than τ . Similarly, one
can de�ne the weak topology σ(X ′, X) on X ′. A �rst result on the weak
topology on X ′ is that (X ′, σ(X ′, X))′ = X , which symmetrises many of
the results that will follow in X and X ′.

Let A ⊆ X . We denote by A◦ ⊆ X ′ the polar of A, which is de�ned by

A◦ :=
{
x′ ∈ X ′

∣∣∀x ∈ A : |〈x, x′〉| ≤ 1
}
.

The notation for the polar is the same as for the interior of a set. These two
notions are distinct and usually it is clear from the context which of the two
is meant. Otherwise, we will explicitly state which of two notions is used.
Note that A◦ is absolutely convex. Similarly, we de�ne the polar B◦ ⊆ X
of a set B ⊆ X ′. For A ⊆ X , we denote A◦◦ = (A◦)◦ for the bipolar of A
inX . The next theorem is a special case of the Fenchel-Moreau theorem in
convex analysis.

Theorem 2.5.2 (Bipolar theorem). Let A ⊆ X be weakly closed and abso-
lutely convex. Then A = A◦◦. In particular, if p is a τ continuous semi-norm
on X , then we have

p(x) = sup
x′∈{x|p(x)≤1}◦

|〈x, x′〉|,

and the set {x | p(x) ≤ 1}◦ is τ equi-continuous.

Note that this implies that the polarA◦ of a neighbourhoodA of 0 is always
equi-continuous. In fact, we have the following result.

Lemma 2.5.3. The following are equivalent.
(a) B ⊆ X ′ is τ equi-continuous.

(b) There exists a τ -neighbourhood A of 0 in X such that B ⊆ A◦.

The following is a well known theorem on weak compactness of polars in
the dual space.

Theorem 2.5.4 (Bourbaki-Alaoglu). If A ⊆ X is a neighbourhood of 0 for
the topology τ , then U◦ is compact in (X ′, σ(X ′, X)).
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Combining the Bipolar and the Bourbaki-Aloaglu theorem, we see that all
τ continuous semi-norms are of the form

p(x) = sup
x′∈S
|〈x, x′〉|

for some collection S of weakly compact and absolutely convex sets in
X ′. It is not true however, that all weakly compact and absolutely convex
sets generate a τ continuous semi-norm in this way. This can be seen by
considering σ(X,X ′) in the case that (X, τ) is a Banach space.

2.5.1 Admissible topologies

To study the question of topologies generated by absolutely convex sets
in the dual, we identify the largest possible class of semi-norms. For a set
B ⊆ X ′, we set pB(x) := supx′∈B |〈x, x′〉|. Note that a set B ⊆ X ′ is
weakly bounded if for every x ∈ X , we have supx′∈B |〈x, x′〉| < ∞. It
follows that pB is a semi-norm if and only if B is weakly bounded.
We say that a collection B of sets B ⊆ X ′ is total if the linear span of the
union of these subsets is weakly dense in X ′.

Lemma 2.5.5. Suppose that B is a collection of weakly bounded subsets of
X ′, then the collection of semi-norms {pB}B∈B de�ned a locally convex Haus-
dor� space if and only if B is total.

Using total collections of weakly bounded subsets, we can de�ne various
topologies on X . We single out three special cases:

• The weak topology σ(X,X ′) where B is the collection singletons in
X ′.

• The Mackey topology µ(X,X ′), where B is the collection of all
weakly compact absolutely convex sets in X ′.

• The strong topology β(X,X ′) whereB is the collection of all weakly
bounded sets in X ′.

Similarly, we can de�ne σ(X ′, X), µ(X ′, X) and β(X ′, X).
By the Bourbaki-Alaoglu theorem, we have that the topology τ satis�es
σ(X,X ′) ⊆ τ ⊆ µ(X,X ′). Moreover, we have the following result.

Theorem 2.5.6 (Mackey-Arens). Consider the locally convex space (X, τ).
The weak topology on X is the weakest locally convex topology on X such
that (X,σ(X,X ′))′ = X ′, whereas the Mackey topology is the strongest
locally convex topology such that (X,µ(X,X ′))′ = X ′.
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We conclude this section with two general de�nitions.

De�nition 2.5.7. We say that (X, τ) is barrelled if µ(X,X ′) = β(X,X ′).
We say that (X, τ) is strong Mackey if every weakly compact set in X ′ is
contained in a absolutely convex weakly compact set.

Note that both properties are of the form that a topology in general stronger
than the Mackey topology, in fact, coincides with the Mackey topology.
The �rst property is very strong and holds for example for Banach spaces.
The second property is quite a bit weaker but occurs naturally as well. It
is particularly interesting as the notions of weak compactness and equi-
continuity coincide. This fact is for example used for the proof of Lemma
8.2.2.

2.5.2 The strict topology on the space of continuous and bounded functions

Having introduced the general terminology of locally convex spaces, we
are able to introduce a particularly interesting space for the purposes of
measure theory.

We return to the setting where (E, d) is a Polish space. For every com-
pact set K ⊆ E, de�ne the semi-norm pK(f) := supx∈K |f(x)|.
The compact-open topology κ on Cb(E) is generated by the semi-norms
{pK |K compact}. We de�ne a new collection of semi-norms in the fol-
lowing way. Pick a non-negative sequence an in R such that an → 0. Also
pick an arbitrary sequence of compact sets Kn ⊆ E. De�ne

p(Kn),(an)(f) := sup
n
anpKn(f). (2.5.1)

The strict topology β, de�ned on Cb(E) is generated by the semi-norms{
p(Kn),(an) |Kn compact, 0 < an → 0

}
,

see Theorem 3.1.1 in Wiweger [1961] and Theorem 2.4 in Sentilles [1972].
Note that in the latter paper, the topology introduced here is called the
substrict topology. However, Sentilles shows in Theorem 9.1 that the strict
and the substrict topology coincide when the underlying space E is Polish.
Note that if additionally (E, d) is locally compact, then the strict topology
can also be given by the collection of semi-norms

pg(f) := ||fg||
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where g ranges over C0(E).

The strict topology is the ‘right’ generalisation of the norm topology on
C(E) for compact metric E to the more general context of Polish spaces.
We give some of the properties of β.

Theorem 2.5.8. Let E be Polish. The locally convex space (Cb(E), β) satis-
�es the following properties.

(a) (Cb(E), β) is complete, strong Mackey and the continuous dual space co-
incides with the space of Radon measures onE of bounded total variation.

(b) (Cb(E), β) is separable.

(c) For any locally convex space (Y, τY ) and β to τY sequentially equi-
continuous family {Ti}i∈I of maps Ti : (Cb(E), β) → (Y, τY ), the
family I is β to τY equi-continuous.

(d) The norm bounded and β bounded sets coincide. Furthermore, on norm
bounded sets β and κ coincide.

(e) Stone-Weierstrass: LetM be an algebra of functions in Cb(E). IfM van-
ishes nowhere and separates points, thenM is β dense in Cb(E).

(f) Arzelà-Ascoli: A setM ⊂ Cb(E) is β compact if and only ifM is norm
bounded andM is an equi-continuous family of functions.

Proof. (a) and (c) follow from Theorems 9.1 and 8.1 in Sentilles [1972], The-
orem 7.4 in Wilansky [1981], Corollary 3.6 in Webb [1968] and Krein’s theo-
rem[Köthe, 1969, 24.5.(4)]. (b) follows from Theorem 2.1 in Summers [1972].
(d) follows by Theorems 4.7, 2.4 in Sentilles [1972] and 2.2.1 in Wiweger
[1961]. (e) is proven in Theorem 2.1 and Corollary 2.4 in Haydon [1976].
(f) follows by the Arzelà-Ascoli theorem for the compact-open topology,
Theorem 8.2.10 in Engelking [1989], and (d).

The strict topology is used in Chapter 9, where we show that if the martin-
gale problem on a Polish space is well-posed and the associated process sat-
is�es a compact containment condition, then the corresponding transition
semigroup is strongly continuous for the strict topology and the generator
of this semigroup extends the operator in the martingale problem.
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L A R G E D E V I AT I O N S F O R J U M P P R O C E S S E S W I T H
M E A N - F I E L D I N T E R A C T I O N

In this chapter, we consider the path-space large deviations of two mod-
els of Markov jump processes with mean-�eld interaction. The results pre-
sented are based on:

Richard Kraaij. Large deviations for �nite state Markov jump processes
with mean-�eld interaction via the comparison principle for an associated
Hamilton–Jacobi equation. Journal of Statistical Physics, 164(2):321–345,
2016b. ISSN 1572-9613. doi: 10.1007/s10955-016-1542-8.

In both examples, we have n particles or spins that evolve as a pure jump
process, where the jump rates of the individual particles depend on the em-
pirical distribution of all n particles. We prove the large deviation principle
(LDP) for the trajectory of these empirical quantities and show that the rate
function is in Lagrangian form. The �rst set of models that we consider are
conservative models that generalize the Ehrenfest model. In the one di-
mensional setting, this model is also known as the Moran model without
mutation or selection. For these models, the empirical quantity of interest
for large n is the empirical magnetisation. The second class of models are
jump processes of Glauber type such as Curie-Weiss spin �ip dynamics. In
this case, the empirical measure is given by

µn(t) :=
1

n

∑
i≤n

δσi(t),

where σi(t) ∈ {1, . . . , d} is the state of the i-th spin at time t. Under some
appropriate conditions, the trajectory µn(t) converges as n → ∞ to µ(t),
the solution of a McKean-Vlasov equation, which is a generalization of the
linear Kolmogorov forward equation which would appear in the case of
independent particles.
For the second class of models, we obtain a large deviation principle for
the trajectory of these empirical measures on the space DP({1,...,d})(R+)
of càdlàg paths on E := P({1, . . . , d}) of the form

P [{µn(t)}t≥0 ≈ γ] ≈ e−nI(γ)

55
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where

I(γ) = I0(γ(0)) +

∫ ∞
0
L(γ(s), γ̇(s))ds

for trajectories γ that are absolutely continuous and I(γ) =∞ otherwise.
In particular, I(γ) = 0 for the solution γ of the limiting McKean-Vlasov
equation. The Lagrangian L : E × Rd → R+ is de�ned as the Legendre
transform of a Hamiltonian H : E × Rd → R that can be obtained via a
limiting procedure

H(x,∇f(x)) = Hf(x) = lim
n

1

n
e−nfAne

nf . (3.0.1)

HereAn is the generator of the Markov process of {µn(t)}t≥0. More details
on the models and de�nitions follow shortly in Section 3.1.
Recent applications of the path-space large deviation principle are found in
the study of mean-�eld Gibbs-non-Gibbs transitions, see e.g. Ermolaev and
Külske [2010], van Enter et al. [2010] or the microscopic origin of gradient
�ow structures, see e.g. Adams et al. [2013], Mielke et al. [2014]. Other au-
thors have considered the path-space LDP in various contexts before, see
for example Freidlin and Wentzell [1998], Comets [1989], Léonard [1995],
Dai Pra and den Hollander [1996], Feng [1994], Budhiraja et al. [2011],
Borkar and Sundaresan [2012]. A comparison with these results follows
in Section 3.1.6.
The novel aspect of the results in this chapter with respect to large devia-
tions for jump processes is an approach via a class of Hamilton-Jacobi equa-
tions. In Feng and Kurtz [2006], a general strategy is proposed for the study
for large deviations of trajectories which is based on an extension of the
theory of convergence of non-linear semigroups by the theory of viscosity
solutions.As in the theory of weak convergence of Markov processes, this
program is carried out in three steps, �rst one proves convergence of the
generators, i.e. (3.0.1), secondly one shows that H is indeed the generator
of a semigroup. The third step is the veri�cation of the exponential compact
containment condition, which for our compact state-spaces is immediate,
that yields, given the convergence of generators, exponential tightness on
the Skorokhod space. This �nal step reduces the proof of the large devi-
ation principle on the Skorokhod space to that of the �nite dimensional
distributions, which can then be proven via the �rst two steps.
Showing thatH generates a semigroup is non-trivial and follows for exam-
ple by showing that the Hamilton-Jacobi equation

f(x)− λH(x,∇f(x))− h(x) = 0 (3.0.2)
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has a unique solution f for all h ∈ C(E) and λ > 0 in the viscosity sense. It
is exactly this problem that is the main focus of this chapter. An extra bonus
of this approach is that the conditions on the Markov processes for �nite
N are weaker than in previous studies, and allow for singular behaviour in
the jump rate for a particle to move from a to b in boundary regions when
the empirical average µ(a) is close to 0.
This approach via the Hamilton-Jacobi equation has been carried out in
Feng and Kurtz [2006] for Levy processes on Rd, systems with multiple
time scales and for stochastic equations in in�nite dimensions. In Deng et al.
[2011], the LDP for a di�usion process on (0,∞) is treated with singular
behaviour close to 0.

As a direct consequence of our large deviation principle, we obtain
a straightforward method to �nd Lyapunov functions for the limiting
McKean-Vlasov equation. If An is the linear generator of the empirical
quantity of interest of the n-particle process, the operator A obtained by
Af = limnAnf can be represented by Af(µ) = 〈∇f(µ),F(µ)〉 for some
vector �eld F. If solutions to

µ̇(t) = F(µ(t)) (3.0.3)

are unique for a given starting point and if the empirical measures µn(0)
converges to µ(0), the empirical measures {µn(t)}t≥0 converge almost
surely to a solution {µ(t)}t≥0 of (3.0.3). In Section 3.1.4, we will show
that if the stationary measures of An satisfy a large deviation principle
on P({1, . . . , d}) with rate function I0, then I0 is a Lyapunov function for
(3.0.3).

This chapter is organised as follows. In Section 3.1, we introduce the models
and state our results. Additionally, we give some examples to show how to
apply the theorems. In Section 3.2, we recall the main results from Feng
and Kurtz [2006] that relate the Hamilton-Jacobi equations (3.0.2) to the
large deviation problem. Additionally, we verify conditions from Feng and
Kurtz [2006] that are necessary to obtain our large deviation result with a
rate function in Lagrangian form, in the case that we have uniqueness of
solutions to the Hamilton-Jacobi equations. Finally, in Section 3.3 we prove
uniqueness of viscosity solutions to (3.0.2).
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3.1 main results

3.1.1 Two models of interacting jump processes

We do a large deviation analysis of the trajectory of the empirical magne-
tization or distribution for two models of interacting spin-�ip systems. We
replace the notation of the state-space E by E1 and E2. The �rst setting is
a d-dimensional Ehrenfest model.

Generalized Ehrenfest model in d-dimensions.
Consider d-dimensional spins σ = (σ(1), . . . , σ(n)) ∈ ({−1, 1}d)n. For
example, we can interpret this asn individuals with d types, either being−1
or 1. For k ≤ n, we denote the i-th coordinate of σ(k) by σi(k). Set xn =
(xn,1, . . . , xn,d) ∈ E1 := [−1, 1]d, where xn,i = xn,i(σ) = 1

n

∑n
j=1 σi(j)

the empirical magnetisation in the i-th spin. For later convenience, denote
by E1,n the discrete subspace of E1 which is the image of ({−1, 1}d)n
under the map σ 7→ xn(σ), i.e. E1,n = xn(({−1, 1}d)n). The spins evolve
according to mean-�eld Markovian dynamics with generator An:

Anf(σ) =
d∑
i=1

n∑
j=1

1{σi(j)=−1}r
i
n,+(xn(σ))

[
f(σi,j)− f(σ)

]
+

d∑
i=1

n∑
j=1

1{σi(j)=1}r
i
n,−(xn(σ))

[
f(σi,j)− f(σ)

]
.

The con�guration σi,j is obtained by �ipping the i-th coordinate of the j-
th spin. The functions rin,+, rin,− are non-negative and represent the jump
rate of the i-th spin �ipping from a −1 to 1 or vice-versa.
The empirical magnetisation xn itself also behaves Markovian and has
generator An : C(E1,n) → C(E1,n) which satis�es Anf(xn(σ)) :=
An(f ◦ xn)(σ) and is given by

Anf(x) =
d∑
i=1

{
n

1− xi
2

rin,+(x)

[
f

(
x+

2

n
ei

)
− f(x)

]

+ n
1 + xi

2
rin,−(x)

[
f

(
x− 2

n
ei

)
− f(x)

]}
,

where ei the vector consisting of 0’s, and a 1 in the i-th component.
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Under suitable conditions on the rates rin,+ and rin,−, we will derive a large
deviation principle for the trajectory {xn(t)}t≥0 in the Skorokhod space
DE1(R+) of right continuous E1 valued paths that have left limits.

Systems of Glauber type with d states.
We will also study the large deviation behaviour of copies of a Markov
process on {1, . . . , d} that evolve under the in�uence of some mean-�eld
interaction. Here σ = (σ(1), . . . , σ(n)) ∈ {1, . . . , d}n and the empirical
distribution µ is given by µn(σ) = 1

n

∑
i≤n δσ(i) which takes values in

E2,n :=

{
µ ∈ P(E2)

∣∣∣∣∣µ =
1

n

n∑
i=1

δxi , for some xi ∈ {1, . . . , d}
}
.

Of course, this set can be seen as discrete subset ofE2 := P({1, . . . , d}) =
{µ ∈ Rd |µi ≥ 0,

∑
i µi = 1}. We take some n-dependent family of jump

kernels rn : {1, . . . , d} × {1, . . . , d} × E2,n → R+ and de�ne Markovian
evolutions for σ by

Anf(σ(1), . . . , σ(n))

=

n∑
i=1

d∑
b=1

rn

(
σ(i), b,

1

n

n∑
i=1

δσ(i)

)[
f(σi,b)− f(σ)

]
,

where σi,b is the con�guration obtained from σ by changing the i-th coor-
dinate to b. Again, we have an e�ective evolution for µn, which is governed
by the generator

Anf(µ) = n
∑
a,b

µ(a)rn(a, b, µ)
[
f
(
µ− n−1δa + n−1δb

)
− f(µ)

]
.

As in the �rst model, we will prove, under suitable conditions on the jump
kernels rn a large deviation principle in n for {µn(t)}t≥0 in the Skorokhod
space DE2(R+).

3.1.2 Large deviation principles

The main results in this chapter are the two large deviation principles for
the two sets of models introduced above. To be precise, we say that the
sequence xn ∈ DE1(R+), or for the second case µn ∈ DE2(R+), satis�es
the large deviation principle with rate function I : DE1(R+) → [0,∞] if
I is lower semi-continuous and the following two inequalities hold:
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(a) For all closed sets G ⊆ DE1(R+), we have

lim sup
n→∞

1

n
logP[{xn(t)}t≥0 ∈ G] ≤ − inf

γ∈G
I(γ).

(b) For all open sets U ⊆ DE1(R+), we have

lim inf
n→∞

1

n
logP[{xn(t)}t≥0 ∈ U ] ≥ − inf

γ∈U
I(γ).

For the de�nition of the Skorokhod topology de�ned on DE1(R+), see for
example Ethier and Kurtz [1986]. We say that I is good if the level sets
I−1[0, a] are compact for all a ≥ 0.
Carrying out the procedure in (3.0.1) for our two sets of models, we obtain,
see Lemma 3.2.1 below, operators (H,D(H)), D(H) = C1(E) that are
of the form Hf(x) = H(x,∇f(x)), H : E × Rd → R. These are the
Hamiltonians that appear in Theorems 3.1.1 and 3.1.3.
For a trajectory γ ∈ DE1(R), we say that γ ∈ AC if the trajectory is
absolutely continuous. For the d-dimensional Ehrenfest model, we have
the following result.
Theorem 3.1.1. Suppose that there exists a family of continuous functions
vi+, v

i
− : E1 → R+, 1 ≤ i ≤ d, such that

lim
n→∞

sup
x∈E1,n

d∑
i=1

∣∣∣∣1− xi2
rin,+(x)− vi+(x)

∣∣∣∣+∣∣∣∣1 + xi
2

rin,−(x)− vi−(x)

∣∣∣∣ = 0.

(3.1.1)

Suppose that for every i, the functions vi+ and vi− satisfy the following.

The rate vi+ is identically zero or we have the following set of conditions.

(a) vi+(x) > 0 if xi 6= 1.

(b) For z ∈ [−1, 1]d such that zi = 1, we have vi+(z) = 0 and for every such
z there exists a neighbourhood Uz of z on which there exists a decomposi-
tion vi+(x) = vi+,z,†(xi)v

i
+,z,‡(x), where vi+,z,† is decreasing and where

vi+,z,‡ is continuous and satis�es v
i
+,z,‡(z) 6= 0.

The rate vi− is identically zero or we have the following set of conditions.

(a) vi−(x) > 0 if xi 6= −1.

(b) For z ∈ [−1, 1]d such that zi = −1, we have vi−(z) = 0 and for every
such z there exists a neighbourhood Uz of z on which there exists a de-
composition vi−(x) = vi−,z,†(xi)v

i
−,z,‡(x), where vi+,z,† is increasing and

where vi−,z,‡ is continuous and satis�es v
i
−,z,‡(z) 6= 0.
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Furthermore, suppose that {xn(0)}n≥1 satis�es the large deviation principle
onE1 with good rate function I0. Then, {xn}n≥1 satis�es the large deviation
principle on DE1(R+) with good rate function I given by

I(γ) =

I0(γ(0)) +
∫∞

0 L(γ(s), γ̇(s))ds if γ ∈ AC,

∞ otherwise

where the Lagrangian L(x, v) : E1 × Rd → R is given by the Legendre
transform L(x, v) = supp∈Rd〈p, v〉−H(x, p) of the HamiltonianH : E1×
Rd → R, de�ned by

H(x, p) =
d∑
i=1

vi+(x)
[
e2pi − 1

]
+ vi−(x)

[
e−2pi − 1

]
. (3.1.2)

Remark 3.1.2. Note that the functions vi+ and vi− do not have to be of
the form vi+(x) = 1−xi

2 ri+(x), vi−(x) = 1+xi
2 ri−(x) for some bounded

functions ri+, ri−. This we call singular behaviour, as such a rate cannot be
obtained the large deviation principle for independent particles via Varad-
han’s lemma and the contraction principle as in Léonard [1995] or Dai Pra
and den Hollander [1996].

Theorem 3.1.3. Suppose there exists a continuous function v : {1, . . . , d}×
{1, . . . , d} × E2 → R+ such that for all a, b ∈ {1, . . . , d}, we have

lim
n→∞

sup
µ∈E1,n

|µ(a)rn(a, b, µ)− v(a, b, µ)| = 0. (3.1.3)

Suppose that for each a, b, the map µ 7→ v(a, b, µ) is either identically equal
to zero or satis�es the following two properties.

(a) v(a, b, µ) > 0 for all µ such that µ(a) > 0.

(b) For ν such that ν(a) = 0, there exists a neighbourhood Uν of ν on which
there exists a decomposition v(a, b, µ) = vν,†(a, b, µ(a))vν,‡(a, b, µ)
such that vν,† is increasing in the third coordinate and such that
vν,‡(a, b, ·) is continuous and satis�es vν,‡(a, b, ν) 6= 0.

Additionally, suppose that {µn(0)}n≥1 satis�es the large deviation principle
onE2 with good rate function I0. Then, {µn}n≥1 satis�es the large deviation
principle on DE2(R+) with good rate function I given by

I(γ) =

I0(γ(0)) +
∫∞

0 L(γ(s), γ̇(s))ds if γ ∈ AC

∞ otherwise,
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where L : E2 × Rd → R+ is the Legendre transform of H : E2 × Rd → R
given by

H(µ, p) =
∑
a,b

v(a, b, µ)
[
epb−pa − 1

]
. (3.1.4)

3.1.3 The comparison principle

The main results in this chapter are the two large deviation principles as
stated above. However, the main step in the proof of these principles is
the veri�cation of the comparison principle for a set of Hamilton-Jacobi
equations. As this result is of independent interest, we state these results
here as well, and leave explanation on why the comparison principle is
relevant for the large deviation principles for later. We start with some
de�nitions.
For E equals E1 or E2, let H : E ×Rd → R be some continuous map. For
λ > 0 and h ∈ C(E). Set Fλ,h : E × R× Rd → R by

Fλ,h(x, α, p) = α− λH(x, p)− h(x).

We will solve the Hamilton-Jacobi equation

Fλ,h(x, f(x),∇f(x)) = f(x)−λH(x,∇f(x))−h(x) = 0 x ∈ E,
(3.1.5)

in the viscosity sense.

De�nition 3.1.4. We say that u is a (viscosity) subsolution of equation
(3.1.5) if u is bounded, upper semi-continuous and if for every f ∈ C1(E)
and x ∈ E such that u− f has a maximum at x, we have

Fλ,h(x, u(x),∇f(x)) ≤ 0.

We say that u is a (viscosity) supersolution of equation (3.1.5) if u is bounded,
lower semi-continuous and if for every f ∈ C1(E) and x ∈ E such that
u− f has a minimum at x, we have

Fλ,h(x, u(x),∇f(x)) ≥ 0.

We say that u is a (viscosity) solution of equation (3.1.5) if it is both a sub
and a super solution.
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There are various other de�nitions of viscosity solutions in the literature.
This de�nition is the standard one for continuous H and compact state-
space E.

De�nition 3.1.5. We say that equation (3.1.5) satis�es the comparison prin-
ciple if for a subsolution u and supersolution v we have u ≤ v.

Note that if the comparison principle is satis�ed, then a viscosity solution
is unique.

Theorem 3.1.6. Suppose thatH : E1×Rd → R is given by (3.1.2) and that
the family of functions vi+, v

i
− : E1 → R+, 1 ≤ i ≤ d, satisfy the conditions

of Theorem 3.1.1.

Then, for every λ > 0 and h ∈ C(E1), the comparison principle holds for
f(x)− λH(x,∇f(x))− h(x) = 0.

Theorem 3.1.7. Suppose thatH : E2×Rd → R is given by (3.1.4) and that
function v : {1, . . . , d} × {1, . . . , d} × E2 → R+ satis�es the conditions of
Theorem 3.1.3.

Then, for every λ > 0 and h ∈ C(E2), the comparison principle holds for
f(µ)− λH(µ,∇f(µ))− h(µ) = 0.

The main consequence of the comparison principle for the Hamilton-Jacobi
equations stems from the fact, as we will see below, that the operator H
generates a strongly continuous contraction semigroup on C(E).

The proof of the large deviation principle is, in a sense, a problem of semi-
group convergence. At least for linear semigroups, it is well known that
semigroup convergence can be proven via the convergence of their gener-
ators. The main issue in this approach is to prove that the limiting gener-
ator H generates a semigroup. It is exactly this issue that the comparison
principle takes care of.
Hence, the independent interest of the comparison principle comes from
the fact that we have semigroup convergence whatever the approximating
semigroups are, as long as their generators converge toH , i.e. this holds not
just for the speci�cally chosen approximating semigroups that we consider
in Section 3.2.
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3.1.4 A Lyapunov function for the limiting dynamics

As a corollary to the large deviation results, we show how to obtain a Lya-
punov function for the solutions of

ẋ(t) = F(x(t)), (3.1.6)

where F(x) := Hp(x, 0) for a Hamiltonian as in (3.1.4) or (3.1.2). Here
Hp(x, p) is interpreted as the vector of partial derivatives of H in the sec-
ond coordinate.
We will see in Example 3.1.11 that the trajectories that solve this di�erential
equation are the trajectories with 0 Lagrangian cost: ẋ = F(x) if and only
if L(x, ẋ) = 0. Additionally, the limiting operator (A,C1(E)) obtained by

sup
x∈En∩K

|Anf(x)−Af(x)| → 0

for all f ∈ C1(E) and compact sets K ⊆ E has the form by Af(x) =
〈∇f(x),F(x)〉 for the same vector �eld F. This implies that the 0-cost
trajectories are solutions to the McKean-Vlasov equation (3.1.6). Solutions
to 3.1.6 are not necessarily unique, see Example 3.1.11. Uniqueness holds
for example under a one-sided Lipschitz condition: if there exists M > 0
such that 〈F(x)− F(y), x− y〉 ≤M |x− y|2 for all x, y ∈ E.

For non-interacting systems, it is well known that the relative entropy with
respect to the stationary measure is a Lyapunov function for solutions of
(3.1.6). The large deviation principle explains this fact and gives a method
to obtain a suitable Lyapunov function, also for interacting dynamics.

Proposition 3.1.8. Suppose the conditions for Theorem 3.1.1 or Theorem
3.1.3 are satis�ed. Suppose there exists measures νn ∈ P(En) ⊆ P(E) that
are invariant for the dynamics generated by An. Furthermore, suppose that
the measures νn satisfy the large deviation principle on E with good rate
function S.

Then S is increasing along any solution of ẋ(t) = F(x(t)).

Note that we do not assume that (3.1.6) has a unique solution for a given
starting point.

3.1.5 Examples

We give a series of examples to show the extent of Theorems 3.1.1 and 3.1.3.
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For the Ehrenfest model, we start with the basic case, of spins �ipping under
the in�uence of some mean-�eld potential.

Example 3.1.9. Fix some continuously di�erentiable V : [−1, 1]d → R
and set for every n ≥ 1 and i ∈ {1, . . . , d} the rates

r+
n,i(x) = exp

{
−n2−1

(
V

(
x+

2

n
ei

)
− V (x)

)}
,

r−n,i(x) = exp

{
−n2−1

(
V

(
x− 2

n
ei

)
− V (x)

)}
.

The limiting objects vi+ and vi− are given by

vi+(x) =
1− xi

2
e−∇iV (x), vi−(x) =

1 + xi
2

e∇iV (x),

which already have the decomposition as required in the conditions of the
Theorem 3.1.1. For example, condition (b) for vi+ is satis�ed by

vi+,z,†(xi) :=
1− xi

2
, vi+,z,‡(x) := e−∇iV (x).

For d = 1, we give two extra notable examples, the �rst one exhibits un-
bounded jump rates for the individual spins if the empirical magnetisation
is close to one of the boundary points. The second example shows a case
where we have multiple trajectories γ with I(γ) = 0 that start from x0 = 0.
Because d = 1, we drop all sub- and super-scripts i ∈ {1, . . . , d} for the
these two examples.

Example 3.1.10. Consider the one-dimensional Ehrenfest model with

rn,+(x) =
2√

1− x
∧ n, rn,−(x) =

2√
1 + x

∧ n.

Set v+(x) =
√

1− x, v−(x) =
√

1 + x. By Dini’s theorem, we have

sup
x∈[−1,1]

∣∣∣∣1− x2
rn,+(x) − v+(x)

∣∣∣∣ = 0,

sup
x∈[−1,1]

∣∣∣∣1 + x

2
rn,−(x) − v−(x)

∣∣∣∣ = 0.

And additionally, conditions (a) and (b) of Theorem 3.1.1 are satis�ed, e.g.
take v+,1,†(x) =

√
1− x, v+,1,‡(x) = 1.
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Example 3.1.11. Consider the one-dimensional Ehrenfest model with
some rates rn,+, rn,− and functions v+(x) > 0, v−(x) > 0 such that
1
2(1 − x)rn,+(x) → v+(x) and 1

2(1 + x)rn,−(x) → v−(x) uniformly in
x ∈ [−1, 1].
Now suppose that there is a neighbourhood U of 0 on which v+, v− have
the form

v+(x) =

1 +
√
x x ≥ 0,

1 x < 0,
v−(x) = 1.

Consider the family of trajectories t 7→ γa(t), a ≥ 0, de�ned by

γa(t) :=

0 for t ≤ a,

(t− a)2 for t ≥ a.

Let T > 0 be small enough such that γ0(t) ∈ U , and hence γa(t) ∈ U , for
all t ≤ T . A straightforward calculation yields

∫ T
0 L(γa(t), γ̇a(t))dt = 0

for all a ≥ 0. So we �nd multiple trajectories starting at 0 that have zero
Lagrangian cost.
Indeed, note that L(x, v) = 0 is equivalent to v = Hp(x, 0) =
2 [v+(x)− v−(x)] = 2

√
(x). This yields that trajectories that have 0 La-

grangian cost are the trajectories, at least in U , that solve

γ̇(t) = 2
√
γ(t)

which is the well-known example of a di�erential equation that allows for
multiple solutions.

We end with an example for Theorem 3.1.3 and Proposition 3.1.8 in the
spirit of Example 3.1.9.

Example 3.1.12 (Glauber dynamics for the Potts-model). Fix some contin-
uously di�erentiable function V : Rd → R. De�ne the Gibbs measures

νn(dσ) :=
e−V (µn(σ))

Zn
P⊗,n(dσ)

on {1, . . . , d}n, where P⊗,n is the n-fold product measure of the uniform
measure P on {1, . . . , d} and where Zn are normalizing constants.
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Let S0(µ |P ) denote the relative entropy of µ ∈ P({1, . . . , d}) with re-
spect to P :

S0(µ |P ) =
∑
a

log(dµ(a))µ(a).

By Sanov’s theorem and Varadhan’s lemma, the empirical measures under
the laws νn satisfy a large deviation principle with rate function S(µ) =
S0(µ |P ) + V (µ).
Fix some function r : {1, . . . , d} × {1, . . . , d} → R+. Set

rn(a, b, µ) = r(a, b) exp
{
−n2−1

(
V
(
µ− n−1δa + n−1δb

)
− V (µ)

)}
.

As n goes to in�nity, we have uniform convergence of µ(a)rn(a, b, µ) to

v(a, b, µ) := µ(a)r(a, b) exp

{
1

2
∇aV (µ)− 1

2
∇bV (µ)

}
,

where ∇aV (µ) is the derivative of V in the a-th coordinate. As in Exam-
ple 3.1.9, condition (b) of Theorem 3.1.3 is satis�ed by using the obvious
decomposition.

By Proposition 3.1.8, we obtain that S(µ) = S0(µ |P )+V (µ) is Lyapunov
function for

µ̇(a) =
∑
b

[v(b, a, µ)− v(a, b, µ)] a ∈ {1, . . . , d}.

3.1.6 Discussion and comparison to the existing literature

We discuss our results in the context of the existing literature that cover
our situation. Additionally, we consider a few cases where the large devi-
ation principle(LDP) is proven for di�usion processes, because the proof
techniques could possibly be applied in this setting.
LDP: Approach via non-interacting systems, Varadhan’s lemma and
the contraction principle. In Léonard [1995], Dai Pra and den Hollander
[1996], Borkar and Sundaresan [2012], the �rst step towards the LDP of
the trajectory of some mean-�eld statistic of n interacting particles is the
LDP for non-interacting particles on some large product space obtained
via Sanov’s theorem. Varadhan’s lemma then gives the LDP in this product
space for interacting particles, after which the contraction principle gives
the LDP on the desired trajectory space. In Léonard [1995], Dai Pra and
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den Hollander [1996], the set-up is more general compared to ours in the
sense that in Léonard [1995] the behaviour of the particles depends on their
spatial location, and in Dai Pra and den Hollander [1996] the behaviour of
a particle depends on some external random variable.
On the other hand, systems as in Example 3.1.10 fall outside of the condi-
tions imposed in the three papers, if we disregard spatial dependence or
external randomness.
The approach via Varadhan’s lemma, which needs control over the size of
the perturbation, does not work, at least naively, for the situation where
the jump rate for individual particles is diverging to∞, or converging to
0, if the mean is close to the boundary, see Remark 3.1.2.

LDP: Explicit control on the probabilities. For another approach con-
sidering interacting spins that have a spatial location, see Comets [1987].
The jump rates are taken to be explicit and the large deviation princi-
ple is proven via explicit control on the Radon-Nikodym derivatives. This
method should in principle work also in the case of singular v. The ap-
proach via the generators Hn in this chapter, avoids arguments based on
explicit control. This is an advantage for processes where the functions rn
and v are not very regular. Also in the classical Freidlin-Wentzell approach
Freidlin and Wentzell [1998] for dynamical systems with Gaussian noise
the explicit form of the Radon-Nikodym derivatives is used to prove the
LDP.

LDP: Direct comparison to a process of independent particles. The
main reference concerning large deviations for the trajectory of the empir-
ical mean for interacting di�usion processes on Rd is Dawson and Gärtner
[1987]. In this chapter, the large deviation principle is also �rst established
for non-interacting particles. An explicit rate function is obtained by show-
ing that the desired rate is in between the rate function obtained via Sanov’s
theorem and the contraction principle and the projective limit approach.
The large deviation principle for interacting particles is then obtained via
comparing the interacting process with a non-interacting process that has
a suitably chosen drift. For related approaches, see Feng [1994] for large
deviations of interacting jump processes on N, where the interaction is un-
bounded and depends on the average location of the particles. See Boualem
and Ingemar [1995] for mean-�eld jump processes on Rd.
Again, the comparison with non-interacting processes would fail in our
setting due the singular interaction terms.
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LDP: Stochastic control.A more recent approach using stochastic control
and weak convergence methods has proposed in the context of both jump
and di�usion processes in Budhiraja et al. [2011, 2012]. A direct application
of the results in Budhiraja et al. [2011] fails for jump processes in the setting
of singular behaviour at the boundary.

LDP: Proof via operator convergence and the comparison principle.
Regarding our approach based on the comparison principle, see [Feng and
Kurtz, 2006, Section 13.3], for an approach based on the comparison princi-
ple in the setting of Dawson and Gärtner [1987] and Budhiraja et al. [2012].
See Deng et al. [2011] for an example of large deviations of a di�usion pro-
cesses on (0,∞) with vanishing di�usion term with singular behaviour at
the boundary. The methods to prove the comparison principle in Sections
9.2 and 9.3 in Feng and Kurtz [2006] do not apply in our setting due to the
di�erent nature of our Hamiltonians.

LDP: Comparison of the approaches The method of obtaining exponen-
tial tightness in Feng and Kurtz [2006], and thus employed for this chapter,
is via density of the domain of the limiting generator (H,D(H)). Like in
the theory of weak convergence, functions f ∈ D(H) in the domain of the
generator, and functions fn ∈ D(Hn) that converge to f uniformly, can
be used to bound the �uctuations in the Skorokhod space. This method is
similar to the approaches taken in Comets [1989], Freidlin and Wentzell
[1998], Dawson and Gärtner [1987].
The approach using operator convergence is based on a variant of the pro-
jective limit theorem for the Skorokhod space proven in Feng and Kurtz
[2006] by direct calculations. Because we have exponential tightness on
the Skorokhod space, it su�ces to prove the large deviation principle for
all �nite dimensional distributions. This is done via the convergence of
the logarithmic moment generating functions for the �nite dimensional
distributions. The Markov property reduces this to the convergence of
the logarithmic moment generating function for time 0 and convergence
of the conditional moment generating functions, that form a semigroup
Vn(t)f(x) = 1

n logE[enf(Xn(t)) |Xn(0) = x]. Thus, the problem is reduced
to proving convergence of semigroups Vn(t)f → V (t)f . As in the theory
of linear semigroups, this comes down to two steps. First one proves con-
vergence of the generators Hn → H . Then one shows that the limiting
semigroup generates a semigroup. The veri�cation of the comparison prin-
ciple implies that the domain of the limiting operator is su�ciently large
to pin down a limiting semigroup.
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This can be compared to the same problem for linear semigroups and the
martingale problem. If the domain of a limiting linear generator is too small,
multiple solutions to the martingale problem can be found, giving rise to
multiple semigroups, see Chapter 12 in Stroock and Varadhan [1979] or
Section 4.5 in Ethier and Kurtz [1986].
The convergence of Vn(t)f(x)→ V (t)f(x) uniformly in x corresponds to
having su�cient control on the Doob-h transforms corresponding to the
change of measures

dPf,tn,x
dPn,x

(Xn) = exp {nf(Xn(t))} ,

where Pn,x is the measure corresponding to the process Xn started in x at
time 0. An argument based on the projective limit theorem and control on
the Doob h-transforms for independent particles is also used in Dawson
and Gärtner [1987], whereas the methods in Comets [1989], Freidlin and
Wentzell [1998] are based on direct calculation of the probabilities being
close to a target trajectories.

Large deviations for large excursions in large time. A notable second
area of comparison is the study of large excursions in large time in the
context of queuing systems, see e.g. Dupuis et al. [1990], Dupuis and Ellis
[1995], Atar and Dupuis [1999] and references therein. Here, it is shown
that the rate functions themselves, varying in space and time, are solutions
to a Hamilton-Jacobi equation. As in our setting, one of the main problems
is the veri�cation of the comparison principle. The notable di�culty in
these papers is a discontinuity of the Hamiltonian at the boundary, but in
their interior the rates are uniformly bounded away from in�nity and zero.

Lyapunov functions. In Budhiraja et al. [2015a,b], Lyapunov functions
are obtained for the McKean-Vlasov equation corresponding to interact-
ing Markov processes in a setting similar to the setting of Theorem 3.1.3.
Their discussion goes much beyond Proposition 3.1.8, which is perhaps best
compared to Theorem 4.3 in Budhiraja et al. [2015b]. However, the proof
of Proposition 3.1.8 is interesting in its own right, as it gives an intuitive
explanation for �nding a relative entropy as a Lyapunov functional and is
not based on explicit calculations. In particular, the proof of Proposition
3.1.8 in principle works for any setting where the path-space large devia-
tion principle holds.
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3.2 large deviation principle via an associated hamilton-
jacobi eqation

In this section, we will summarize the main results of Feng and Kurtz [2006].
Additionally, we will verify the main conditions of their results, except for
the comparison principle of an associated Hamilton-Jacobi equation. This
veri�cation needs to be done for each individual model separately and this
is the main contribution of this chapter. We verify the comparison principle
for our two models in Section 3.3.

3.2.1 Operator convergence

LetEn andE denote either of the spacesEn,1, E1 orEn,2, E2. Furthermore,
denote byC(E) the continuous functions onE and byC1(E) the functions
that are continuously di�erentiable on a neighbourhood of E in Rd.

Assume that for each n ∈ N, we have a jump process Xn on En, gener-
ated by a bounded in�nitesimal generator An. For the two examples, this
process is either xn or µn. We denote by {Sn(t)}t≥0 the transition semi-
groups Sn(t)f(y) = E [f(Xn(t)) |Xn(0) = y] on C(En). De�ne for each
n the exponential semigroup

Vn(t)f(y) :=
1

n
logSn(t)enf (y) =

1

n
logE

[
enf(Xn(t))

∣∣∣Xn(0) = y
]
.

As in the theory of weak convergence, given that the processes Xn sat-
isfy a exponential compact containment condition on the Skorokhod space,
which in this setting is immediate, Feng and Kurtz [2006] show that the ex-
istence of a strongly continuous limiting semigroup {V (t)}t≥0 onC(E) in
the sense that for all f ∈ C(E) and T ≥ 0, we have

lim
n→∞

sup
t≤T

sup
x∈En

|V (t)f(x)− Vn(t)f(x)| = 0, (3.2.1)

allows us to study the large deviation behaviour of the process Xn. We
will consider this question from the point of view of the generators Hn of
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{Vn(t)}t≥0, whereHnf is de�ned by the norm limit of t−1(Vn(t)f −f) as
t ↓ 0. Note that Hnf = n−1e−nfAne

nf , which for our �rst model yields

Hnf(x)

=
d∑
i=1

{
1− xi

2
rin,+(x)

[
exp

{
n

(
f

(
x+

2

n
ei

)
− f(x)

)}
− 1

]

+
1 + xi

2
rin,−(x)

[
exp

{
n

(
f

(
x− 2

n
ei

)
− f(x)

)}
− 1

]}
.

For our second model, we have

Hnf(µ) =
d∑

a,b=1

µ(a)rn(a, b, µ)
[
en(f(µ−n

−1δa+n−1δb)−f(µ)) − 1
]
.

In particular, Feng and Kurtz show that, as in the theory of weak conver-
gence of Markov processes, the existence of a limiting operator (H,D(H)),
such that for all f ∈ D(H)

lim
n→∞

sup
x∈En

|Hf(x)−Hnf(x)| = 0, (3.2.2)

for which one can show that (H,D(H)) generates a semigroup {V (t)}t≥0

on C(E) via the Crandall-Liggett theorem, Crandall and Liggett [1971],
then (3.2.1) holds.

Lemma 3.2.1. For either of our two models, assuming (3.1.1) or (3.1.3), we
�nd that Hnf → Hf , as in (3.2.2) holds for f ∈ C1(E), where Hf is given
byHf(x) := H(x,∇f(x)) and whereH(x, p) is de�ned in (3.1.2) or (3.1.4).

The proof of the lemma is straightforward using the assumptions and the
fact that f is continuously di�erentiable.

Thus, the problem is reduced to proving that (H,C1(E)) generates a semi-
group. The veri�cation of the conditions of the Crandall-Liggett theorem
is in general very hard, or even impossible. Two conditions need to be veri-
�ed, the �rst is the dissipativity ofH , which can be checked via the positive
maximum principle. The second condition is the range condition: one needs
to show that for λ > 0, the range of (1 − λH) is dense in C(E). In other
words, for λ > 0 and su�ciently many �xed h ∈ C(E), we need to solve
f − λHf = h with f ∈ C1(E). An alternative is to solve this equation in
the viscosity sense. If a viscosity solution exists and is unique, we denote it
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by R̃(λ)h. Using these solutions, we can extend the domain of the operator
(H,C1(E)) by adding all pairs of the form (R̃(λ)h, λ−1(R̃(λ)h − h)) to
the graph of H to obtain an operator Ĥ that satis�es the conditions for
the Crandall-Liggett theorem. This is part of the content of Theorem 3.2.2
stated below.
As a remark, note that any concept of weak solutions could be used to
extend the operator. However, viscosity solutions are special in the sense
that the extended operator remains dissipative.
The next result is a direct corollary of Theorem 6.14 in Feng and Kurtz
[2006].

Theorem 3.2.2. For either of our two models, assume that (3.1.1) or (3.1.3)
holds. Additionally, assume that the comparison principle is satis�ed for
(3.1.5) for all λ > 0 and h ∈ C(E).

Then, the operator

Ĥ :=
⋃
λ>0

{(
R̃(λ)h, λ−1(R̃(λ)h− h)

) ∣∣∣h ∈ C(E)
}

generates a semigroup {V (t)}t≥0 as in the Crandall-Liggett theorem and we
have (3.2.1).
Additionally, suppose that {Xn(0)} satis�es the large deviation principle on
E with good rate function I0. Then Xn satis�es the large deviation principle
on DE(R+) with good rate function I given by

I(γ) = I0(γ(0)) + sup
m

sup
0=t0<t1<···<tm

m∑
k=1

Itk−tk−1
(γ(tk) | γ(tk−1)),

where Is(y |x) := supf∈C(E) f(y)− V (s)f(x).

Note that to prove Theorem 6.14 in Feng and Kurtz [2006], one needs to
check that viscosity sub- and super-solutions to (3.1.5) exist. Feng and Kurtz
construct these sub- and super-solutions explicitly, using the approximat-
ing operators Hn, see the proof of Lemma 6.9 in Feng and Kurtz [2006].

Proof. We check the conditions for Theorem 6.14 in Feng and Kurtz [2006].
In our models, the maps ηn : En → E are simply the embedding maps.
Condition (a) is satis�ed as all our generators An are bounded. The condi-
tions for convergence of the generators follow by Lemma 3.2.1.
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The additional assumptions in Theorems 3.1.1 and 3.1.3 are there to make
sure we are able to verify the comparison principle. This is the major con-
tribution of the chapter and will be carried out in Section 3.3.
The �nal steps to obtain Theorems 3.1.1 and 3.1.3 are to obtain the rate
function as the integral over a Lagrangian. Also this is based on results in
Chapter 8 of Feng and Kurtz [2006].

3.2.2 Variational semigroups

In this section, we introduce the Nisio semigroup V(t), of which we will
show that it equals V (t) on C(E). This semigroup is given as a varia-
tional problem where one optimises a pay-o� f(γ(t)) that depends on
the state γ(t) ∈ E, but where a cost is paid that depends on the whole
trajectory {γ(s)}0≤s≤t. The cost is accumulated over time and is given
by a ‘Lagrangian’. Given the continuous and convex operator Hf(x) =
H(x,∇f(x)), we de�ne this Lagrangian by taking the Legendre-Fenchel
transform:

L(x, u) := sup
p∈Rd

{〈p, u〉 −H(x, p)} .

As p 7→ H(x, p) is convex and continuous, it follows by the Fenchel -
Moreau theorem that also

Hf(x) = H(x,∇f(x)) = sup
u∈Rd

{〈∇f(x), u〉 − L(x, u)} .

Using L, we de�ne the Nisio semigroup for measurable functions f on E:

V(t)f(x) = sup
γ∈AC
γ(0)=x

f(γ(t))−
∫ t

0
L(γ(s), γ̇(s))ds. (3.2.3)

To be able to apply the results from Chapter 8 in Feng and Kurtz [2006], we
need to verify Conditions 8.9 and 8.11 of Feng and Kurtz [2006].

For the semigroup to be well behaved, we need to verify Condition 8.9
in Feng and Kurtz [2006]. In particular, this condition implies Proposition
8.13 in Feng and Kurtz [2006] that ensures that the Nisio semigroup is in
fact a semigroup on the upper semi-continuous functions that are bounded
above. Additionally, it implies that all absolutely continuous trajectories up
to time T , that have uniformly bounded Lagrangian cost, are a compact set
in DE([0, T ]).
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Lemma 3.2.3. For the Hamiltonians in (3.1.2) and (3.1.4), Condition 8.9 in
Feng and Kurtz [2006] is satis�ed.

Proof. For (1),take U = Rd and set Af(x, v) = 〈∇f(x), v〉. Considering
De�nition 8.1 in Feng and Kurtz [2006], if γ ∈ AC, then

f(γ(t))− f(γ(0)) =

∫ t

0
Af(γ(s), γ̇(s))ds

by de�nition of A. In De�nition 8.1, however, relaxed controls are con-
sidered, i.e. instead of a �xed speed γ̇(s), one considers a measure λ ∈
M(Rd × R+), such that λ(Rd × [0, t]) = t for all t ≥ 0 and

f(γ(t))− f(γ(0)) =

∫ t

0
Af(γ(s), v)λ(dv,ds).

These relaxed controls are then used to de�ne the Nisio semigroup in equa-
tion (8.10). Note however, that by convexity ofH in the second coordinate,
also L is convex in the second coordinate. It follows that a deterministic
control λ(dv,dt) = δv(t)(dv)dt is always the control with the smallest
cost by Jensen’s inequality. We conclude that we can restrict the de�nition
(8.10) to curves in AC. This motivates our changed de�nition in equation
(3.2.3).
For this chapter, it su�ces to set Γ = E × Rd, so that (2) is satis�ed. By
compactness of E, (4) is clear.

We are left to prove (3) and (5). For (3), note thatL is lower semi-continuous
by construction. We also have to prove compactness of the level sets. By
lower semi-continuity, it is su�cient to show that the level sets {L ≤ c}
are contained in a compact set.
Set N := ∩x∈E

{
p ∈ Rd

∣∣H(x, p) ≤ 1
}

. First, we show that N has non-
empty interior, i.e. there is some ε > 0 such that the open ball B(0, ε) of
radius ε around 0 is contained inN . Suppose not, then there exists xn and
pn such that pn → 0 and for all n: H(xn, pn) = 1. By compactness of E
and continuity of H , we �nd a value H(x, 0) = 1, which contradicts our
de�nitions of H , where H(y, 0) = 0 for all y ∈ E.
Let (x, v) ∈ {L ≤ c}, then

〈p, v〉 ≤ L(x, v) +H(x, p) ≤ c+ 1

for all p ∈ B(0, ε) ⊆ N . It follows that v is contained in some bounded
ball in Rd. It follows that {L ≤ c} is contained in some compact set by the
Heine-Borel theorem.
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Finally, (5) can be proven as Lemma 10.21 in Feng and Kurtz [2006] or as
in Lemma 6.4.19.

The last property necessary for the equality of V (t)f and V(t)f on C(E)
is the veri�cation of Condition 8.11 in Feng and Kurtz [2006]. This condi-
tion is key to proving that a variational resolvent, see equation (8.22), is
a viscosity super-solution to (3.1.5). As the variational resolvent is also a
sub-solution to (3.1.5) by Young’s inequality, the variational resolvent is a
viscosity solution to this equation. If viscosity solutions are unique, this
yields, after an approximation argument that V (t) = V(t).

Lemma 3.2.4. Condition 8.11 in Feng and Kurtz [2006] is satis�ed. In other
words, for all g ∈ C1(E) and x0 ∈ E, there exists a trajectory γ ∈ AC such
that γ(0) = x0 and for all T ≥ 0:∫ T

0
Hg(γ(t))dt =

∫ T

0
〈∇g(γ(t)), γ̇(t)〉 − L(γ(t), γ̇(t))dt. (3.2.4)

Proof. Fix T > 0, g ∈ C1(E) and x0 ∈ E. We introduce a vector �eld
Fg : E → Rd, by

Fg(x) := Hp(x,∇g(x)),

where Hp(x, p) is the vector of partial derivatives of H in the second coor-
dinate. Note that in our examples, H is continuously di�erentiable in the
p-coordinates. For example, for the d = 1 case of Theorem 3.1.1, we obtain

Fg(x) := 2v+(x)e2∇g(x) − 2v−(x)e−2∇g(x).

As Fg is a continuous vector �eld, we can �nd a local solution γg(t) in E
to the di�erential equationγ̇(t) = Fg(γ(t)),

γ(0) = x0,

by an extended version of Peano’s theorem Crandall [1972]. The result in
Crandall [1972] is local, however, the length of the interval on which the
solution is constructed depends inversely on the norm of the vector �eld,
see his equation (2). As our vector �elds are globally bounded in size, we
can iterate the construction in Crandall [1972] to obtain a global existence
result, such that γ̇g(t) = Fg(γ(t)) for almost all times in [0,∞).
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We conclude that on a subset of full measure of [0, T ] that

L(γg(t), γ̇g(t)) = L(γg(t),Fg(γg(t)))

= sup
p∈Rd
〈p,Fg(γg(t))〉 −H(γg(t), p)

= sup
p∈Rd
〈p,Hp(γ

g(t),∇g(γg(t)))〉 −H(γg(t), p).

By di�erentiating the �nal expression with respect to p, we �nd that the
supremum is taken for p = ∇g(γg(t)). In other words, we �nd

L(γg(t), γ̇g(t))

= 〈∇g(γg(t)), Hp(γ
g(t),∇g(γg(t)))〉 −H(γg(t),∇g(γg(t)))

= 〈∇g(γg(t)), γ̇g(t)〉 −Hg(γg(t)).

By integrating over time, the zero set does not contribute to the integral,
we �nd (3.2.4).

The following result follows from Corollary 8.29 in Feng and Kurtz [2006].

Theorem 3.2.5. For either of our two models, assume that (3.1.1) or (3.1.3)
holds. Assume that the comparison principle is satis�ed for (3.1.5) for all λ >
0 and h ∈ C(E). Finally, suppose that {Xn(0)} satis�es the large deviation
principle on E with good rate function I0.

Then, we have V (t)f = V(t)f for all f ∈ C(E) and t ≥ 0. Also, Xn

satis�es the large deviation principle on DE(R+) with good rate function I
given by

I(γ) :=

I0(γ(0)) +
∫∞

0 L(γ(s), γ̇(s))ds if γ ∈ AC,

∞ if γ /∈ AC.

Proof. We check the conditions for Corollary 8.29 in Feng and Kurtz [2006].
Note that in our setting H = H. Therefore, condition (a) of Corollary 8.29
is trivially satis�ed. Furthermore, we have to check the conditions for The-
orems 6.14 and 8.27. For the �rst theorem, these conditions were checked
already in the proof of our Theorem 3.2.2. For Theorem 8.27, we need to
check Conditions 8.9, 8.10 and 8.11 in Feng and Kurtz [2006]. As H1 = 0,
Condition 8.10 follows from 8.11. 8.9 and 8.11 have been veri�ed in Lemmas
3.2.3 and 3.2.4.
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The last theorem shows us that we have Theorems 3.1.1 and 3.1.3 if we can
verify the comparison principle, i.e. Theorems 3.1.6 and 3.1.7. This will be
done in the section below.

Proof of Theorems 3.1.1 and 3.1.3. The comparison principles for equation
(3.1.5) are veri�ed in Theorems 3.1.6 and 3.1.7. The two theorems now fol-
low from Theorem 3.2.5.

Proof of Proposition 3.1.8. We give the proof for the system considered in
Theorem 3.1.1. Fix t ≥ 0 and some starting point x0. Let x(t) be any solu-
tion of ẋ(t) = F(x(t)) with x(0) = x0. We show that S(x(t)) ≤ S(x0).
Let Xn(0) be distributed as νn. Then it follows by Theorem 3.1.1 that the
large deviation principle holds for {Xn}n≥0 on DE(R+).
As νn is invariant for the Markov process generated by An, also the
sequence {Xn(t)}n≥0 satis�es the large deviation principle on E with
good rate function S. Combining these two facts, the Contraction princi-
ple[Dembo and Zeitouni, 1998, Theorem 4.2.1] yields

S(x(t)) = inf
γ∈AC:γ(t)=x(t)

S(γ(0)) +

∫ t

0
L(γ(s), γ̇(s))ds

≤ S(x(0)) +

∫ t

0
L(x(s), ẋ(s))ds = S(x(0)).

Note that L(x(s), ẋ(s)) = 0 for all s as was shown in Example 3.1.11.

3.3 the comparison principle

We proceed with checking the comparison principle for equations of the
type f(x) − λH(x,∇f(x)) − h(x) = 0. In other words, for subsolutions
u and supersolutions v we need to check that u ≤ v. We start with some
known results. First of all, we give the main tool to construct sequences xα
and yα that converge to a maximising point z ∈ E such that u(z)−v(z) =
supz′∈E u(z′)− v(z′). This result can be found for example as Proposition
3.7 in Crandall et al. [1992].
Lemma 3.3.1. Let E be a compact subset of Rd, let u be upper semi-
continuous, v lower semi-continuous and let Ψ : E2 → R+ be a lower semi-
continuous function such that Ψ(x, y) = 0 if and only if x = y. For α > 0,
let xα, yα ∈ E such that

u(xα)− v(yα)− αΨ(xα, yα) = sup
x,y∈E

{u(x)− v(y)− αΨ(x, y)} .
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Then the following hold

(i) limα→∞ αΨ(xα, yα) = 0.

(ii) All limit points of (xα, yα) are of the form (z, z) and for these limit
points we have u(z)− v(z) = supx∈E {u(x)− v(x)}.

We say that Ψ : E2 → R+ is a good penalization function if Ψ(x, y) = 0
if and only if x = y, it is continuously di�erentiable in both components
and if (∇Ψ(·, y))(x) = −(∇Ψ(x, ·))(y) for all x, y ∈ E. The next two
results can be found as Lemma 9.3 in Feng and Kurtz [2006]. We will give
the proofs of these results for completeness.

Proposition 3.3.2. Let (H,D(H)) be an operator such that D(H) =
C1(E) of the form Hf(x) = H(x,∇f(x)). Let u be a subsolution and v
a supersolution to f(x) − λH(x,∇f(x)) − h(x) = 0, for some λ > 0 and
h ∈ C(E). Let Ψ be a good penalization function and let xα, yα satisfy

u(xα)− v(yα)− αΨ(xα, yα) = sup
x,y∈E

{u(x)− v(y)− αΨ(x, y)} .

Suppose that

lim inf
α→∞

H (xα, α(∇Ψ(·, yα))(xα))−H (yα, α(∇Ψ(·, yα))(xα)) ≤ 0,

then u ≤ v. In other words, f(x)− λH(x,∇f(x))− h(x) = 0 satis�es the
comparison principle.

Proof. Fix λ > 0 and h ∈ C(E). Let u be a subsolution and v a supersolu-
tion to

f(x)− λH(x,∇f(x))− h(x) = 0. (3.3.1)

We argue by contradiction and assume that δ := supx∈E u(x)− v(x) > 0.
For α > 0, let xα, yα be such that

u(xα)− v(yα)− αΨ(xα, yα) = sup
x,y∈E

{u(x)− v(y)− αΨ(x, y)} .

Thus Lemma 3.3.1 yields αΨ(xα, yα)→ 0 and for any limit point z of the
sequence xα, we have u(z) − v(z) = supx∈E u(x) − v(x) = δ > 0. It
follows that for α large enough, u(xα)− v(yα) ≥ 1

2δ.

For every α > 0, the map Φ1
α(x) := v(yα) + αΨ(x, yα) is in C1(E) and

u(x)−Φ1
α(x) has a maximum at xα. On the other hand, Φ2

α(y) := u(xα)−
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αΨ(xα, y) is also in C1(E) and v(y)− Φ2
α(y) has a minimum at yα. As u

is a sub- and v a super solution to (3.3.1), we have

u(xα)− h(xα)

λ
≤ H(xα, α(∇Ψ(·, yα))(xα))

v(yα)− h(yα))

λ
≥ H(yα,−α(∇Ψ(xα, ·))(yα))

= H(yα, α(∇Ψ(·, yα))(xα)),

where the last equality follows as Ψ is a good penalization function. It fol-
lows that for α large enough, we have

0 <
δ

2λ
≤ u(xα)− v(yα)

λ
(3.3.2)

=
u(xα)− h(xα)

λ
− v(yα)− h(yα)

λ
+

1

λ
(h(xα)− h(yα))

≤ H(xα, α(∇Ψ(·, yα))(xα))−H(yα, α(∇Ψ(·, yα))(xα))

+
1

λ
(h(xα)− h(yα)) .

As h is continuous, we obtain limα→∞ h(xα)− h(yα) = 0. Together with
the assumption of the proposition, we �nd that the lim inf as α → ∞
of the third line in (3.3.2) is bounded above by 0, which contradicts the
assumption that δ > 0.

The next lemma gives additional control on the sequences xα, yα.

Lemma 3.3.3. Let (H,D(H)) be an operator such that D(H) = C1(E) of
the form Hf(x) = H(x,∇f(x)). Let u be a subsolution and v a supersolu-
tion to f(x) − λH(x,∇f(x)) − h(x) = 0, for some α > 0 and h ∈ C(E).
Let Ψ be a good penalization function and let xα, yα satisfy

u(xα)− v(yα)− αΨ(xα, yα) = sup
x,y∈E

{u(x)− v(y)− αΨ(x, y)} .

Then we have that

sup
α
H (yα, α(∇Ψ(·, yα))(xα)) <∞. (3.3.3)

Proof. Fix λ > 0, h ∈ C(E) and let u and v be sub- and super-solutions
to f(x)− λH(x, f(x))− h(x) = 0. Let Ψ be a good penalization function
and let xα, yα satisfy

u(xα)− v(yα)− αΨ(xα, yα) = sup
x,y∈E

{u(x)− v(y)− αΨ(x, y)} .
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As yα is such that

v(yα)− (u(xα)−Ψ(xα, yα)) = inf
y
v(y)− (u(xα)−Ψ(xα, y)) ,

and v is a super-solution, we obtain

H (yα,−α(∇Ψ(xα, ·))(yα)) ≤ v(yα)− h(yα)

λ

As Ψ is a good penalization function, we have −(∇Ψ(xα, ·))(yα) =
(∇Ψ(·, yα))(xα). The boundedness of v and h imply

sup
α
H (yα, α(∇Ψ(·, yα))(xα)) ≤ 1

λ
(v(yα)− h(yα)) ≤ ||v − h||

λ
<∞.

3.3.1 One-dimensional Ehrenfest model

To single out the important aspects of the proof of the comparison principle
for equation (3.1.5), we start by proving it for the d = 1 case of Theorem
3.1.1.

Proposition 3.3.4. Let E = [−1, 1] and let

H(x, p) = v+(x)
[
e2p − 1

]
+ v−(x)

[
e−2p − 1

]
,

where v+, v− are continuous and satisfy the following properties:

(a) v+(x) = 0 for all x or v+ satis�es the following properties:

(i) v+(x) > 0 for x 6= 1.

(ii) v+(1) = 0 and there exists a neighbourhood U1 of 1 on which there
exists a decomposition v+(x) = v+,†(x)v+,‡(x) such that v+,† is
decreasing and where v+,‡ is continuous and satis�es v+,‡(1) 6= 0.

(b) v−(x) = 0 for all x or v− satis�es the following properties:

(i) v−(x) > 0 for x 6= −1.

(ii) v+(−1) = 0 and there exists a neighbourhood U−1 of 1 on which
there exists a decomposition v−(x) = v−,†(x)v−,‡(x) such that v−,†
is increasing and where v−,‡ is continuous and satis�es v−,‡(−1) 6=
0.

Let λ > 0 and h ∈ C(E). Then the comparison principle holds for f(x) −
λH(x,∇f(x))− h(x) = 0.
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Proof. Fix λ > 0, h ∈ C(E) and pick a sub- and super-solutions u and v to
f(x)−λH(x,∇f(x))−h(x) = 0. We check the condition for Proposition
3.3.2. We take the good penalization function Ψ(x, y) = 2−1(x − y)2 and
let xα, yα satisfy

u(xα)− v(yα)− α

2
|xα − yα|2 = sup

x,y∈E

{
u(x)− v(y)− α

2
|x− y|2

}
.

We need to prove that

lim inf
α→∞

H(xα, α(xα − yα))−H(yα, α(xα − yα)) ≤ 0. (3.3.4)

By Lemma 3.3.1, we know that α|xα − yα|2 → 0 as α→∞ and any limit
point of (xα, yα) is of the form (z, z) for some z such that u(z) − v(z) =
maxz′∈E u(z′) − v(z′). Restrict α to the sequence α ∈ N and extract a
subsequence, which we will also denote by α, such that α→∞ xα and yα
converge to some z. The rest of the proof depends on whether z = −1, z =
1 or z ∈ (−1, 1).

First suppose that z ∈ (−1, 1). By Lemma 3.3.3, we have

sup
α
v+(yα)

[
e2α(xα−yα) − 1

]
+ v−(yα)

[
e−2α(xα−yα) − 1

]
<∞.

As ec − 1 > −1, we see that the lim sup of both terms of the sum individ-
ually are bounded as well. Using that yα → z ∈ (−1, 1), and the fact that
v+, v− are bounded away from 0 on a closed interval around z, we obtain
from the �rst term that supα α(xα − yα) < ∞ and from the second that
supα α(yα−xα) <∞. We conclude thatα(xα−yα) is a bounded sequence.
Therefore, there exists a subsequence α(k) such that α(k)(xα(k) − yα(k))
converges to some p0. We �nd that

lim inf
α→∞

H(xα, α(xα − yα))−H(yα, α(xα − yα))

≤ lim
k→∞

H(xα(k), α(xα(k) − yα(k))−H(yα(k), α(xα(k) − yα(k)))

= H(z, p0)−H(z, p0) = 0.

We proceed with the proof in the case that xα, yα → z = −1. The case
where z = 1 is proven similarly. Again by Lemma 3.3.3, we obtain the
bounds

sup
α
v+(yα)

[
e2α(xα−yα) − 1

]
<∞,

sup
α
v−(yα)

[
e−2α(xα−yα) − 1

]
< ∞. (3.3.5)
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As v+ is bounded away from 0 near −1, we obtain by the left hand bound
that supα α(xα − yα) < ∞. As in the proof above, it follows that if
α|xα−yα| is bounded, we are done. This leaves the case where there exists
a subsequence of α, denoted by α(k), such that α(k)(yα(k)− xα(k))→∞.
Then clearly, e2α(k)(xα(k)−yα(k)) − 1 is bounded and contains a converging
subsequence. We obtain as in the proof where z ∈ (−1, 1) that

lim inf
α→∞

H(xα, α(xα − yα))−H(yα, α(xα − yα))

= lim inf
α→∞

[v+(xα)− v+(yα)]
[
e2α(xα−yα) − 1

]
+ [v−(xα)− v−(yα)]

[
e2α(yα−xα) − 1

]
≤ lim inf

k→∞

[
v−(xα(k))− v−(yα(k))

] [
e2α(k)(yα(k)−xα(k)) − 1

]
.

Note that asα(k)(yα(k)−xα(k))→∞, we have yα(k) > xα(k) ≥ −1, which
implies v−(yα(k)) > 0. Also for k su�ciently large, yα(k), xα(k) ∈ U−1.
Thus, we can write[
v−(xα(k))− v−(yα(k))

] [
e2α(k)(yα(k)−xα(k)) − 1

]
=

[
v−,†(xα(k))

v−,†(yα(k))

v−,‡(xα(k))

v−,‡(yα(k))
− 1

]
v−(yα(k))

[
e2α(k)(yα(k)−xα(k)) − 1

]
.

By the bound in (3.3.5), and the obvious lower bound, we see that the non-
negative sequence

uk := v−(yα(k))
[
e2α(k)(yα(k)−xα(k)) − 1

]
contains a converging subsequence uk′ → c. As yα(k) > xα(k) and v−,† is
increasing:

lim sup
k

v−,†(xα(k))

v−,†(yα(k))

v−,‡(xα(k))

v−,‡(yα(k))

≤
(

lim sup
k

v−,†(xα(k))

v−,†(yα(k))

)(
lim
k

v−,‡(xα(k))

v−,‡(yα(k))

)
≤
v−,‡(−1)

v−,‡(−1)
= 1.

As a consequence, we obtain

lim inf
k

[
v−(xα(k))

v−(yα(k))
− 1

]
v−(yα(k))

[
e2α(k)(yα(k)−xα(k)) − 1

]
≤
(

lim sup
k

[
v−,†(xα(k))

v−,†(yα(k))

v−,‡(xα(k))

v−,‡(yα(k))
− 1

])(
lim inf

k′
uk′

)
≤ 0.

This concludes the proof of (3.3.4) for the case that z = −1.
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3.3.2 Multi-dimensional Ehrenfest model

Proof of Theorem 3.1.6. Let u be a subsolution and v a supersolution to
f(x) − λH(x,∇f(x)) − h(x) = 0. As in the proof of Proposition 3.3.4,
we check the condition for Proposition 3.3.2. Again, for α ∈ N let xα, yα
satisfy

u(xα)− v(yα)− α

2
|xα− yα|2 = sup

x,y∈E

{
u(x)− v(y)− α

2
|x− y|2

}
.

and without loss of generality let z be such that xα, yα → z.

Denote with xα,i and yα,i the i-th coordinate of xα respectively yα. We
prove

lim inf
α→∞

H(xα, α(xα − yα))−H(yα, α(xα − yα))

= lim inf
α→∞

∑
i

{[
vi+(xα)− vi+(yα)

] [
eα(xα,i−yα,i) − 1

]
+
[
vi−(xα)− vi−(yα)

] [
eα(yα,i−xα,i) − 1

]}
≤ 0,

by constructing a subsequence α(n) → ∞ such that the �rst term in the
sum converges to 0. From this sequence, we �nd a subsequence such that
the second term converges to zero, and so on.

Therefore, we will assume that we have a sequence α(n) → ∞ for which
the �rst i−1 terms of the di�erence of the two Hamiltonians vanishes and
prove that we can �nd a subsequence for which the i-th term

[
vi+(xα)− vi+(yα)

] [
eα(xα,i−yα,i) − 1

]
+
[
vi−(xα)− vi−(yα)

] [
eα(yα,i−xα,i) − 1

]
(3.3.6)

vanishes. This follows directly as in the proof of Proposition 3.3.4, arguing
depending on the situation zi ∈ (−1, 1), zi = −1 or zi = −1.

3.3.3 Mean �eld Markov jump processes on a �nite state space

The proof of Theorem 3.1.7 follows along the lines of the proofs of Propo-
sition 3.3.4 and Theorem 3.1.6. The proof however needs one important
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adaptation because of the appearance of the di�erence pb− pa in the expo-
nents of the Hamiltonian.
Naively copying the proofs using the penalization function Ψ(µ, ν) =
1
2

∑
a(µ(a) − ν(a))2 one obtains by Lemma 3.3.3 , for suitable sequences

µα and να, that

sup
α
v(a, b, να)

[
eα((µα(b)−να(b))−(µα(a)−να(a))) − 1

]
<∞.

One sees that the control on the sequences α(να(a) − µα(a)) obtained
from this bound is not very good, due to the compensating term α(µα(b)−
να(b)).
The proof can be suitably adapted using a di�erent penalization function.
For x ∈ R, let x− := x∧0 and x+ = x∨0. De�ne Ψ(µ, ν) = 1

2

∑
a((µ(a)−

ν(a))−)2 = 1
2

∑
a((ν(a) − µ(a))+)2. Clearly, Ψ is di�erentiable in both

components and satis�es (∇Ψ(·, ν))(µ) = −(∇Ψ(µ, ·))(ν). Finally, using
the fact that

∑
i µ(i) =

∑
i ν(i) = 1, we �nd that Ψ(µ, ν) = 0 implies that

µ = ν. We conclude that Ψ is a good penalization function.
The bound obtained from Lemma 3.3.3 using this Ψ yields

sup
α
v(a, b, να)

[
eα((µα(b)−να(b))−−(µα(a)−να(a))−) − 1

]
<∞.

We see that if (µα(b)− να(b))− − (µα(a)− να(a))− → ∞ it must be
because α(να(a) − µα(a)) → ∞. This puts us in the position to use the
techniques from the previous proofs.

Proof of Theorem 3.1.7. Set Ψ(µ, ν) = 1
2

∑
a((µ(a) − ν(a))−)2, as above.

We already noted that Ψ is a good penalization function.
Let u be a subsolution and v be a supersolution to f(µ)−λH(µ,∇f(µ))−
h(µ) = 0. For α ∈ N, pick µα and να such that

u(µα)− v(να)− αΨ(µα, να) = sup
µ,ν∈E

{u(µ)− v(ν)− αΨ(µ, ν)}

Furthermore, assume without loss of generality that µα, να → z for some
z such that u(z)− v(z) = supz′∈E u(z′)− v(z′). By Proposition 3.3.2, we
need to bound

H(µα, α(∇Φ(·, να))(µα))−H(να, α(∇Φ(µα, ·))(µα))

=
∑
a,b

[v(a, b, µα)− v(a, b, να)]

×
[
eα((µα(b)−να(b))−−(µα(a)−να(a))−) − 1

]
. (3.3.7)
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As in the proof of Theorem 3.1.6, we will show that each term in the sum
above can be bounded above by 0 separately. So pick some ordering of
the ordered pairs (i, j), i, j ∈ {1, . . . , n} and assume that we have some
sequence α such that the lim infα→∞ of the �rst k terms in equation (3.3.7)
are bounded above by 0. Suppose that (i, j) is the pair corresponding to the
k + 1-th term of the sum in (3.3.7).

Clearly, if v(i, j, π) = 0 for all π then we are done. Therefore, we assume
that v(i, j, π) 6= 0 for all π such that π(i) > 0.
In the case that µα, να → π∗, where π∗(i) > 0, we know by Lemma 3.3.3,
using that v(i, j, ·) is bounded away from 0 on a neighbourhood of π∗, that

sup
α
eα((µα(j)−να(j))−−(µα(i)−να(i))−) − 1 <∞.

Picking a subsequence α(n) such that this term above converges and using
that π → v(i, j, π) is uniformly continuous, we see

lim inf
α→∞

[v(i, j, µα)− v(i, j, να)]×[
eα((µα(j)−να(j))−−(µα(i)−να(i))−) − 1

]
= lim

n→∞

[
v(i, j, µα(n))− v(i, j, να(n))

]
×[

e
α(n)

(
(µα(n)(j)−να(n)(j))

−−(µα(n)(i)−να(n)(i))
−)
− 1

]
= 0

For the second case, suppose that µα(i), να(i) → 0. By Lemma 3.3.3, we
get

sup
α
v(i, j, να)

[
eα((µα(j)−να(j))−−(µα(i)−να(i))−) − 1

]
<∞. (3.3.8)

First of all, if supα α
(
(µα(j)− να(j))− − (µα(i)− να(i))−

)
< ∞, then

the argument given above also takes care of this situation. So suppose that
this supremum is in�nite. Clearly, the contribution (µα(j)− να(j))− is
negative, which implies that supα α (να(i)− µα(i))+ = ∞. This means
that we can assume without loss of generality that

α (να(i)− µα(i))→∞, να(i) > µα(i). (3.3.9)

We rewrite the term a = i, b = j in equation (3.3.7) as[
v(i, j, µα)

v(i, j, να)
− 1

]
v(i, j, να)

[
eα((µα(j)−να(j))−−(µα(i)−να(i))−) − 1

]
.
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The right hand side is bounded above by (3.3.8) and bounded below by−1,
so we take a subsequence of α, also denoted by α, such that the right hand
side converges. Also note that for α large enough the right hand side is
non-negative. Therefore, it su�ces to show that

lim inf
α→∞

v(i, j, µα)

v(i, j, να)
≤ 1,

which follows as in the proof of Proposition 3.3.4.





4
E X P O N E N T I A L D E C AY O F E N T R O P Y A N D E N T R O P I C
I N T E R P O L AT I O N S

In Chapter 3, we considered Markov processes xn with generatorsAn that
take values in some closed convex set En ⊆ Rd. In particular, we saw in
Proposition 3.1.8 that the rate function S of the stationary measures of
the processes An is a Lyapunov function for the McKean-Vlasov equation
ẋ = Hp(x, 0).
In this chapter, we study the decay of this rate function, or entropy, S along
the �ow of the McKean-Vlasov equation in more detail and in a more gen-
eral context. We will give conditions for exponential decay

S(x(t)) ≤ e−αtS(x(0))

and verify these conditions for Glauber dynamics on the Curie-Weiss model
and for the Wright-Fisher di�usion model with parent-independent muta-
tions.

Afterwards, we extend the de�nition of entropic-interpolations introduced
by Léonard [2013]. Léonard considers entropic interpolations for the mea-
sure valued �ow of a Markov-process and are de�ned via a (f, g) transform,
which is essentially an extension of the classical Doob-h transform.
Noting, however, as in our introduction, that the �ow of laws of a Markov
process can be seen as the solution to the Kolmogorov forward equation
and thus, as the minimal cost trajectory of a path-space large deviation
principle, the entropic interpolation can also be seen as a trajectory that
connects two points with minimal Lagrangian cost.
This is our starting point, and we give conditions for the convexity of the
entropy along an entropic interpolation. This concept is well known in the
theory of displacement interpolations, see von Renesse and Sturm [2005],
Chapter 16 in Villani [2009] or Chapter 9 in Bakry et al. [2014], and can
be used to study the curvature of the underlying space. Because displace-
ment interpolations are not suited to study processes on discrete spaces, a
di�erent kind of interpolation is needed.
A powerful interpolation method for discrete spaces is introduced in Erbar
and Maas [2012], but this de�nition is not directly suitable for the dynamics

89
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obtained from interacting systems. Here, we make a �rst step for entropic
interpolations in this general setting.

4.1 large deviations and the mckean-vlasov eqation

For clarity, we state the setting for the results in this chapter. Given a closed
subset E of Rd, we assume the existence of a sequence of measures Pn ∈
P(DE(R+)) so that the large deviation principle holds for the trajectories:

Pn [{x(t)}t≥0 ≈ {γ(t)}t≥0] ≈ e−nu(γ). (4.1.1)

We assume that the rate function u : DE(R+)→ [0,∞] has compact level
sets and has the form

u(γ) =

u0(γ(0)) +
∫∞

0 L(γ(s), γ̇(s))ds if γ is absolutely continuous

∞ otherwise,

where the Lagrangian L : E × Rd → [0,∞) is lower semi-continuous
and for each x ∈ E, v 7→ L(x, v) is convex. We de�ne the Hamiltonian
H as H(x, p) = infv〈p, v〉 − L(x, v). Such large deviation principles are
obtained in various contexts, notably in Chapter 3 and Chapter 5, but also
more generally for Freidlin-Wentzell theory Freidlin and Wentzell [1998],
for Levy processes Feng and Kurtz [2006], for other interacting jump pro-
cesses Dupuis et al. [2016] or for the Wright-Fisher model for population
dynamics Dawson and Feng [1998].

In the setting that the measures Pn correspond to Markov processes for
which there exists stationary measures µn that satisfy the large devia-
tion principle with rate function S, this S is a Lyapunov function for the
McKean-Vlasov equation ẋ = Hp(x, 0). Here Hp denotes the vector of
derivatives of H in the second coordinate. To be precise, it was found in
Chapter 3, but also in Roeck et al. [2006] that S(x(t)) ≤ S(x(0)) for any
t ≥ 0.
In this chapter, we analyse the decay of the entropy S along the �ow of
the McKean-Vlasov equation in more detail. We will give conditions for
exponential decay

S(x(t)) ≤ e−αtS(x(0)).
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Afterwards, we will extend the de�nition of entropic-interpolations intro-
duced in Léonard [2013] and give conditions for the convexity of the en-
tropy along these entropic interpolations.

The standing assumption on H and S for the results in this paper are the
following.

Assumption 4.1.1. We assume that the continuous HamiltonianH : E×
Rd → R satis�es
H(a) H is twice continuously di�erentiable,
H(b) for every x ∈ E, the map p 7→ H(x, p) is convex and for every x in

the interior of E, the map p 7→ H(x, p) is strictly convex.
There exists a continuous function S : E → [0,∞) such that
S(a) S is twice continuously di�erentiable on the interior of E,
S(b) for x ∈ E◦, we have H(x,DS(x)) = 0,
S(c) S is a Lyapunov function for the McKean-Vlasov equation: if x(t)

solves ẋ(t) = Hp(x(t), 0) then S(x(t)) ≤ S(x(s)) for all 0 ≤ s ≤ t.

Remark 4.1.2. The assumption that S is twice continuously di�erentiable
can be relaxed to once continuously di�erentiable in various situations.

The following three results verify that in the setting where Pn are Marko-
vian, the stationary measures satisfy the large deviation principle with rate
function S and where S is di�erentiable on the interior ofE, the conditions
on S of the assumption above are satis�ed.
The proof of Proposition 3.1.8 generalizes and we obtain the following re-
sult.

Proposition 4.1.3. Suppose themeasuresPn correspond toMarkov processes
for which there exists stationary measures µn that satisfy the large deviation
principle with rate function S.

Let {x(t)}t≥0 be a solution to the McKean-Vlasov equation ẋ = Hp(x, 0),
then S(x(t)) ≤ S(x(s)) for all 0 ≤ s ≤ t.

In the following proposition we show that S is a solution toHf = 0 in the
viscosity sense.

Lemma 4.1.4. Suppose the measures Pn correspond to Markov processes for
which there exists stationary measures µn that satisfy the large deviation
principle with rate function S. Then S is a viscosity solution to HS = 0.
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Proof. By a standard argument using dynamic programming, cf. Theorem
6.4.5 in Cannarsa and Sinestrari [2004], we �nd that for any function u0,
the function

u(x, t) = inf
γ∈AC
γ(t)=x

u0(γ(0)) +

∫ t

0
L(γ(s), γ̇(s))ds

is a viscosity solution of

d

dt
u(x, t) +H(x,∇u(x, t)) = 0.

on E × (0, T ). In the case that u0 = S is the large deviation rate function
of the stationary measures, it follows that u(·, t) = S for all t ≥ 0 by the
contraction principle. As a direct consequence, we �nd that S is a viscosity
solution of H(x,∇S(x)) = 0 on E.

Viscosity solutions have the property that the equation is satis�ed at any
point where the viscosity solution is di�erentiable. This gives the following
lemma.

Lemma 4.1.5. Suppose the measures Pn correspond to Markov processes for
which there exists stationary measures µn that satisfy the large deviation
principle with rate function S. Then if x is in the interior of E and is such
that S is di�erentiable at x, then H(x,DS(x)) = 0.

4.2 exponential decay of entropy

We start by studying the decay of S along the solutions of the McKean-
Vlasov equation. Motivated by the analogous quantities in the theory of
(modi�ed) logarithmic Sobolev inequalities, we de�ne the concept of infor-
mation.

De�nition 4.2.1. Let H and S satisfy Assumption 4.1.1. We de�ne the
information I : E → R+ by

I(x) = −〈DS(x), Hp(x, 0)〉.

We say thatH satis�es a entropy-information inequality (EII) with constant
α > 0 if for all x ∈ E:

αS(x) ≤ I(x).
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Note that as I(x) = − d
dt |t=0S(x(t)) for the solution x(t) to the McKean-

Vlasov equation with x(0) = x, it follows that I(x) ≥ 0 by Proposition
4.1.3.

This entropy-information inequality is a naturally connected to similar in-
equalities present in the literature.

In the setting of the measure-valued �ow generated by the Kolmogorov for-
ward equation of a di�usion operator, the derivative of the entropy along
the �ow is called the Fisher information. Thus, the entropy information in-
equality is analogous to the log-Sobolev inequality, we refer to Section 5.2
in Bakry et al. [2014].
For the measure valued �ow generated by the Kolmogorov forward equa-
tion of a Markov jump process, the entropy-information inequality coin-
cides with the modi�ed logarithmic Sobolev inequality. See for example
Caputo et al. [2009] where this inequality is connected to the decay of en-
tropy along the Kolmogorov forward equation of jump processes.

Lemma 4.2.2. Let H and S satisfy Assumption 4.1.1. Let x(t) solve the
McKean-Vlasov equation: ẋ = Hp(x, 0). ThenH satis�es (EII)-α if and only
if

S(x(t)) ≤ e−αtS(x(0)).

Proof. By (EII)-α, we have

d

dt
S(x(t)) = 〈DS(x(t)), Hp(x(t), 0)〉 = −I(x) ≤ −αS(x(t)).

It follows by Grönwall’s inequality that

S(x(t)) ≤ e−αtS(x(0)).

The reverse implication follows by di�erentiation.

It is well known that control on the second derivative of the entropy along
solutions of the McKean-Vlasov equation yields stronger control on the
decay of the entropy, see for example Lemma 2.1 in Caputo et al. [2009].
The second derivative of the entropy of S gives:

d2

dt2
S(x(t)) =

d

dt
〈DS(x(t)), Hp(x(t), 0)〉

= 〈D2S(x(t))Hp(x(t), 0), Hp(x(t), 0)〉
+ 〈DS(x(t)), Hpx(x(t), 0)Hp(x(t), 0)〉. (4.2.1)
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We obtain the following result, giving an inequality that implies (EII)-α if
there is only one attracting stationary point.

Lemma 4.2.3. Let H and S satisfy Assumption 4.1.1. Let {x(t)}t≥0 be a
solution to the McKean-Vlasov equation ẋ = Hp(x, 0). Then the following
two statements are equivalent.

(a) For all x ∈ E, we have

αI(x) ≤ 〈DS(x), Hpx(x, 0)Hp(x, 0)〉+〈D2S(x)Hp(x, 0), Hp(x, 0)〉.
(4.2.2)

(b) For all solutions {x(t)}t≥0 of the McKean-Vlasov equation, we have

d

dt
S(x(t)) ≥ e−αt d

dt
S(x(t))|t=0, and I(x(t)) ≤ e−αtI(x(0))

Suppose that S is bounded from below and that (4.2.2) is satis�ed. Let
S∞ := limt→∞ S(x(t)), (which exists as S is decreasing along solutions
of the McKean-Vlasov equation), then

S(x(t))− S∞ ≤ e−αt (S(x(0))− S∞) . (4.2.3)

Remark 4.2.4. If S(x) is convex, D2S(x) is a positive operator. Thus, a
weaker criterion for the exponential decay of entropy is given by

αI(x) ≤ 〈DS(x), Hpx(x, 0)Hp(x, 0)〉. (4.2.4)

Proof of Lemma 4.2.3. By (4.2.1), we note that (4.2.2) can be rewritten as

d

dt
I(x(t)) ≤ −αI(x(t))

As in the proof of Lemma 4.2.3, we obtain the �rst claim of the lemma.
We proceed with the proof of (4.2.3). First, we integrate from t to T the
inequality

α
d

dt
S(x(t)) = −αI(x(t)) ≥ d

dt
I(x(t)),

which yields

α [S(x(T ))− S(x(t))] ≥ [I(x(T ))− I(x(t))] .
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As T → ∞, we �nd by the �rst claim of the Lemma that I(x(T )) → 0.
Additionally, as S is decreasing along the solutions of the McKean-Vlasov
equation S(x(T ))→ S∞. We conclude that

α [S(x(t))− S∞] ≤ I(x(t)).

The claim follows as in the proof of Lemma 4.2.2.

We give a one-dimensional example where (4.2.2) is satis�ed and a sec-
ond multi-dimensional example where we verify (4.2.4). The �rst case is
related to the large deviations of the trajectories of the magnetization of
a Curie-Weiss model under a Glauber-dynamics evolution with potential
V (x) = −1

2βx
2, see Example 3.1.9 in Chapter 3. The second is related to

the large deviation behaviour of a d-dimensional Wright-Fisher model with
mutations with vanishing di�usion coe�cient.

Proposition 4.2.5 (Interacting jump processes on two states). Let β > 0
and consider the Hamiltonian H : [−1, 1]× R→ R de�ned by

H(x, p) =
1− x

2
eβx

[
e2p − 1

]
+

1 + x

2
e−βx

[
e−2p − 1

]
.

Note that it has an entropy functional S(x) = 1−x
2 log(1−x) + 1+x

2 log(1 +
x)− 1

2βx
2 with gradient DS(x) = 1

2 log 1+x
1−x − βx.

If β < 1, then (H,S) satisfy (EII) with constant 4(1− β).

Proof. First of all, note that D2S(x) = 1
1−x2 − β. Because β ≤ 1, we

�nd that S is convex. We �rst consider (4.2.4). An elementary computation
yields

Hp(x, 0) = 2 sinh(βx)− 2x cosh(βx)

Hpx(x, 0) = −2 [1− β] cosh(βx)− 2xβ sinh(βx).

Because Hpx(x, 0) ≤ −2(1− β), we obtain

〈DS(x), Hpx(x, 0)Hp(x, 0)〉 ≥ 2(1− β)I(x). (4.2.5)

We proceed with the second part or the right hand side of (4.2.2). By as-
sumption (a), S is strictly convex. In particular, there is a unique stationary
point xs = 0 where DS(0) = 0. By the �rst part of the proof, we know
that solutions to the McKean-Vlasov equation converge to this stationary
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point. Thus I(x) = 0 if and only if x = 0. In particular, this implies that
Hp(x, 0) < 0 for x > 0 and Hp(x, 0) > 0 for x < 0, and thus

−xHp(x, 0) ≥ 0. (4.2.6)

Without loss of generality, we consider x ≥ 0 and prove that

−2(1− β)DS(x)Hp(x, 0) ≤ Hp(x, 0)2D2S(x).

For x ≥ 0, Hp(x, 0) < 0, so it su�ces to prove that

2(1− β)DS(x) ≤ −Hp(x, 0)D2S(x).

If x = 0, both sides of the inequality equal 0 as DS(0) = Hp(0, 0) = 0.
Thus, it su�ces to prove that the derivatives are ordered in the same way:

2(1− β)D2S(x) ≤ −Hpx(x, 0)D2S(x)−Hp(x, 0)D3S(x)

= −Hpx(x, 0)D2S(x) − 2xHp(x, 0)

(1− x2)2
.

Hence, the claim is proven as−xHp(x, 0) ≥ 0 by (4.2.6). We conclude that
the second part yields

〈DS(x), Hpx(x, 0)Hp(x, 0)〉 ≥ 2[1− β]I(x). (4.2.7)

We conclude from (4.2.5) and (4.2.7) that we have a entropy-information
inequality with constant 4(1− β).

It should be noted that in principle the proof can be generalized to a
more involved structure for the potential. More conditions need to be
posed and the conclusions need to be changed appropriately. For exam-
ple, we can consider a potential that includes an external magnetic �eld:
Vh(x) = −1

2βx
2 − hx. The �rst part of the proof above can be carried out

without any changes. However, the second part of the proof above breaks
down as the stationary point for the dynamics is not equal to 0. So even
though the �rst part yields a constant 2(1 − β), the second part yields a
constant that is strictly less than 2(1− β).

Example 4.2.6 (Wright Fisher model with mutation). For E = {x ∈
Rd |xi ≥ 0,

∑
xi = 1}. In Dawson and Feng [1998] the large deviations of

the trajectories of the Wright-Fisher model are considered, and the Hamil-
tonian corresponding to this LDP is given by

H(x, p) =
1

2

∑
i,j

xi(δij − xj)pipj +

d∑
i=1

∑
j 6=i

xjqji − xiqij

 pi
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where qji represents the mutation rate from j to i. In the case that the
mutation rates are parent independent: qji = 1

2µi > 0, for i 6= j, the sta-
tionary measures of the associated Wright-Fisher processes with vanishing
di�usion coe�cient have entropy S(x) given by

S(x) =
d∑
i=1

µi log
µi
µxi

.

Proposition 4.2.7. Consider H and S from Example 4.2.6 in the setting
that qji = 1

2µi > 0. De�ne µ =
∑

i µi. ThenH and S satisfy (4.2.2) and the
entropy-information inequality with constant 1

2µ.

In the proof below, we will only verify (4.2.4) as opposed to the jump pro-
cess example above. The constant obtained here, is thus, not optimal. In
Theorem 4.4.3 below, we consider the setting of two species and improve
the (EII) bound by a factor that depends on the di�erence between µ1 and
µ2.

Proof. For the veri�cation of (4.2.2) with constant 1
2µwe observe that x 7→

S(x) is convex, so it su�ces to verify (4.2.4). Thus, we calculate the vector
Hp(x, 0) and matrix Hpx(x, 0). We �nd

Hpj (x, 0) =
1

2

∑
l 6=j

xlµj − xjµl

=
1

2
((1− xj)µj − xj(µ− µj)) =

1

2
(µj − xjµ) ,

Hpi,xj (x, 0) =

0 for i 6= j,

−1
2µ for i = j.

We �nd that∑
j

Hpi,xj (x, 0)Hpj (x, 0) = −1

2
µHpi(x, 0),

and as a consequence

〈DS(x), Hpx(x, 0)Hp(x, 0)〉 = −1

2
µ〈DS(x), Hp(x, 0)〉 =

1

2
µI(x).
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4.3 entropic interpolations

In this section, we will consider entropic interpolations, which we de�ne as
the optimal trajectories of the Lagrangian system, conditioned on a starting
and end point.
In the setting where the Hamiltonian corresponds to the large deviation be-
haviour of the trajectories of the empirical density of independent copies
of a process, i.e. Chapter 6, this de�nition is formally equivalent to the one
introduced in Léonard [2013]. Léonard de�nes an entropic interpolation
between π and ν in time T in terms of an (f, g) transform. Using the con-
nection of the (f, g) transform to solutions of the Schrödinger problem in
[Léonard, 2014, Theorem 3.3], this transform corresponds to the trajectory
of measures {µ(t)}0≤t≤T , where µ(t) := Q∗t is the law of X(t) under Q∗,
and where Q∗ minimizes

inf {S(Q |P) |Q0 = π,QT = ν} ,

where S(· | ·) is the relative entropy. This minimization problem can be
re-expressed in terms of the path-space large deviation problem of the
trajectory of the empirical distribution of independent copies. This re-
formulation of the minimization problem generalizes to interacting sys-
tems and motivates the following de�nition.

De�nition 4.3.1. We say that an absolutely continuous trajectory γ∗ :
[0, T ] → E is an entropic interpolation between x and y in time T if
γ∗(0) = x, γ∗(T ) = y and∫ T

0
L(γ∗(s), γ̇∗(s))ds = inf

γ∈AC
γ(0)=x,γ(T )=y

∫ T

0
L(γ(s), γ̇(s))ds.

We will make the following assumption in this Section, which is necessary
in the case that S is not di�erentiable on the boundary of E. In the setting
of one-dimensional reversible processes, we will show that this assumption
is always satis�ed.

Assumption 4.3.2. For the results in this section, we only consider en-
tropic interpolations γ : [0, T ]→ E such that for t ∈ (0, T ) the trajectory
is in the interior of E.

Consider the Hamilton equations:[
ẋ

ṗ

]
=

[
Hp(x, p)

−Hx(x, p)

]
(4.3.1)
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Lemma 4.3.3. Let H and S satisfy Assumption 4.1.1 and let x be an en-
tropic interpolation satisfying Assumption 4.3.2. For t ∈ (0, T ), set p(t) =
Lv(x(t), ẋ(t)). Then (x(t), p(t)) is twice continuously di�erentiable and
solves the Hamilton equations for t ∈ (0, T ).

Proof. This result follows as in Theorems 6.2.8 and 6.3.3 in Cannarsa and
Sinestrari [2004] as we can work in the interior of E due to Assumption
4.3.2.

The two components of the Hamilton equations take over the role of equa-
tions (14) and (15) in Léonard [2013]. The connection between the �rst com-
ponent and the Hamilton equations is immediate, whereas for the second
component, (15) in Léonard [2013] describes the evolution of f , whereas
the second component of the Hamilton equations describes the evolution
of p(t) = ∇f(x(t)) along the trajectory of the �rst variable.

Note that the solution x(t) to the McKean-Vlasov equation is always an
entropic interpolation between x(0) and x(t) in time t for any time t ≥ 0.
This corresponds to a solution of the Hamilton equations in which p(t) = 0
for all t ≥ 0.
To study the entropic interpolations, we introduce the adjoint Hamiltonian.

4.3.1 The adjoint Hamiltonian

De�nition 4.3.4. Let H and S satisfy Assumption 4.1.1. We de�ne the
adjoint H∗ of H with respect to S for x ∈ E◦ by

H∗(x, p) = H(x,DS(x)− p).

The motivation to call H∗ the adjoint Hamiltonian comes from Lemma
4.3.9, where we relate H∗ to the reversal of time. Note that H∗∗ = H .

De�nition 4.3.5. If H is a Hamiltonian with entropy S, we say that H is
reversible with respect to S if H∗ = H .

Note that this corresponds to the picture introduced in Lemma 4.1.4. IfH is
the Hamiltonian corresponding to a sequence of reversible processes, and
S is the corresponding entropy of the stationary and reversible measures,
then H will be reversible with respect to S.

Remark 4.3.6. Even tough it holds for most one-dimensional examples
in this paper that H = H∗, a non reversible one-dimensional example is
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obtained by considering the large deviation behaviour of the average of n
independent Levy processes on R with generator

Af(x) =
1

2
f ′′(x)− (x+ 1)f ′(x) + f(x+ 1)− f(x),

which corresponds to a Hamiltonian of the form

H(x, p) =
1

2
p2 − (x+ 1)p+ ep − 1.

For reversible one-dimensional Hamiltonians, we give conditions under
which Assumption 4.3.2 is satis�ed.

Proposition 4.3.7. Suppose E = [a, b] and H and S satisfy Assumption
4.1.1 and suppose that:

(a) H = H∗.

(b) Hp(a, 0) > 0 and Hp(b, 0) < 0.

(c) The maps x 7→ L(x, 0) and x 7→ S(x) are decreasing on an open neigh-
bourhood Ua of a and increasing on an open neighbourhood Ub of b.

(d) We have

lim
x↓a

L(x, 0)− L(a, 0)

S(x)− S(a)
=∞, lim

x↑b

L(x, 0)− L(b, 0)

S(x)− S(b)
=∞.

Then all entropic interpolations {x(t)}0≤t≤T satisfy x(t) ∈ E◦ for t ∈
(0, T ).

As the proof of this proposition is independent of the rest of the results, we
postpone the proof until Section 4.5.

Lemma 4.3.8. We have the following properties

(a) H∗p (x, p) = −Hp(x,DS(x)− p),
(b) H∗pp(x, p) = Hp(x,DS(x)− p),
(c) H∗x(x, p) = Hx(x,DS(x)− p) +Hp(x,DS(x)− p)D2S(x),

(d) H∗px(x, p) = −Hpx(x,DS(x)− p)−Hpp(x,DS(x)− p)D2S(x).

Proof. These properties are immediately veri�ed using the de�nition ofH∗.

We now relate the adjoint Hamiltonian to the reversal of time.
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Lemma 4.3.9. Let H and S satisfy Assumption 4.1.1. Fix some time T > 0.
The curve (x(t), p(t))0<t<T solves the Hamilton equations forH if and only
if (x∗(t), p∗(t))0<t<T := (x(T − t), DS(x(T − t))−p(T − t))0<t<T solves
the Hamilton equations for H∗.

Proof. Let (x(t), p(t))0<t<T solve the Hamilton equations. First note that
H∗p (x, p) = −Hp(x,DS(x) − p) by de�nition. We look at the derivative
of x∗(t):

d

dt
x∗(t) =

d

dt
x(T − t)

= −ẋ(T − t)
= −Hp(x(T − t), p(T − t))
= H∗p (x(T − t), DS(x(T − t))− p(T − t))
= H∗p (x∗(t), p∗(t)).

Secondly, we consider the derivative of p∗(t):

d

dt
p∗(t) =

d

dt
p(T − t)

= −ṗ(T − t)
= Hx(x(T − t), p(T − t))
= H∗x(x(T − t), DS(x(T − t))− p(T − t))
= H∗x(x∗(t), p∗(t)).

So indeed (x∗(t), p∗(t))0<t<T solve the Hamilton equations for H∗. The
second implication of the lemma follows from the �rst one and the fact
that H∗∗ = H .

4.3.2 The evolution of entropy along an entropic interpolations

Analogous to the de�nition of L, we de�ne L∗ to be the Lagrangian corre-
sponding to H∗, i.e. for x /∈ ∂E, we set L∗(x, v) = supp〈p, v〉 −H∗(x, p).

Lemma 4.3.10. Let H and S satisfy Assumption 4.1.1 and let γ : [0, T ] →
E be an absolutely continuous trajectory and let t be a time at which γ is
di�erentiable and γ(t) ∈ E◦. De�ne the time-backward trajectory γ∗(s) :=
γ(T − s). Then we have

d

dt
S(γ(t)) = L(γ(t), γ̇(t))− L∗(γ∗(T − t), γ̇∗(T − t)).
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In particular, if H = H∗, it follows that

d

dt
S(γ(t)) = L(γ(t), γ̇(t))− L(γ(t),−γ̇(t)).

Proof. Set p = Lv(γ(t), γ̇(t)) and p∗ = DS(γ(t))− p. We obtain

d

dt
S(γ(t)) = DS(γ(t))γ̇(t)

= pHp(γ(t), p)−H(γ(t), p)

− [(p−DS(γ(t)))Hp(γ(t), p)−H(γ(t), p)]

= L(γ(t), γ̇(t))− (DS(γ(t)− p)H∗p (γ(t), DS(γ(t))− p)
+H∗(γ(t), DS(x(t))− p(t))

= L(γ(t), γ̇(t))− p∗H∗p (γ∗(T − t), p∗) +H∗(γ∗(T − t), p∗)
= L(γ(t), γ̇(t))− L∗(γ∗(T − t), γ̇∗(T − t)),

where we have used in the last line that

γ̇∗(T − t) = −γ̇(t) = −Hp(γ(t), p) = H∗p (γ∗(T − t), p∗).

Because an entropic interpolation {x(t)}0≤t≤T gives rise to a twice contin-
uously di�erentiable trajectory (x, p) that solves the Hamilton equations,
we see that for this trajectory Lemma 4.3.10 holds for all times at which the
trajectory is in the interior of E. We use this to study the behaviour of the
entropy along the interpolation.
Because the entropy along an arbitrary entropic interpolation is not ex-
pected to decrease, we directly study the second derivative of the entropy
S along an entropic interpolation {x(t)}t∈[0,T ] satisfying Assumption 4.3.2.
In Lemma 4.3.10, we saw that the �rst derivative ofS contains a part involv-
ing L and a part involving L∗. We �rst consider the part involving L. Note
that for an entropic interpolation d

dtH(x(t), p(t)) = 0 by the Hamilton
equations. For t ∈ (0, T ), we have

d

dt
L(x(t), ẋ(t)) =

d

dt
(〈p(t), Hp(x(t), p(t))〉 −H(x(t), p(t)))

= −〈Hx(x(t), p(t)), Hp(x(t), p(t))〉
+ 〈p(t), Hpx(x(t), p(t))Hp(x(t), p(t))〉
− 〈p(t), Hpp(x(t), p(t))Hx(x(t), p(t))〉

(4.3.2)
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Set x∗(t) := x(T − t) and p∗(t) = DS(x(T − t)) − p(T − t). For the
derivative of the second term, we obtain similarly that

d

dt
(−L∗(x∗(T − t), ẋ∗(T − t)))

=
d

d(T − t)
L∗(x∗(T − t), ẋ∗(T − t))

= p∗(T − t)H∗px(x∗(T − t), p∗(T − t))
− p∗(T − t)Hpp(x

∗(T − t), p∗(T − t))H∗x(x∗(T − t), p∗(T − t))
−H∗x(x∗(T − t), p∗(T − t))H∗p (x∗(T − t), p∗(T − t)).

(4.3.3)

De�nition 4.3.11. Let H and S satisfy Assumption 4.1.1. We say that H
and H∗ satisfy the α-entropy-convexity inequality if for all x ∈ E and
p ∈ Rd, we have

α [〈p,Hp(x, p)〉 −H(x, p)] + α
[
〈p∗, H∗p (x, p∗)〉 −H∗(x, p∗)

]
≤ 〈p,Hpx(x, p)Hp(x, p)〉 − 〈p,Hpp(x, p)Hx(x, p)〉
− 〈Hx(x, p), Hp(x, p)〉+ 〈p∗, H∗px(x, p∗)H∗p (x, p∗)〉
− 〈p∗, H∗pp(x, p∗)H∗x(x, p∗)〉 − 〈H∗x(x, p∗), H∗p (x, p∗)〉,

where p∗ = DS(x)− p. If H = H∗, we say that H satis�es the α-entropy-
convexity inequality if

α [〈p,Hp(x, p)〉 −H(x, p)] ≤ 〈p,Hpx(x, p)Hp(x, p)〉
− 〈p,Hpp(x, p)Hx(x, p)〉 − 〈Hx(x, p), Hp(x, p)〉, (4.3.4)

for all x ∈ E and p ∈ Rd.

It is immediate that if H = H∗ (4.3.4) implies that H and H∗ satisfy the
α-entropy-convexity inequality. The following lemma connects the entropy
convexity inequalities with the entropy-information inequality in the case
that H = H∗.

Lemma 4.3.12. LetH and S satisfy Assumption 4.1.1. Furthermore, suppose
that H = H∗. If H satis�es the α-entropy convexity inequality, then H
satis�es inequality (4.2.2) in Lemma 4.2.3 and if there is only one stationary
point xs for the McKean-Vlasov equation where S(xs) = 0 then (EII)-α is
satis�ed.

Proof. Because it holds that H = H∗, (4.3.4) is also satis�ed for H∗. Tak-
ing p = DS(x) and using the identities from Lemma 4.3.8 to rewrite all
quantities involving H∗ in terms of H yields (4.2.2).
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For T > 0 let

GT (s, t) =

 s(T−t)
T if s ≤ t

t(T−s)
T if s ≥ t.

A direct computation for a function φ ∈ C([0, T ]) that is twice continu-
ously di�erentiable on (0, T ) that

φ(t) =
T − t
T

φ(0) +
t

T
φ(T )−

∫ T

0
φ̈(s)GT (s, t)ds.

Combining (4.3.2) and (4.3.3) with the de�nition of the entropy convexity
inequality, we have the following result.

Theorem 4.3.13. LetH and S satisfy Assumption 4.1.1. Additionally, letH
andH∗ together with S satisfy the α-entropy convexity inequality. Consider
an entropic interpolation {x(t)}0≤t≤T satisfying Assumption 4.3.2. Then we
have that

S(x(t)) ≤ T − t
T

S(x(0)) +
t

T
S(x(T ))

− α
∫ T

0
[L(x(s), ẋ(s)) + L∗(x∗(T − s), ẋ∗(T − s))]GT (s, t)ds.

In particular, if α ≥ 0, we have convexity of the entropy along entropic inter-
polations satisfying Assumption 4.3.2.

Remark 4.3.14. The integral term on the right hand side of the proposi-
tion is somewhat hard to interpret. It would be of interest to see whether
this integral term can be bounded from below by some (non-symmetric)
distance d. If so, this proposition can serve as starting point for the study
of α-convexity of the entropy along entropic interpolations:

S(x(t)) ≤ T − t
T

S(x(0)) +
t

T
S(x(T ))− αt(T − t)

2T 2
d2(x(0), x(T )).

This is analogous to the setting of optimal transport, where under bounds
on the curvature of the underlying space, the entropy is α convex with
respect to the Wasserstein distance along displacement interpolations, see
von Renesse and Sturm [2005] or Chapter 16 in Villani [2009]. Also see
Erbar and Maas [2012] for related inequalities for the space of measures on
a discrete space.
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4.4 entropic interpolations: examples

We verify the conditions for Assumptions 4.1.1 and 4.3.2 for three examples
in which H = H∗ and prove the entropy-convexity inequality.

4.4.1 Entropic interpolations corresponding to the Ornstein-Uhlenbeck pro-
cess

We verify the conditions for Assumptions 4.1.1 and 4.3.2 for three examples.

4.4.2 The generalized Ornstein-Uhlenbeck process

An example where we can easily verify anα entropy convexity inequality is
for the Hamiltonian corresponding to the generalized Ornstein-Uhlenbeck
process. Let V : Rd → [0,∞) be some twice continuously di�erentiable
convex function. Consider the following sequence of processes:

dXn(t) = −∇V (Xn(t))dt+
1√
n

dW (t).

The Freidlin-Wentzell large deviation principle of the trajectories of these
processes gives an operator

H(x, p) =
1

2

∑
i

p2
i − piVi(x),

where Vi is the derivative of V in the i-th coordinate. The associated en-
tropy S is given by S(x) = 2V (x)

Theorem 4.4.1. Consider H and S introduced above. Then we have the
entropy-convexity inequality with the largest constant α ∈ R such that the
matrix

∇∇V − α1

is non-negative de�nite. Consequently, the conclusions of Theorem 4.3.13 hold
for the entropy S(x) = 2V (x).

Clearly, in this setting Assumption 4.3.2 is satis�ed. Thus this result holds
for all entropic interpolations.
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Proof. It is immediate to verify thatH = H∗, so we only check the entropy-
convexity inequality for H . On one hand, we have pHp(x, p)−H(x, p) =
1
2

∑
i p

2
i , whereas on the other

pHpx(x, p)Hp(x, p)− pHpp(x, p)Hx(x, p)−Hp(x, p)Hx(x, p)

=
∑
i,j

piVi,j(x)pj .

4.4.3 One-dimensional Wright-Fisher model

We return to the setting of Example 4.2.6, but now we only consider the
one-dimensional example. In particular, we choose our state-space to be
equal to E = [0, 1] and H is given by

H(x, p) =
1

2
a(x)p2 − b(x)p,

where

a(x) = x(1− x), b(x) =
1

2
(xµ1 − (1− x)µ) .

The entropy S reduces in this setting to

S(x) = µ1 log
µ1

µ(1− x)
+ µ2 log

µ2

µx
.

Lemma 4.4.2. Let µ1, µ2 > 0 and µ = µ1 + µ2. Then assumption 4.3.2 is
satis�ed:

(a) H = H∗,

(b) Hp(x, 0) > 0 and Hp(x, 1) < 0,

(c) the maps x 7→ L(x, 0) and x 7→ S(x) are decreasing on an open neigh-
bourhood U0 of 0 and increasing on an open neighbourhood U1 of 1,

(d) we have

lim
x↓0

L(x, 0)− L(0, 0)

S(x)− S(0)
=∞

lim
x↑1

L(x, 0)− L(1, 0)

S(x)− S(1)
=∞.

As a consequence, Assumption 4.3.2 is satis�ed for this model.
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Proof. Using that DS(x) = 2b(x)
a(x) , it is straightforward to verify that H =

H∗. We haveHp(x, 0) = −b(x), so thatHp(0, 0) > 0 andHp(1, 0) < 0 by
the positivity of µ1 and µ2.
As DS(x) = 2b(x)

a(x) , we �nd that

L(x, 0) = −H(x,
1

2
DS(x)) =

1

2

b(x)2

a(x)
.

Di�erentiating this with respect to x yields

2
d

dx
L(x, 0) =

2a(x)b(x)b′(x)− a′(x)b(x)2

a(x)2
.

To verify the third claim for L, we need to know the sign of this derivative.
As the denominator is non-negative, we calculate the numerator(recall that
µ = µ1 + µ2):

2a(x)b(x)b′(x)− a′(x)b(x)2 =
1

4
[xµ− µ2] [(µ− 2µ2)x+ µ] .

Thus the claim in (c) for L follows as this quantity is negative for x close
to 0 and positive for x close to 1. The statement for S is clear.

We verify (d) only for the left-hand boundary. The claim follows if we can
show that d

dxL(x, 0) diverges to −∞ faster than DS(x) diverges to −∞.
Note that

2
d

dx
L(x, 0) = DS(x)

2a(x)b′(x)− a′(x)b(x)

a(x)

As DS(x) < 0 for x close to 0, we have to show that

2a(x)b′(x)− a′(x)b(x)

a(x)
=
xµ1 − xµ2 + µ2

2x(1− x)

diverges to∞ as x ↓ 0. This, however, is immediate from the 1
x term in the

denominator and the positive µ2 term in the numerator.

In this one-dimensional setting, we improve the constant of the entropy-
information inequality of Proposition 4.2.7 and extend it to the entropy-
convexity inequality.



108 exponential decay of entropy and entropic interpolations

Theorem 4.4.3 (Wright-Fisher model with positive mutation rates for two
species). Let µ1, µ2 > 0 and let µ = µ1 + µ2. Let H be the Hamiltonian
given by

H(x, p) =
1

2
a(x)p2 − b(x)p,

where

a(x) = x(1− x), b(x) =
xµ1 − (1− x)µ2

2
,

and where S is given by

S(x) = µ1 log
µ1

µ(1− x)
+ µ2 log

µ2

µx
.

ThenH satis�es the entropy-convexity inequality and the conclusions of The-
orem 4.3.13 with respect to S with constant

α =
1

2
µ+

1

2

√
µ2 − (µ1 − µ2)2 =

1

2
µ+
√
µ1µ2

for all entropic interpolations. Additionally, this constant is optimal for the
entropy-convexity inequality.

Proof. To start, we �nd

pHp(x, p)−H(x, p) =
1

2
a(x)p2.

A second tedious, but straightforward, calculation yields

pHpx(x, p)Hp(x, p)− pHpp(x, p)Hx(x, p)−Hx(x, p)Hp(x, p)

=

[
a(x)b′(x)− 1

2
a′(x)b(x)

]
p2.

Using the de�nitions of a and b, we conclude that we need to �nd the largest
α for which

2α(x− x2) ≤ (µ1 − µ2)x+ µ2

is satis�ed for all x ∈ [−1, 1]. As µ1, µ2 > 0, there is at least some α > 0
for which this inequality is satis�ed. To �nd the largest α > 0 for which
this is the case, the minimum of

fα(x) := 2αx2 + (µ1 − µ2 − 2α)x+ µ2
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for x ∈ [0, 1] should equal 0. As fα is convex for α > 0, the derivative in
x of fα is increasing. As fα(0), fα(1) > 0, α must be such that f ′α(0) < 0
and f ′α(1) > 0. We conclude that 2α > |µ1 − µ2|. The location of the
minimum of fα is found at

xmin(α) =
1

2
− µ1 − µ2

4α
.

Evaluating the parabola in its minimum and putting this equal to 0 gives
an equation for the value of α:

(µ1 − µ2 − 2α)2 − 8αµ2 = 0

which is equivalent to solving

4α2 − 4µα+ (µ1 − µ2)2 = 0.

Both zeros are non-negative, but an elementary computation shows that
the smallest solution is smaller than 1

2 |µ1 − µ2|. We conclude that the
largest suitable α equals

α =
1

2
µ+

1

2

√
µ2 − (µ1 − µ2)2 =

1

2
µ+
√
µ1µ2.

4.4.4 Glauber dynamics for the Curie-Weiss model

The �nal result of this chapter is the extension of Proposition 4.2.5 to the
setting of entropy-convexity.
We introduce two auxiliary functions that turn up in the analysis at various
points. De�ne

G1(x) := cosh(βx)− x sinh(βx),

G2(x) := sinh(βx)− x cosh(βx),

and note that the Hamiltonian can be rewritten in terms of G1 and G2 as

H(x, p) = [cosh(2p)− 1]G1(x) + sinh(2p)G2(x).

The following lemma follows from the de�nitions of G1 and G2.

Lemma 4.4.4. For β ∈ [0, 1] the functions G1, G2 : [−1, 1] → R have the
following properties
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(a) G1 is even, positive, increasing for x ≤ 0 and decreasing for x ≥ 0,

(b) G2 is odd, positive for x ≤ 0, negative for x ≥ 0 and decreasing.

We start out by verifying Assumption 4.3.2.

Lemma 4.4.5. Assumption 4.3.2 is satis�ed:

(a) H = H∗,

(b) Hp(−1, 0) > 0, Hp(1, 0) > 0,

(c) the maps x 7→ L(x, 0) and x 7→ S(x) are decreasing on an open neigh-
bourhood U−1 of −1 and increasing on an open neighbourhood U1 of
1,

(d) we have

lim
x↓−1

L(x, 0)− L(−1, 0)

S(x)− S(−1)
=∞

lim
x↑1

L(x, 0)− L(1, 0)

S(x)− S(1)
=∞.

As a consequence Assumption 4.3.2 is satis�ed for this model.

Proof. The (a) follows from a direct computation. For (b), note that
Hp(x, 0) = 2G2(x). By Lemma 4.4.4, we �nd Hp(−1, 0) = G2(−1) > 0
and Hp(1, 0) = G2(1) > 0.
Claim (c) for S is clear and for L it is immediate from

L(x, 0) = − inf
p
H(x, p) = −Hp

(
x,

1

2
DS(x)

)
= −

√
1− x2 +G1(x).

The square root has diverging derivative for x close to the boundary,
whereas the second term is continuously di�erentiable on [−1, 1], thus we
obtain the result.

We only verify (d) for the left boundary. In particular, it is su�cient to
show that d

dxL(x, 0) diverges to−∞ faster thatDS(x) diverges to−∞ as
x ↓ −1. In particular, close to −1, we have

d

dx
L(x, 0) = −a(x)

1√
1 + x

+c1(x), DS(x) =
1

2
log(1+x)+c2(x),

where c1, c2 are functions that are bounded on a neighbourhood of−1 and
where a is a function close to−1 for x close to−1. The result follows from
the asymptotic behaviour of −1√

1+x
and log(1 + x) close to −1.
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We proceed with the main result for this model.

Theorem 4.4.6 (Curie-Weiss jump process on two states). Consider the
Hamiltonian H : [−1, 1]× R→ R de�ned in Proposition 4.2.5 by

H(x, p) =
1− x

2
eβx

[
e2p − 1

]
+

1 + x

2
e−βx

[
e−2p − 1

]
for β ≤ 1. Then H satis�es the entropy-convexity inequality with respect
to the relative entropy S(x) = 1−x

2 log(1 − x) + 1+x
2 log(1 + x) − 1

2βx
2

with constant 4(1− β) and thus the conclusions of Theorem 4.3.13 hold with
constant 4(1− β) for all entropic interpolations.

As noted above H = H∗ in this case, so we only have to consider the
4(1 − β) entropy-convexity inequality for H . The proof is based on the
basic inequality that (1− β)p ≤ (1− β) sinh(p) for p ≥ 0, and thus does
not immediately generalize for β > 1.

Proof of Theorem 4.4.6. Based on the constant obtained in 4.2.5, we will
prove

α [〈p,Hp(x, p)〉 −H(x, p)] ≤ 〈p,Hpx(x, p)Hp(x, p)〉
− 〈p,Hpp(x, p)Hx(x, p)〉 − 〈Hx(x, p), Hp(x, p)〉,

for α = 4(1 − β). Note that for p = 0 all terms equal 0. Because the
state-space for p is one-dimensional and the problem is symmetric under
�ipping (x, p) to (−x,−p), it su�ces to prove that the derivatives in p, for
p ≥ 0 for every �xed x of the functions on the left and right hand side are
ordered with the same constant α = 4(1− β):

αpHpp(x, p) ≤ pHpxp(x, p)Hp(x, p)

− pHppp(x, p)Hx(x, p)− 2Hpp(x, p)Hx(x, p).

Our argument will be based on the basic inequality that 2p ≤ sinh(2p) for
p ≥ 0. In particular, as Hpp(x, p) > 0 by the strict convexity of H in the
momentum variable this implies that

4(1− β)pHpp(x, p) ≤ 2(1− β) sinh(2p)Hpp(x, p).

Thus, it su�ces to prove for p ≥ 0 and all x that

0 ≤ pHpxp(x, p)Hp(x, p)− pHppp(x, p)Hx(x, p)

− 2Hpp(x, p) (Hx(x, p) + (1− β) sinh(2p)) . (4.4.1)
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To do this, we study the Hamiltonian in terms of G1 and G2 as

H(x, p) = [cosh(2p)− 1]G1(x) + sinh(2p)G2(x).

This representation immediately yields that

Hpp(x, p) = 4 cosh(2p)G1(x) + 4 sinh(2p)G2(x),

which in turn implies that

Hpxp(x, p) = 4Hx(x, p) + 4G′1(x).

Because Hppp(x, p) = 4Hp(x, p), we conclude that the �rst two terms of
the right hand side of (4.4.1) equal

pHpxp(x, p)Hp(x, p)− pHppp(x, p)Hx(x, p)

= 4pG′1(x)Hp(x, p).

The last term of (4.4.1) can be rewritten as

− 2Hpp(x, p)
(
(cosh(2p)− 1)G′1(x) + sinh(2p)

(
G′2(x) + 1− β

))
= −2Hpp(x, p)(cosh(2p)− 1)G′1(x)

+ sinh(2p)Hpp(x, p) [(1− β)(cosh(βx)− 1) + βx sinh(βx)] .

Rewriting these last two equations, we have to prove for all x and p ≥ 0
that

0 ≤ 8
[
p sinh(2p)− cosh2(2p) + cosh(2p)

]
G1(x)G′1(x) (4.4.2)

+ 8 [p cosh(2p) + sinh(2p) cosh(2p)− sinh(2p)]G′1(x)G2(x)

+ 2Hpp(x, p) sinh(2p) [(1− β)(cosh(βx)− 1) + βx sinh(βx)] .

This will be proven in two steps, �rst we prove this inequality for x ≥ 0
and all p ≥ 0, and afterwards we consider the case that x ≤ 0 and p ≥ 0.

Case 1: x ≥ 0. It can immediately be seen that the third line in (4.4.2) is
bounded below by 0. For the �rst line, we show that

p 7→ p sinh(2p)− cosh2(2p) + cosh(2p)
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is non-positive for p ≥ 0. First note that 2p ≤ sinh(2p), and thus

p sinh(2p)− cosh2(2p) + cosh(2p)

≤ 1

2
sinh2(2p)− cosh2(2p) + cosh(2p)

= −1

2
− 1

2
cosh2(2p) + cosh(2p)

= −1

2
(cosh(2p)− 1)2

≤ 0.

G1(x)G′1(x) ≤ 0 for x ≥ 0 by Lemma 4.4.4, which implies that also the
�rst term of (4.4.2) is non-negative.
We proceed with the second term. The map

p cosh(2p) + sinh(2p) cosh(2p)− sinh(2p)

is non-negative for p ≥ 0 as cosh(2p) ≥ 1. Additionally, by Lemma 4.4.4,
the product G′1(x)G2(x) is non-negative.
We conclude that (4.4.2) holds for p ≥ 0 and x ≥ 0.

Case 2: x ≤ 0. The non-negativity for lines 2 and 3 of the right-hand side
in (4.4.2) still hold, but we need to show that these lines compensate line
1, that is now negative due to the positivity of the product G1(x)G′1(x).
In particular, we will show that line three of the right hand side of (4.4.2)
compensates the �rst term. Note that

0 ≥ (1−β)(cosh(βx)−1)+βx sinh(βx) = −G′2(x)− (1−β), (4.4.3)

so that the third term of (4.4.2) equals

2Hpp(x, p) sinh(2p) [(1− β)(cosh(βx)− 1) + βx sinh(βx)]

= −2Hpp(x, p) sinh(2p)
[
G′2(x) + (1− β)

]
= −8 cosh(2p) sinh(2p)G1(x)

[
G′2(x) + (1− β)

]
− 8 sinh2(2p)G2(x)

[
G′2(x) + (1− β)

]
.

By equation (4.4.3) and Lemma 4.4.4 the term in the last line is non-negative
if x ≤ 0. Thus, we can use the term in line three to compensate the �rst
term in (4.4.2). In particular, we have to show that

0 ≤ −8 cosh(2p) sinh(2p)G1(x)
[
G′2(x) + (1− β)

]
+ 8

[
p sinh(2p)− cosh2(2p) + cosh(2p)

]
G1(x)G′1(x).
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for x ≤ 0 and p ≥ 0. We divide by 8G1(x) > 0 and show

0 ≤ − cosh(2p) sinh(2p)
[
G′2(x) + (1− β)

]
+
[
p sinh(2p)− cosh2(2p) + cosh(2p)

]
G′1(x).

Below, we will prove that G′1(x) +G′2(x) + (1− β) ≤ 0 for x ≤ 0. Using
this inequality, we �nd

− cosh(2p) sinh(2p)
[
G′2(x) + (1− β)

]
+
[
p sinh(2p)− cosh2(2p) + cosh(2p)

]
G′1(x)

≥ [cosh(2p) sinh(2p) + p sinh(2p)− cosh(2p)(cosh(2p)− 1)]G′1(x).

Because G′1(x) ≥ 0 for x ≤ 0 and p sinh(2p) ≥ 0 and sinh(2p) ≥
cosh(2p)− 1, we �nd that this term is non-negative.

We are left to prove that G′1(x) +G′2(x) + (1−β) ≤ 0 for x ≤ 0. First, we
calculate

G′1(x) = (β − 1) sinh(βx)− βx cosh(βx),

G′2(x) = (β − 1) cosh(βx)− βx sinh(βx).

We conclude that

G′1(x) +G′2(x) + (1− β)

= (β − 1) [sinh(βx) + cosh(βx)− 1]

− βx [cosh(βx) + sinh(βx)] ,

which yields that G′1(x) +G′2(x) + (1− β) ≤ 0 for x ≤ 0.

We conclude that (4.4.2) holds for all x ∈ [−1, 1] and p ≥ 0. This implies
(4.4.1) and thus the entropy-convexity inequality with constant 4(1 − β).

4.5 entropic interpolations remain in the interior

To conclude this chapter, we prove Proposition 4.3.7. We need some addi-
tional results.

To prove that an interpolation {x(s)}s∈[0,t] from a to b remains in the inte-
rior, we argue by contradiction. Suppose that x that hits the boundary for
some s ∈ (0, t), then we �nd a cheaper trajectory that also connects a to b.
To do this, we use the evolution of the entropy S along the interpolation.
We start out with a technical regularity result.
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Lemma 4.5.1. Let γ : [0, t] → [−1, 1] be absolutely continuous and such
that ∫ t

0
L(γ(s), γ̇(s))ds <∞.

Then s 7→ S(γ(s)) is absolutely continuous.

Note that this result is non-trivial. A result of Fichtenholz, see Exercise
5.8.61 in Bogachev [2007], shows that if DS(x)→∞ or DS(x)→∞ for
x close to the boundary, there exists an absolutely continuous trajectory γ
taking values in [a, b] such that s 7→ S(γ(s)) is not absolutely continuous.

Proof. The proof is somewhat technical and needs the de�nition of Lusin’s
property (N). We say that a function F : (X,A, µ)→ (Y,B, ν) between to
measure spaces satis�es (N) if ν(F (A)) = 0 for all A ∈ A with µ(A) = 0.

Pick γ that satis�es the assumptions of the lemma. Because γ and S are
continuous, s 7→ S(γ(t)) is continuous. γ is absolutely continuous, so it
satis�es property (N). As S is continuously di�erentiable on (a, b) it is ab-
solutely continuous on (a, b). Because S is decreasing in a neighbourhood
of a and increasing in a neighbourhood of b, the absolute continuity of S on
[a, b] follows by the monotone convergence theorem. We conclude that S
satis�es (N). Clearly the composition s 7→ S(γ(s)) of functions that satisfy
(N) also satis�es (N).

To prove that s 7→ S(γ(s)) is absolutely continuous, we use Exercise 5.8.57
of Bogachev [2007] that states that a continuous function f : [α, β] →
R with property (N) is absolutely continuous if there exists a Lebesgue
integrable function g such that f ′(x) ≤ g(x) at almost every point where
f ′(x) exists.

We show that we can �nd such a function g for f(x) := S(γ(s)), using the
assumption that the Lagrangian cost of the trajectory is �nite.
First of all, γ is di�erentiable at almost every time. Thus, for almost every
time s for which γ(s) ∈ (a, b), the map f is di�erentiable. For such s, we
have by Lemma 4.3.10 that

d

ds
S(γ(s)) ≤ L(γ(s), γ̇(s)).

Because S has its maxima at the boundary, a time s for which γ(x) ∈
{−1, 1} and f is di�erentiable, must satisfy f ′(s) = 0 ≤ L(γ(s), γ̇(s)).
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Thus, for almost every time s for which s 7→ S(γ(s)), we have
d
dsS(γ(s)) ≤ L(γ(s), γ̇(s)). By the assumption of the lemma and Exer-
cise 5.8.57 of Bogachev [2007], we conclude that s 7→ S(γ(s)) is absolutely
continuous.

Our second auxiliary result is a decomposition for L, which is a result also
obtained in Mielke et al. [2014]. The decomposition there is given in terms
of Ψ,Ψ∗ and the decomposition is used to interpret the solution of the
McKean-Vlasov equation as the �ow that optimizes an entropy-dissipation
inequality. Here we give a di�erent interpretation of this decomposition.
We �rst introduce a tilted Hamiltonian H[x] : E◦ × Rd → R by

H[x](y, p) = H(y, p+
1

2
DS(x))−H(y,

1

2
DS(x)). (4.5.1)

It follows that x is a stationary point of the McKean-Vlasov dynamics as-
sociated to H[x], i.e. H[x]p(x, 0) = 0.
It can then be shown thatL(x, v) can be decomposed into a cost for making
x the stationary point, the cost for having speed v under the tilted dynamics
and a correction term: the increase of entropy along the �ow.

Lemma 4.5.2. For x ∈ (a, b) and v ∈ R, we have the decomposition

L(x, v) = L(x, 0) + L[x](x, v) +
1

2
〈DS(x), v〉,

where L[x](y, v) is de�ned as the Legendre transform of p 7→ H[x](y, p), as
de�ned in (4.5.1).

Furthermore, for x ∈ (a, b), we have L[x](x, v) = L[x](x,−v). Finally,
for any absolutely continuous trajectory γ : [0, t] → [a, b] that has �nite
Lagrangian cost, we have∫ t

0
L(γ(s), γ̇(s))− L(γ(s),−γ̇(s))ds = S(γ(t))− S(γ(0)).

Proof. Because H is smooth and has super-linear growth in p for x ∈
(−1, 1), we �nd that L(x, v) = supp {pv −H(x, p) = p∗v −H(x, p∗)},
where p∗ = Lv(x, v). Thus, rewriting, we �nd

L(x, v) = 〈p∗, v〉 −H(x, p∗)

= 〈p∗ − 1

2
DS(x), v〉 −H[x]

(
x, p∗ − 1

2
DS(x)

)
−H(x,

1

2
DS(x)) +

1

2
〈DS(x), v〉.
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Now note that the supremum over p in L[x](x, v) =
supp {pv −H[x](x, p)} is attained at p∗ − 1

2DS(x). Also, note that
L(x, 0) = H(x, 1

2DS(x)). Hence, the �rst claim of the lemma is proven.

For the second claim, note that s 7→ S(γ(s)) is absolutely continuous by
Lemma 4.5.1. For times s that γ(s) ∈ (a, b), the derivative of s 7→ S(γ(s))
is given by Lemma 4.3.10, using that H = H∗. For almost all times s such
that γ(s) /∈ (a, b), s 7→ S(γ(s)) is di�erentiable as the map is absolutely
continuous. For these times the derivative must be 0 as S has its (strict)
maxima on the boundary. Clearly L(γ(s), 0) = L(γ(s),−0). Thus, the
second claim follows by integration.

We conclude this section by proving that all entropic interpolations remain
in the interior of E.

Proof of Proposition 4.3.7. Fix t > 0 and α, β ∈ E. Let γ be an optimal
trajectory such that γ(0) = α to γ(t) = β.

The strategy of the proof is as follows. We argue by contradiction. First we
assume that there exists an interval [t0, t1] ⊆ [0, t] on which the trajectory
is on the boundary of E. Then, we construct a new trajectory, which is
on the boundary for the times t0 and t1, but not for s ∈ (t0, t1), which
has lower cost. This contradicts the assumption that our trajectory was
optimal. As a second step, we assume there is an isolated time t∗ ∈ (0, t)
for which the trajectory is on the boundary. In this setting, we construct a
compatible trajectory that remains in the interior for an interval (t−, t+) 3
t∗ with lower cost, again contradicting the assumption that our trajectory
was optimal.

These two contradictions show that an optimal trajectory can not be on
the boundary for a time s ∈ (0, t).

First assume that there exists an interval [t0, t1], t0 6= t1 such that the
optimal trajectory γ satis�es γ(s) = a for s ∈ [t0, t1]. The argument for
the boundary b is similar. We construct γ∗ that has a lower cost to obtain a
contradiction. Fix some ε > 0 small enough such that ε < 1

2(t1 − t0) and
such that the solution of ẋ = Hp(x, 0) started at x0 = a does not leave Ua.
Note any solution {x(t)}t≥0 of the McKean-Vlasov equation ẋ = Hp(x, 0)
satis�es x(t) ∈ (a, b) for t > 0 by assumption (b) of the Proposition.

De�ne γε : [t0, t1] → E as γε(0) = a, γ̇ε(s) = Hp(γε(s), 0) for s ≤ ε
and γε(s) = γε(ε) =: z(ε) for s ∈ [ε, 1

2 ]. Additionally, we set γε to be the
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time-reversed trajectory on the second half of the interval: γε(t0 + s) =
γε(t1 − s).

Splitting [0, t] into the two symmetric parts, applying the �nal part of
Lemma 4.5.2 on the non-stationary part of γ, we �nd∫ t

0
L(γε(s), γ̇ε(s))ds = 2

∫ ε

0
L(γε(s), γ̇ε(s))ds

+ (t2 − t1 − 2ε)L(z(ε), 0) + (S(−1)− S(z(ε))) .

Now the �rst term on the right-hand side is 0 as γ̇ε(s) = Hp(γε(s), 0) for
s ≤ ε, thus∫ t

0
L(γε(s), γ̇ε(s))− L(γ(s), γ̇(s))ds

= (t2− t1) (L(z(ε), 0)− L(a, 0))−2εL(z(ε, 0))+S(a)−S(z(ε)).

The middle term on the right hand is non-negative. That the �rst and the
third term combined are non-negative for small ε follows from assumption
(d) of the proposition.
Thus, we have contradicted the assumption that there exists an interval
[t0, t1], t0 6= t1 such that γ satis�es γ(s) = a for s ∈ [t0, t1].

Now suppose there exists t∗ ∈ (0, t) such that γ(t∗) = a. We show that
this leads to a contradiction. Fix z > a. Then the set Bz := γ−1([a, z)) is
open in [0, T ]. Because an open set in R is the countable disjoint union of
open intervals by the Lindelöf lemma, there are three possibilities:
(a) t∗ ∈ (t−, t+), (t−, t+) ⊆ Bz , t−, t+ /∈ Bz ,
(b) t∗ ∈ (t−, t], (t−, t] ⊆ Bz , t− /∈ Bz ,
(c) t∗ ∈ [0, t+), [0, t+) ⊆ Bz , t+ /∈ Bz .
Clearly, if (b) happens for all z > a, then [t∗, t] ⊆ γ−1(a) which contradicts
the conclusion of the �rst part of the proof. A similar contradiction occurs
for (c). Note that in case of (a), we have that γ(t−) = γ(t+) = z by the
continuity of γ.

Thus, we can choose z > a close enough to a, such that (a) is satis�ed
and such that [a, z) ⊆ Ua. Again we construct a cheaper trajectory γ∗.
As noted above, there are 0 < t− < t∗ < t+ < t such that we have



4.5 entropic interpolations remain in the interior 119

γ(t−) = γ(t+) = z and a ≤ γ(s) ≤ z for t− ≤ s ≤ t+. Consider the
trajectory

γz(s) =

γ(s) for s /∈ [t−, t+],

z for s ∈ [t−, t+].

Using Lemma 4.5.2, integrating over time in [t−, t+], we �nd∫ t+

t−

L(γz(s), γ̇z(s))ds =

∫ t+

t−

L(z, 0)ds (4.5.2)

and ∫ t+

t−

L(γ(s), γ̇(s))ds =

∫ t+

t−

L[γ(s)](γ(s), γ̇(s)) + L(γ(s), 0)ds.

Because the �rst term of the integrand on the right is non-negative, and
second term in the integrand is bounded from below by the integrand on
the right in (4.5.2) by condition (c) of the proposition, we �nd that γz has
a lower cost than γ, contradicting the assumption that γ was optimal.

We conclude that an optimal trajectory can only attain a boundary point
at its initial or �nal time.





5
G I B B S - N O N - G I B B S T R A N S I T I O N S

The results in this chapter are work in progress jointly with Christof Külske
and Frank Redig.

5.1 large deviations for interacting diffusion processes

In this chapter, we consider n mean-�eld interacting di�usion processes
(B1(t), . . . , Bn(t)) on R. De�ne the mean Xn(t) = 1

n

∑
i≤nB

i(t) and
consider a potential Va : R → R de�ned by Va(x) = 1

4x
4 − 1

2ax
2 + Ca,

where Ca is a constant such that the minimum of Va is 0, with gradient
Fa : R → R given by Fa(x) = x3 − ax. Then the evolution of the pro-
cesses is given by

dBi(t) = −1

2
Fa(Xn(t)) + dW i(t),

whereW i are independent standard Brownian motions. As a consequence,
the evolution of the mean is given by

dXn(t) = −1

2
Fa(Xn(t)) +

1√
n

dW (t),

where W is a standard Brownian motion. Note that the solution to this
stochastic di�erential equation exists due to Theorem 3.21 and Corollary
3.39 in Pardoux and Răşcanu [2014]. By varying the constant a, the poten-
tial Va changes from a single-well for a ≤ 0 to a double-well for a > 0.
Motivated by the analogies of the Hamiltonian �ow corresponding to the
large deviations of this problem and the Hamiltonian �ow for Glauber dy-
namics, we can view the a ≤ 0 as a high temperature case and a > 0 as a
low temperature case.

The non-Lipschitz character of Fa poses problems when directly applying
the large deviation results in the literature. The drift−1

2Fa(x), however, is
one-sided Lipschitz:

(x− y)

(
−1

2
Fa(x)− 1

2
Fa(y)

)
≤ (a ∨ 0)(x− y)2.

121



122 gibbs-non-gibbs transitions

Thus, we can prove the following theorem as in Deng et al. [2011].

Theorem 5.1.1. If Xn(0) satis�es the large deviation principle with rate
function I0, then the sequence of the trajectories {Xn(t)}t≥0 satis�es the large
deviation principle on DR(R+) with good rate function

I(γ) =

I0(γ) +
∫∞

0 L(γ(s), γ̇(s))ds if γ ∈ AC,

∞ otherwise,

where L(x, v) = 1
2 |v + 1

2Fa(x)|2.

Sketch of proof. The processes Xn(t) have generators

Anf(x) =
1

2n
f ′′(x)− 1

2
Fa(x)f ′(x),

with a domain that includes the compactly supported twice continuously
di�erentiable functions C2

c (R). De�ne Hnf = n−1e−nfAne
nf , and note

that Hnf(x) = 1
2nf

′′(x) + 1
2(f ′(x))2 − 1

2Fa(x)f ′(x) for f ∈ C2
c (Rd). We

de�neHf(x) = 1
2(f ′(x))2− 1

2Fa(x)f ′(x) and immediately obtain that for
f ∈ C2

c (Rd) we have limn→∞ ||Hnf −Hf || = 0.

Based on Proposition 3.3.2 in Chapter 3, our goal is to prove the comparison
principle for viscosity subsolutions u and supersolutions v of f−λHf = h
for �xed λ > 0 and h ∈ Cb(R).
Consider the good distance function Ψ(x, y) = 1

2 |x−y|
2 and suppose there

exist xα, yα that satisfy

u(xα)− v(yα)− αΨ(xα, yα) = sup
x,y∈E

{u(x)− v(y)− αΨ(x, y)} .

Writing as beforeHf(x) = H(x, f ′(x)), whereH(x, p) = 1
2p

2− 1
2pFa(x),

we would need to prove that

lim inf
α→∞

H (xα, α(∇Ψ(·, yα))(xα))−H (yα, α(∇Ψ(·, yα))(xα)) ≤ 0.

But this is immediate as

H (xα, α(∇Ψ(·, yα))(xα))−H (yα, α(∇Ψ(·, yα))(xα))

≤ (xα − yα)(−1

2
Fa(xα) +

1

2
Fa(yα)) ≤ (a ∨ 0)αΨ(xα, yα)

which converges to 0 by Lemma 3.3.1.
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The problem with the argument above is that due to non-compactness of R
it is not clear that the points xα, yα exist. Thus, we need to make an adjust-
ment to the test-function Ψ that makes sure the optima are attained. For
sub-solutions, we need to add a function that grows to in�nity for |x| → ∞
and for super-solutions, we need to add a function that grows to−∞. This
can be carried out as in Deng et al. [2011]. Veri�cation of the conditions in
Chapter 8 of Feng and Kurtz [2006] follows as in Deng et al. [2011] or as in
Chapter 3.

5.2 optimal trajectories

In the study of Gibbs-non-Gibbs transitions, it was shown in Ermolaev and
Külske [2010], den Hollander et al. [2015] that a bad magnetization α ∈ R
corresponds to the non-uniqueness of optimal trajectories for

It(α) = inf
γ∈AC
γ(t)=α

{
I0(γ(0)) +

∫ t

0
L(γ(s), γ̇(s))ds

}
, (5.2.1)

which in turn is equivalent to non-di�erentiability of It at α. In this chap-
ter, we will not focus on the probabilistic aspects of the Gibbs-non-Gibbs
transitions, but we will use the Hamilton equations to obtain concrete in-
formation on the optimal solutions of (5.2.1), and as a consequence on the
occurrence of bad magnetizations.

De�ne the semigroup Tt : Cb(R)→ Cb(R) by

Ttf(x) = inf
ξ∈AC
ξ(t)=x

{
f(ξ(0)) +

∫ t

0
L(ξ(s), ξ̇(s))ds

}
.

Fix some continuously di�erentiable function u0. We say that ξ ∈ (CV )t,x
if the curve is an optimiser for the variational problem:

u(t, x) := Ttu0(x) = u0(ξ(0)) +

∫ t

0
L(ξ(s), ξ̇(s))ds. (5.2.2)

In particular, note that if u0 is the rate function ofXn(0), then u(t, ·) is the
rate function of Xn(t) by the contraction principle.
We say that a absolutely continuous curve ξ is an extremal to (CV )t,x if for
any absolutely continuous perturbation ρ that satis�es ρ(t) = 0, we have

d

dε
|ε=0 u0(ξ(0) + ερ(0)) +

∫ t

0
L(ξ(s) + ερ(s), ξ̇(s) + ερ̇(s))ds = 0.
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By Theorems 6.2.4 and 6.2.8 in Cannarsa and Sinestrari [2004], an extremal
ξ for (CV )t,x is twice continuously di�erentiable and solves the Euler-
Lagrange equation. In other words, t 7→ Lv(ξ(t), ξ̇(t)) is absolutely con-
tinuous and

d

dt
Lv(ξ(t), ξ̇(t)) = Lx(ξ(t), ξ̇(t)).

Finally, ξ also satis�es the transversality condition

Lv(ξ(0), ξ̇(0)) = Du0(ξ(0)).

Remark 5.2.1. Note that a function θ as in Cannarsa and Sinestrari [2004]
that works globally can not be found due to the unboundedness of Fa. Note
however, that we can �nd such a function locally. The global property, how-
ever, is only necessary to construct optimizers in Theorem 6.1.2. In our
context, however, optimizers exist due to the goodness of the rate func-
tion, which we obtained via di�erent methods. Functions θ that satisfy all
bounds locally su�ce for all other theorems from Cannarsa and Sinestrari
[2004] by Remark 6.2.7.

Consider the Hamilton equations for the Hamiltonian H(x, p) = 1
2p

2 −
1
2pFa(x):[

ẋ

ṗ

]
=

[
Hp(x, p)

−Hx(x, p)

]
=

[
p− 1

2Fa(x)
1
2pF

′
a(x)

]
. (5.2.3)

The Euler-Lagrange equations can be recast in terms of Hamilton’s equa-
tions.

Theorem 5.2.2 (Theorem 6.3.3 Cannarsa and Sinestrari [2004]). Let u0 ∈
C1(R) and let ξ ∈ C2 be an extremal of (CV )t,x and set

η(s) := Lv(ξ(s), ξ̇(s)), s ∈ [0, t].

Then η(0) = Du0(ξ(0)) and the pair (ξ, η) satis�es the Hamilton equations
(5.2.3).
Conversely, any C2 solution (ξ, η) of the Hamilton equations that satisfy
ξ(t) = x and η(0) = Du0(ξ(0)), yields an extremal ξ(t) for (CV )t,x.

To rigorously study the solutions of the Hamilton equations and the con-
nection to the gradient of x 7→ u(t, x), we introduce some de�nitions.
These de�nitions and results are taken from Chapters 2 and 3 in Cannarsa
and Sinestrari [2004].
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5.2.1 Semi-concavity and generalized di�erentials

Let Ω be some convex subset of Rd. We say that a function f ∈ C(Ω) is
semi-concave if there exists c ≥ 0 such that the function f(x) − c

2 |x|
2 is

concave. f is locally semi-concave if f is semi-concave on every bounded,
closed and convex subset of Ω. A locally semi-concave function is locally
Lipschitz continuous by Theorem 2.1.7 in Cannarsa and Sinestrari [2004].
For any x ∈ Ω, denote by

D+u(x) =

{
p ∈ Rd

∣∣∣∣ lim sup
y→x

u(y)− u(x)− p(y − x)

|y − x|
≤ 0

}
,

D−u(x) =

{
p ∈ Rd

∣∣∣∣ lim inf
y→x

u(y)− u(x)− p(y − x)

|y − x|
≥ 0

}
,

the (Fréchet) superdi�erential and subdi�erential. Both sets are closed and
convex, but are possibly empty. u is di�erentiable at x if and only ifD+u(x)
and D−u(x) are both non-empty, and in this case we have {Du(x)} =
D+u(x) = D−u(x), see Proposition 3.1.5 in Cannarsa and Sinestrari
[2004]
Let f be locally Lipschitz. A vector p ∈ Rd is called a reachable gradient of
f at x if there exists a sequence xn ⊆ R \ {x} such that f is di�erentiable
at xn for all n and xn → x and Df(xn) → p. The set of all reachable
gradients is denoted by D∗u(x).
Let f be a locally semi-concave function. Then D+f(x) is a singleton if
and only if f is di�erentiable at x by Proposition 3.3.4 in Cannarsa and
Sinestrari [2004]. For a locally semi-concave function we have D+f(x) =
coD∗f(x), where coA denotes the closed convex hull of A ⊆ R, see Theo-
rem 3.3.6 in Cannarsa and Sinestrari [2004].

Theorem 5.2.3 (Theorem 6.4.3 and Corollary 6.4.4 Cannarsa and Sinestrari
[2004]). Suppose u0 ∈ C(R). Then for any t > 0, the function x 7→ u(t, x)
de�ned in (5.2.2) is locally semi-concave on R. Also, the function (t, x) 7→
u(t, x) is locally semi-concave on (0,∞)× R

The optimization problem in the value function can be restricted to solu-
tions of the Hamilton equations.

Theorem 5.2.4 (Theorem 6.4.6 Cannarsa and Sinestrari [2004]). Let u0 ∈
C1(R). For ξ ∈ AC set η(s) = Lv(ξ(s), ξ̇(s)) and denote

Ht,x := {ξ ∈ AC | ξ(t) = x, (ξ(s), η(s)) solves (5.2.3), η(0) ∈ Du0(ξ(0))}
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The function x 7→ u(t, x) is given by the minimal selection

u(t, x) = inf
ξ∈Ht,x

{
u0(ξ(0)) +

∫ t

0
L(ξ(s), ξ̇(s))ds

}
.

Theorem 5.2.5 (Theorem 6.4.8 Cannarsa and Sinestrari [2004]). Consider
(x, t). Let ξ be a minimizer for (CV )t,x and denote η(s) = Lv(ξ(s), ξ̇(s))
for all s. Then we have

η(t) ∈ D+u(t, ξ(t))

η(s) = Du(s, ξ(s)) s ∈ (0, t).

The gradients are taken in the space variable only.

Theorem 5.2.6 (Theorem 6.4.9 Cannarsa and Sinestrari [2004]). Let t > 0
and x ∈ R. The map that associates with any (pt, px) ∈ D∗u(t, x) the arc ξ
obtained by solving (5.2.3) with the terminal conditionsξ(t) = x

η(t) = px,

provides a one-to-one correspondence betweenD∗u(t, x) and the set of mini-
mizers of (CV )t,x.

Note that this implies by Theorem 3.3.6 and Proposition 3.3.4 in Cannarsa
and Sinestrari [2004] that there is a unique minimizer for (CVt,x) if and
only if u is di�erentiable in (t, x).
For a semi-concave function f , denote by Γf the graph of the reachable
super-gradient of f :

Γf := {(x, p) ∈ R× R | p ∈ D∗f(x)} .

Note that for a continuously di�erentiable function f it holds that Γf =
{(x,Df(x)) |x ∈ R}.

Corollary 5.2.7. Denote by Φs the di�eomorphism that maps each (x, p)
to its image (x(s), p(s)) under the Hamiltonian �ow. If u0 ∈ C1(R) then
Γu(s) ⊆ Φs(Γu0).

Proof. Consider (x, p) ∈ Γu(s). It follows that (x, p) ∈ D∗(u(s))(x), where
we take the reachable gradient only in the x coordinate. By the de�nition
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of the reachable gradient, it follows that D∗(u(s))(x) ⊆ D∗u(s, x), where
the latter is the reachable gradient in time and space.
Thus, it follows by Theorem 5.2.6, that we can �nd a trajectory
(ξ(r), η(r))0≤r≤s that solves the Hamilton equations with terminal condi-
tions ξ(s) = x and η(s) = p. Additionally, we know that this trajectory is a
minimizer of (CVs,x). By Theorem 4.2.2, this trajectory must satisfy the ini-
tial conditions η(0) = Du0(ξ(0)). We conclude that (x, p) ∈ Φs(Γu0).

Therefore, we will study the Hamiltonian �ow applied to Γu0 , which will
yield information on the gradient of u(t).

Lemma 5.2.8. The graph of DVa(x) = Fa(x) is stationary for the Hamil-
tonian �ow.

Proof. Note that H(x, Fa(x)) = 0 and that the Hamiltonian trajectories
have constant energy.

Below, we give two examples of the Hamiltonian vector-�eld. The �rst ex-
ample is a low-temperature �ow, the second example is a high-temperature
�ow.

−1.5 −1 −0.5 0 0.5 1 1.5
−1

−0.5

0

0.5

1

x

p

Hamiltonian �ow for a = 1, with stationary curve, and stationary points.
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−1.5 −1 −0.5 0 0.5 1 1.5
−1

−0.5

0

0.5

1

x

p

Hamiltonian �ow for a = 0, with stationary curve, and stationary point.

5.3 uniqeness of optimal trajectories for high tempera-
ture starting point

In this section we consider a general Hamiltonian Ĥ and quadrants in the
position momentum plain that satisfy x ≥ xs and p ≥ 0 for some station-
ary point xs of the McKean-Vlasov equation ẋ = Ĥp(x, 0).

Assumption 5.3.1. Ĥ : R × R → R is twice continuously di�erentiable
and convex in p for every x. Let xs be a stationary point for the McKean-
Vlasov equation ẋ = Ĥp(x, 0). We assume that for any �xed p ≥ 0, the
map x 7→ −Ĥx(x, p) is non-decreasing for x ≥ xs.

We start with an auxiliary lemma.

Lemma 5.3.2. Let Ĥ be a Hamiltonian and let xs be a stationary point for
ẋ = Ĥp(x, p) satisfying Assumption 5.3.1. Then the quadrant x ≥ xs, p ≥ 0
is preserved under the Hamiltonian �ow.

Remark 5.3.3. By symmetry, we can prove that the quadrant x ≤ xs, p ≤
0 is preserved under the Hamiltonian �ow by �ipping the state-space
(x, p) 7→ (−x,−p).
The appropriate assumption for this case is that

x 7→ −Ĥx(x, p)
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is increasing for x ≤ xs and p ≤ 0.

Proof of Lemma 5.3.2. Because xs is a stationary point for the Hamiltonian
�ow: xs = Ĥp(xs, 0) it follows by the convexity of Ĥ in the p coordinate
that Ĥp(xs, p) ≥ 0 for p ≥ 0. Thus a solution (x(t), p(t) of the Hamilton
equations starting at (xs, p) for some p ≥ 0 satis�es ẋ(0) ≥ 0.
Additionally, solutions of the Hamilton equations that start with p(0) = 0
will have p(t) = 0 for all t ≥ 0 as Ĥ(x, 0) = 0 for all x ∈ R. This implies
that solutions can never cross the p = 0 axis. These two statements yield
that Ĥ is quadrant preserving.

Lemma 5.3.4. Consider the Hamiltonian H(x, p) = 1
2p

2 − 1
2pFa(x). The

map x 7→ Hx(x, p) is non-decreasing for x ≥ 0 all p ≥ 0 and for x ≤ 0 and
p ≤ 0.

Proof. This follows immediately from

−Hx(x, p) =
1

2
p(3x2 − a).

Lemma 5.3.5. Let Ĥ and xs satisfy Assumption 5.3.1.

Consider xs < z1 < z2 such that 0 ≤ Du0(z1) ≤ Du0(z2). Then we have
for all t > 0 that X(t, z1) < X(t, z2) and P (t, z1) < P (t, z2).

Proof. Consider two solutions (X(t, z1), P (t, z1)), (X(t, z2), P (t, z2)) to
the Hamilton equations for Ĥ that satisfy the assumptions of the lemma.
We prove the result by contradiction. Suppose for some time
T > 0, we have X(T, z1) > X(T, z2). Then let t1 =
inf {t > 0 |X(t, z1) ≥ X(t, z2)}. Note that t1 > 0. It follows that
X(t1, z1) = X(t1, z2) and Ẋ(t1, z1) ≥ Ẋ(t1, z2). This implies that

Ĥp(X(t1, z1), P (t1, z1)) ≥ Ĥp(X(t1, z2), P (t1, z2))

which, in turn implies that P (t1, z1) ≥ P (t1, z2). Because the image under
the �ow is a di�eomorphism, we obtain that P (t1, z1) > P (t1, z2). Hence,
there must have been a time 0 < t0 < t1 such that P (t0, z1) = P (t0, z2)
and Ṗ (t0, z1) ≥ Ṗ (t0, z2).

Via Hamilton’s equations, we �nd Ĥx(X(t0, z1), P (t0, z1)) ≤
Ĥx(X(t0, z2), P (t0, z2)). Because P (t0, z1) = P (t0, z2) we �nd by
Assumption 5.3.1 that X(t0, z1)) ≥ X(t0, z2). This contradicts the fact
that t0 < t1.
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Corollary 5.3.6. Consider the HamiltonianH(x, p) = 1
2p

2− 1
2pFa(x). Sup-

pose our starting rate function I0 is given by Vb for b ≤ 0 (high-temperature),
then It = TtVb is continuously di�erentiable for all t ≥ 0. Additionally, this
is equivalent to the uniqueness of the minimizer of

It(x) := TtVb(x) = inf
ξ∈AC
ξ(t)=x

{
Vb(ξ(0)) +

∫ t

0
L(ξ(s), ξ̇(s))ds

}

for every �xed x ∈ R and t > 0.

Proof. Fix t > 0. Note that the graph of the curve x 7→ u0(x) := Fb(x) =
V ′b (x) is contained in the quadrants x ≥ 0, p ≥ 0 and x ≤ 0, p ≤ 0.
Additionally, xs = 0 is a stationary point for ẋ = Hp(x, 0).
By Lemma 5.3.2 these two quadrants are preserved under the Hamiltonian
�ow. By Corollary 5.2.7, we have Γu(t) ⊆ ΦtΓu(0).
Arguing separately for these two quadrants, it follows by Lemma 5.3.5,
{p | (x, p) ∈ ΦtΓu(0)} is a singleton for all x ∈ R. We conclude that u(t) is
continuously di�erentiable by Proposition 3.3.4 in Cannarsa and Sinestrari
[2004]. Additionally, this means that minimizers are unique by Theorem
5.2.6.

Even though the methods in this chapter are not immediately applicable
to Glauber dynamics for the Curie-Weiss model due to the fact that the re-
sults in Cannarsa and Sinestrari [2004] work only for open sets, preliminary
results based on Proposition 4.3.7 and Lemma 4.4.5 show that issues due to
the boundary can be resolved in an ad-hoc manner in the one-dimensional
case. We state an analogue of Lemma 5.3.4 for this setting.

Lemma 5.3.7. We consider H : [−1, 1]× R of the Glauber type:

H(x, p) =
1− x

2
eβx

[
e2p − 1

]
+

1 + x

2
e−βx

[
e−2p − 1

]
.

Suppose that β < 1, then x 7→ −Hx(x, p) is non-decreasing for x ≥ 0 if
p ≥ 0 is �xed and for non-decreasing for x ≤ 0 if p ≤ 0.

Proof. We only prove the �rst claim as the second one is proven analo-
gously. We rewrite H(x, p) as

H(x, p) = 2 sinh(βx+ p) sinh(p)− 2x cosh(βx+ p) sinh(p).
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We conclude that

−Hx(x, p) = 2 [1− β] cosh(βx+ p) sinh(p)

− 2xβ sinh(βx+ p) sinh(p).

Thus, it follows that both terms of x 7→ −Hx(x, p) are non-decreasing
individually.

5.4 maxwell construction of non-gibbsian points

We have seen above that in the case of a starting rate function with a
minimum for x = 0 and which is convex, we obtain di�erentiability in a
straightforward way. In the more involved case that the starting rate func-
tion is not convex, we do not expect the push-forward Ct = ΦtC0 under
the Hamiltonian �ow[

ẋ

ṗ

]
=

[
Hp(x, p)

−Hx(x, p)

]
=

[
p− 1

2Fa(x)
1
2pF

′
a(x)

]
,

to correspond to the graph of a function. In fact, this can be proven by
combining the identi�cation in Theorem 5.2.6 between optimal trajectories
to elements in the reachable supergradient of u, with the results obtained
in Ermolaev and Külske [2010], den Hollander et al. [2015].
Thus, a more elaborate approach is needed in this more general setting. Be-
cause the Hamilton equations have unique solutions, the graph Ct can not
intersect itself. This means that Ct consists of �nitely many pieces which
can be represented as graphs of functions. This allows to give a Maxwell-
construction for those points at which the time-evolved rate function is not
C1. We will show that the function ut can be reconstructed as follows.
(a) For any branch of the derivative, expressible as a graph of a function

Duit, i = 1, . . . , k, we construct corresponding branches of the func-
tion uit, up to constants Ci.

(b) We, adjust the constants in such a way that the branches of these func-
tions when put together form a continuous curve.

(c) Take the lower envelope of that curve.
(d) Add a constant such that the minimal value of the resulting function is

0 to obtain the time-evolved rate-function.
From this construction we can identify the discontinuity points of the
resulting time-evolved rate function by a graphical construction which



132 gibbs-non-gibbs transitions

only looks at sizes of overhangs which result from time-evolution. Indeed,
the points where di�erent branches come together in a non-di�erentiable
way, are given in terms of an "equal-area under the overhang of Du"-
requirement.

5.4.1 The construction

We carry out the construction introduced above, based on the method of
characteristics. Consider the set of Hamilton equationsẊ = Hp(X,P )

Ṗ = −Hx(X,P )

with starting conditionsX(0) = z

P (0) = ∇u0(z)

and denote the z dependent family of solutions by (X(t, z), P (t, z)). Fi-
nally, we solve

U̇ = −H(X,P ) + PHp(X,P ) U(0, z) = u0(z) (5.4.1)

and set U(t, z) to be the solution based on (X(t, z), P (t, z)). Note that U̇
equals

L(X, Ẋ) = sup
p

{
pẊ −H(X, p)

}
= sup

p
{pHp(X,P )−H(X, p)} = PHp(X,P )−H(X,P ),

in other words, U measures the Lagrangian cost along the solution of the
Hamiltonian �ow. By Theorem 5.2.4, we have

u(x, t) = inf
z,X(t,z)=x

U(t, z). (5.4.2)

The branches of the derivative that we will be using for the Maxwell
construction are exactly branches of P (t, z), and their integrals will
be branches of U(t, z). Recall that z 7→ (X(t, z), P (t, z)) are z 7→
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(X(t, z), U(t, z)) are two parametrized curves from R to R2. Thus, us-
ing the inverse function in appropriate domains, we can re-express these
curves implicitly as branches of functions x 7→ P (t, z(x)) and x 7→
U(t, z(x)), where x 7→ z(x) is an appropriate branch of inverse function
of z 7→ X(t, z).
The next technical lemma is crucial to be able to apply the inverse function
theorem.

Lemma 5.4.1. For any t ≥ 0 and z ∈ R, we have

Uz(t, z) = P (t, z)Xz(t, z).

Note in particular, that this means that if the x variable does not change
under varying z, then the value function remains the same.
For parts where x does vary; i.e. where we want to interpret it as one of
the candidate functions for the Maxwell construction; we have d

dxU(t, z) =
Uz(t,z)
Xz(t,z) = P (t, z) which is the desired property. Indeed, the graph of P is
the derivative of the candidate value function.

Proof. In the proof, the dependence of X,P,U on (t, z) will be suppressed
in the notation. As above, U̇ means d

dtU . Starting from (5.4.1), di�erentiat-
ing with respect to z, we see

U̇z = −Hx(X,P )Xz −Hp(X,P )Pz

+ PzHp(X,P ) + PHxp(X,P )Xz + PHpp(X,P )Pz

= −Hx(X,P )Xz + PHxp(X,P )Xz + PHpp(X,P )Pz

= −Hx(X,P )Xz + PẊz

= ṖXz + PẊz.

This indeed equals the time derivative of t 7→ P (t, z)Xz(t, z). Because
Uz(0, z) = P (0, z) and Xz(0, z) = 1, the lemma is proven.

Consider the parametrized curve γt(z) := Φt(z,Du0(z)) =
(X(t, z), P (t, z)) in R2, so that

Ct = ΦtC0 = {γt(z) | z ∈ R}

To split the set (X(t, z), P (t, z)) into branches that can be interpreted as
functions, we need to cut apart the set at the points where the tangent is
vertical.
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Let V := {(0, v) | v ∈ R}. De�ne z1 = inf {z |Dγt(z) ∈ V }, which is
the �rst moment the curve γt(z) has a vertical gradient. This is the �rst
point z where an overhang can be created, and where Xz(t, z) = 0. Put
z∗1 = inf {z ≥ z1 |Dγt(z) /∈ V }. Note that z∗1 6= z1 only if the curve γt has
constant �rst coordinate for z ∈ [z1, z

∗
1 ], i.e. γt has a vertical slope on the

interval [z1, z
∗
1 ].

For n ≥ 2, iteratively de�ne points of vertical gradient by

zn = inf
{
z > z∗n−1

∣∣Dγt(z) ∈ V }
z∗n = inf {z > z∗n |Dγt(z) /∈ V } .

De�ne for all n the projections of γt(zn) on the horizontal axis: xn :=
πx(γt(zn)). We then de�ne a collection of intervals I0 := (−∞, x1 ],

In :=

[xn, xn+1] if xn < xn+1

[xn+1, xn] if xn > xn+1.

On the intervals In, we �rst de�ne the continuous branches of the set Ct
with the properties
(a) wn : In → R,
(b) wn(X(t, z)) = P (t, z) for z ∈ [z∗n, zn+1].
Then construct a collection of functions vn such that
(a) vn : In → R,
(b) vn(X(t, z)) = U(t, z) for z ∈ [z∗n, zn+1].
The next two results show that the functions vn and wn have the desired
properties.

Proposition 5.4.2. For every n, the function vn is di�erentiable on In and
has derivative

d

dx
vn(x) = wn(x).

In other words, we have

d

dx
vn(X(t, z)) = P (t, z) = wn(X(t, z)), z ∈ [z∗n, zn+1].
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Proof. We prove the second statement, as it implies the �rst. On the interval
(z∗n, zn+1), the function z 7→ Xz(t, z) is non-zero and has �xed sign, so by
the chain rule and the inverse function theorem, we obtain

Dxvn(X(t, z)) =
Dzvn(X(t, z))

Xz(t, z)
=
Uz(t, z)

Xz(t, z)

= P (t, z) = wn(X(t, z)).

The third equality is a consequence of Lemma 5.4.1.

The next result is a second consequence of Lemma 5.4.1.

Lemma 5.4.3. We have for all n that vn(xn+1) = vn+1(xn+1).

Proof. First recall that xk = πx(γt(zk)) = πx(γt(z
∗
k)). For z ∈ [zk, zk+1],

we have Dγt(z) ∈ V which is equivalent to saying that Xz(t, z) = 0. By
Lemma 5.4.1 it follows that Uz(t, z) = 0.
It follows that vn(xn) = U(t, zn) = U(t, z∗n) = vn+1(xn).

Combining (5.4.2) and the de�nition of the functions vn, we obtain the fol-
lowing result.

Theorem 5.4.4 (Maxwell-construction). For t ≥ 0, we �nd that

u(t, x) = inf
n:x∈In

vn(x). (5.4.3)

5.5 the limit of the rate function with time going to in-
finity

The Maxwell-construction tells us that the rate function is obtained by in-
tegrating the area under the ‘graph’ of (X(t, z), P (t, z)). Even though the
approach is work in progress, graphical analysis of the Maxwell construc-
tion allows one to reproduce results like in Ermolaev and Külske [2010].
The use of this construction to rigorously prove similar results is work
in progress. Below we consider the simpler limiting behaviour of the rate
function when time goes to in�nity. In Section 5.6, we comment on the rate
function for a �nite time.
Recall that Vc(x) = 1

4x
4 − 1

2cx
2 + Cc, where Cc =

√
14c2 is the constant

such that the minimum of Vc equals 0. Note that Fc(x) = x3− cx and that
Vc has either one minimum at 0 if c ≤ 0, or two minima xc,− = −

√
c and

xc,+ =
√
c if c ≥ 0.
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The dynamics of our problem was de�ned in terms of the Hamiltonian
H(x, p) = 1

2p
2 − 1

2pFa(x), and we start with rate function Vb(x) at time
0.
We obtain the following result on the limiting rate function.

Theorem 5.5.1. Let a be the parameter of the dynamics, and b parameter of
the rate function. Suppose that it does not hold that [b > 0 and a > b]. Then
if u0 = Vb, we �nd that

lim
t→∞

u(t, x) = V∞(x), x ∈ R,

where V∞ = Va if a ≤ 0 and

V∞(x) =

Va(x) for x /∈ [−
√
a,
√
a]

Va(x) ∧ Vb(0) for x ∈ [−
√
a,
√
a],

if a ≥ 0. If b > 0 and a > b, then we conjecture this result to be true.

In the case that b > 0 and a > b, note that the solutions of Va(x) = Vb(0)
in the region (−

√
a,
√
a) are given by ±

√
a− b.

If b = a, the curveFb = Fa which is stationary under the Hamiltonian �ow
and there is nothing to prove: V∞ = Va = Vb. The argument is divided into
four cases:
(a) Cooling down from high temperature: b ≤ 0 and a > b.
(b) Heating up a high temperature starting pro�le: b ≤ 0 and a < b.
(c) Heating up a low temperature pro�le: b > 0 and b > a.
(d) Cooling down a low temperature pro�le with a low temperature dy-

namics: b > 0 and a > b.
We will prove (a)-(c) and argue why we expect the stated result to be true
for (d).

Proof of (a), b ≤ 0, a > b. Fix some y ∈ R. We show that u(t, y)→ V∞(x).
Fix some t > 0, and denote byCt = ΦtFb, the image of the graph (x, Fb(x))
under the Hamiltonian �ow. Because we have a high temperature starting
pro�le, Ct is the graph of a function by Corollary 5.3.6, we denote this
function by vt : R→ R. In particular, we obtain that Du(t, ·) = vt(·).
We will show that vt converges uniformly on compacts to the function

v∞(x) :=

Fa(x) ∨ 0 for x ≥ 0

Fa(x) ∧ 0 for x ≤ 0,
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so that the result of Theorem 5.5.1 for this setting follows by integration.

We consider the branch y 7→ vt(y) for y ≥ 0. The other part fol-
lows by symmetry. Fix some ymax > 0 and consider y ∈ [0, ymax]. Let
{x(s), p(s)}0≤s≤t, x(t) = y be the unique optimal trajectory for

u(t, y) = inf
ξ∈AC
ξ(t)=y

{
Vb(ξ(0)) +

∫ t

0
L(ξ(s), ξ̇(s))ds

}
.

By Theorem 5.2.2, there exists y0 ≥ 0 such that (x(0), p(0)) = (y0, Fb(y0)).
As a consequence of b ≤ 0, a > b, we have that the energy of this curve
equals E = H(y0, Vb(y0)) ≥ 0. Re-expressing the Hamilton equations in
space-energy coordinates, we �nd that

ẋ(s) =
1

2

√
Fa(x(s))2 + 8E ≥

√
2E.

This implies that

y

t
≥ x(t)− x(0)

t
≥
√

2E,

and as H(y, p(t)) = E by the conservation of energy along the Hamilto-
nian �ow:

0 ≤ 1

2
p(t) (p(t)− Fa(y)) ≤ y2

2t2
≤ y2

max

2t2
. (5.5.1)

Because p(t) ≥ 0 ∨ Fa(x) by the condition that E ≥ 0, p(t) must be close
to the largest zero of the function z 7→ H(y, z) = 1

2z(z − Fa(y)). As a
function of y ≥ 0, this largest zero is given by the function v∞.
Thus equation (5.5.1) gives us a uniform bound on the di�erence between vt
and v∞ in the interval [0, ymax]. We conclude that vt → v∞ uniformly on
compacts and thus u(t, ·)→ V∞(·) point-wise and uniformly on compacts.

Proof of (b), b ≤ 0, a < b. In this case, both curves x 7→ Fa(x), Fb(x) are
in the upper right and lower left quadrants. In contrast to the proof above,
we have that H(x, Fb(x)) ≤ 0 for all x. However, we still have that the
set Ct = ΦtFb is the graph of a function by Corollary 5.3.6 As before, we
denote this function by vt : R → R. Additionally, we have the equality
Du(t, ·) = vt(·).

We will show that vt → Fa point-wise, as this proves the claim in this par-
ticular setting. Again we argue only for the part of the curve where y ≥ 0,
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as the two regions are symmetric. Fix y > 0 and t > 0. Then there is a
unique trajectory {xt(s), pt(s)}0≤s≤t, xt(t) = y that solves the Hamilton
equations and such that (xt(0), pt(0)) = (yt, Fb(yt)). Using the Hamil-
ton equation for the momentum, we �nd ṗt(s) = −Hx(xt(s), pt(s)) =
1
2pt(s)(xt(s)

2 − a) ≥ −1
2apt(s). Grönwall’s lemma yields pt(t) ≥

e−
1
2
atpt(0). Because the energy of the curve is negative, we �nd that

pt(t) < Fa(y) and thus that Fb(yt) = pt(0) < e
1
2
atFa(y).

Fb is a strictly increasing function, which gives the upper bound yt <

F−1
b (e

1
2
atFa(y)) =: Ct,y . And as such a lower bound on the energy of

the curve:

0 > H(yt, pt(0)) ≥ H(yt,
1

2
Fb(yt)) = −1

8
Fa(yt)

2 ≥ −1

8
Fa(Ct,y)

2.

Note that as t → ∞, we have Ct,y ↓ 0, so the energy of the optimizing
trajectory gets pushed to 0 from below. We obtain that any limit point of
pt(t) as t → ∞ must equal 0 or Fa(y). The �rst however, is not possible
as we now explain.
The evolution of the Hamiltonian �ow for a �xed time T is a di�eomor-
phism, and on the horizontal axis the McKean-Vlasov dynamics converges
to the equilibrium point 0, i.e. ẋ = Hp(x, 0) < 0 for x ≥ 0. This implies
that if pt(t) is very close to 0, the starting point (xt(0), pt(0)) must satisfy
xt(0) > ywhich contradicts the fact that (xt(0), pt(0)) = (yt, Fb(y0)).

We proceed with the preparations of the proof of (c), where we start with a
low temperature starting pro�le. In this case, we are not able to use Corol-
lary 5.3.6. Instead, we work with the Maxwell-construction.

We sketch the strategy of the proof. First note that the starting curve x 7→
Fb(x) satis�es Fb(x) > 0 for x ∈ (−

√
b, 0) and Fb(x) < 0 for x ∈ (0,

√
b).

We �rst consider the part of the graph (x, Fb(x)) for x ∈ (−
√
b, 0). As

in the proof of (a), we re-parametrize the Hamilton equations in terms of
space and energy. Thus, we re-parametrize (x, p) as

x(x, p) = x

E(x, p) = H(x, p) =
p2

2
− 1

2
pFa(x)

We solve for p to re-express the Hamilton equations in terms of x and E.
We can only do in a one-to-one manner in restricted regions. Note

p = −1

2
Fa(x)±

√
1

4
Fa(x)2 + 2E.
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For the proof of (c), we consider the setting where E ≥ 0 and p ≥ 0, thus
we have to choose

p =
1

2
Fa(x) +

√
1

4
Fa(x)2 + 2E.

We conclude that the Hamilton equations get transformed to

ẋ =

√
1

4
Fa(x)2 + 2E, Ė = 0.

Again let z ∈ (−
√
b, 0) and let (X(t, z), P (t, z)) be the solution to the

Hamilton equations with X(0, z) = z and P (0, z) = Fb(z). Because the
corresponding energies are non-negative, we see that ˙X(t, z) ≥

√
2E. In

particular, for large enough times, we have X(t, z) ≥ 0. The same thing
happens for trajectories starting with z ∈ (0,−

√
b), so we see that an

overhang is created. We conclude that we need multiple branches of the
Maxwell construction for our analysis.

We re�ne our analysis. First, we transform our curve Fb(x) for x ∈
[−
√
b, 0] to the corresponding energies E : [−

√
b, 0]→ [0,∞):

E(x) =
1

2
(x3−bx)2− 1

2
(x3−bx)(x3−ax) =

(a− b)
2

(x4−bx2) (5.5.2)

which takes its maximum Emax at some point xmax ∈ [−
√
b, 0]. Note that

the function is increasing for x ≤ xmax and decreasing for x ≥ xmax.

Fix some ymax > 0, we study u(t, x) for x ∈ [0, ymax] and large times.
In general, it is hard to study the exact structure of the push forward of
the curve (x, Fb(x)) under the time evolution of the Hamiltonian vector
�eld. However, combining the fact that ˙X(t, z) >

√
2E and the form of

the energy curve in (5.5.2), it is clear that if we choose t large enough, the
only Hamiltonian trajectories that contribute to the Maxwell construction
for x ∈ [0, ymax] must have started in either the region close to 0, or the
region close to −

√
b.

First, we prove a lemma that we will use to study the evolution of the Hamil-
tonian �ow for curves that have started close to −

√
b.

Lemma 5.5.2. For z ∈ R let (X(t, z), P (t, z)) be the solution to the Hamil-
ton equations with X(0, z) = z and assume that . Suppose that

(a) z1 < z2,

(b) P (0, z1), P (0, z2) ≥ 0,
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(c) 0 ≤ H(z1, Fb(z1)) < H(z2, Fb(z2)).

Then X(t, z1) < X(t, z2) for all t ≥ 0.

Proof. Set Ei = H(zi, Fb(zi)), i ∈ {1, 2}.
Suppose that the claim is false. Then there exists t0 such that x =
X(t0, z1) = X(t0, z2) and Ẋ(t0, z1) ≥ Ẋ(t0, z2). But this implies, using
the Hamilton equations in terms of energy(using the correct representa-
tion implied by (b)), that

√
1
4Fa(x)2 + 2E1 >

√
1
4Fa(x)2 + 2E2 which is

in contradiction with E1 < E2.

By (5.5.2), we see that x 7→ E(x) is increasing for−
√
b ≤ x ≤ xmax, so this

lemma tells us that for large times, we get exactly one contributing function
to the Maxwell construction on the interval [0, ymax] ⊆ [X(t,−

√
b), ymax],

that originates from points that start close to −
√
b.

We proceed by considering curves that start close to 0. A priori we cannot
immediately use Lemma 5.5.2, as the energies x 7→ E(x) are decreasing
for xmax ≤ x ≤ 0.
By linearising the curve Fb(x) close to 0 and linearising the Hamiltonian
vector �eld around 0, we see that for large times, the evolution tilts the
starting curve from having a negative slope �rst to one with a vertical slope
and then to one that has a positive slope. Using Lemma 5.5.2 from this
speci�c moment onward, we see that curves starting close to 0 contribute
can be expressed as a unique branch of the Maxwell-construction.

To make this argument rigorous, we need that the linearisation of the
Hamiltonian �ow can be achieved in a C1 manner. Otherwise, we are not
able to establish the conditions for Lemma 5.5.2.

First, we start by linearising the Hamiltonian vector �eld around (0, 0).
Consider the Hamilton equations:[

ẋ

ṗ

]
=

[
Hp(x, p)

−Hx(x, p)

]
=

[
p− 1

2

(
x3 − ax

)
p
2

(
3x2 − a

) ]
.

We linearise around (0, 0) and obtain a linear ordinary di�erential equation[
ẋ

ṗ

]
=

[
1
2a 1

0 −1
2a

][
x

p

]
=: A

[
x

p

]
.
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This linearised local system is solved by[
xl(t)

pl(t)

]
=

[
e

1
2
at t

0 e−
1
2
at

][
x

p

]
.

Locally, the curve x 7→ Fb(x) looks like a line with slope −b. The time t0
at which the line with this slope becomes vertical is given by the solution
of e

1
2
at0 = t0b.

To use this idea in a rigorous proof of Lemma 5.5.4 below, we need C1

regularity which is provided by Theorem 5 in Sell [1985].

Lemma 5.5.3. Fix t∗ > t0. Denote by F := Φt∗ the di�eomorphism gener-
ated by the Hamiltonian �ow corresponding to the image of the �ow at time
t∗. Denote by G = et

∗A the image under the �ow of the linearised system.

Then there are open neighbourhoods U1, U2 of (0, 0) and a C1 di�eomor-
phismH : U1 → U2,H(0) = 0, such that F = H−1GH

Proof. In the terminology of Sell [1985], the matrix A satis�es the strong
Sternberg condition of order 2 and the 2-smoothness of A is 1. Thus the
lemma follows from Theorem 5 in Sell [1985].

Using this C1 di�eomorphism between the image of the Hamiltonian �ow
and the linearised system, we obtain the following lemma.

Lemma 5.5.4. For z ∈ R let (X(t, z), P (t, z)) be the solution to the Hamil-
ton equations with X(0, z) = z and P (0, z) = Fb(z).

There exists x0 satisfying xmax < x0 < 0 such that for all t > t0, where t0
is the solution of e

1
2
at = tb, it holds that for all x0 < z1 < z2 ≤ 0, we have

X(t, z1) > X(t, z2).

Proof. By the analysis preceding Lemma 5.5.3, we saw that the line tangent
to x 7→ Fb(x) becomes vertical at the solution t0 of e

1
2
at = tb under the

linearised equation (ẋ, ṗ) = A(x, p). Because the map H is a C1 di�eo-
morphism by Lemma 5.5.3, it follows that for a �xed t∗ > t0, the slope of
the image of (x, Fb(x)) under the Hamiltonian �ow at the point (0, 0) is
positive.
Because Fb(x) is continuously di�erentiable in x, we obtain by the C1

property of H, the existence of a x0 < 0 (and x0 > xmax), such that for
x0 ≤ z1 < z2 < 0, we have that X(t∗, z1) > X(t∗, z2). By Lemma 5.5.2,
this ordering remains true for all times t ≥ t∗.
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Proof of Theorem 5.5.1 (c): b > 0, b > a. We study the behaviour of the
curve x 7→ Fb(x) under the Hamiltonian �ow for x ≥ −

√
b, which is

su�cient by symmetry.

First of all, dynamics of the curve x 7→ Fb(x) for x ≥
√
b can be treated

completely as in the proof of (b). To summarize: over the course of time
this curve converges point-wise to the curve x 7→ Fa(x), for x ≥

√
a ∨ 0.

Next, we study the part of the graph (z, Fb(z)) where z ∈ [−
√
b, 0], and

thus Fb(x) ≥ 0. The part z ∈ [0,
√
b] has similar behaviour. To study the

trajectories starting with z ∈ [−
√
b, 0], we use Lemma’s 5.5.4 and 5.5.2 and

the methods from the proof of (a).
As before, denote for z ∈ R let (X(t, z), P (t, z)) be the solution to the
Hamilton equations with X(0, z) = z and P (0, z) = Fb(z).
Fix some ymax > 0. We show that the time evolved graph of (z, Fb(z)) for
z ∈ [−

√
b, 0], gives rise to two branches above the interval [−

√
b, ymax] in

the Maxwell construction for su�ciently large times t.

Fix ε > 0 and �x a time t such that t
√

2ε > −
√
b+ymax and t ≥ t0, where

t0 was introduced in Lemma 5.5.4.

The solutions to the Hamilton equations satisfy Ẋ ≥
√

2E. Thus, for any
z such that H(z, Fb(z)) ≥ ε, we obtain that X(t, z) satis�es

X(t, z) ≥ z+ t
√

2H(z, Fb(z)) ≥ z+ t
√

2ε > z+ymax+
√
b ≥ ymax.

In particular, these z do not contribute to a branch of the Maxwell con-
struction above the interval [−

√
b, ymax]. That leaves two sub-intervals

of [−
√
b, 0] where z is such that H(z, Fb(z)) ≤ ε. Because t ≥ t0, the

time evolution of the graphs of z 7→ Fb(z) over these two sub-intervals
are again graphs by Lemma’s 5.5.2 and 5.5.4. In particular, the part where
the energy increases for increasing z becomes a graph over the interval
[X(t,−

√
b), ymax] and the part where the energy decreases becomes a

graph over the interval [0, ymax]. Note that as t → ∞, we have that
X(t,−

√
b)→

√
a ∨ 0.

We conclude by connecting the analysis of the time-evolved graph with
the Maxwell-construction to conclude the proof. In particular, for t large
as above, the argument above gives two contributions to the Maxwell
construction on the interval [0, ymax]. Because the problem is symmetric
around 0, there is also one contribution with curves starting in the [0,

√
b]

region. We conclude that there are three contributions to the push-forward
of the graph of (z, Fb(z)) that are of interest for the Maxwell construction
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on the interval [0, ymax]. For the �rst and third contribution , we consider
it on an extended interval, as this will be of use for the integration of this
curve.
(1) w1 : [X(t,−

√
b), ymax] → [0,∞), w1(X(t,−

√
b)) = 0 and w1(x)

uniformly close to the function obtained by taking the largest zero of
p 7→ H(x, p), i.e. the function h+(x) := 0 ∨ Fa(x).

(2) w2 : [0, ymax] → [0,∞), w2(0) = 0, and w2(x) uniformly close to
h1(x) = 0 ∨ Fa(x)

(3) w3 : [0, ymax ∨X(t,
√
b)]→ (−∞, 0], w3(X(t,

√
b)) = 0 and w3(x) is

uniformly close to the smallest zero of p 7→ H(x, p), i.e. the function
h−(x) := 0 ∧ Fa(x).

Because we are not using all values of z ∈ R to construct these
three branches of the push-forward, we can-not immediately use the
Maxwell-construction. However, each of the three branches contains a
point where we know the value of z 7→ U(t, z). In particular, we know
that U(t,−

√
b) = U(t,

√
b) = 0, as these points start with U(0,−

√
b) =

U(0,
√
b) = 0 and follow the zero cost trajectory. Additionally, we know

that U(t, 0) = Vb(0), as this curves start at U(0, 0) = Vb(0) and is station-
ary with zero Lagrangian cost.

We conclude, by integration that v1, v2, v3 are uniformly close to the fol-
lowing three functions.
(a) For x ∈ [X(t,−

√
b), ymax] the function v1 is uniformly close to

Va(x) if x ≤ 0

Va(0) if 0 ≤ x ≤
√
a ∨ 0

Va(0) +
∫ x√

a∨0 Fa(q)dq if x ≥ −
√
a ∨ 0.

(b) For x ∈ [0, ymax] the function v2 is uniformly close toVa(0) if 0 ≤ x ≤
√
a ∨ 0

Va(0) +
∫ x√

a∨0 Fa(q)dq if x ≥ −
√
a ∨ 0.

(c) For x ∈ [0, ymax ∨ X(t,
√
b)] the function v3 is uniformly close to

x 7→ Va(x).
In particular, by Theorem 5.4.4, the function x 7→ u(t, x) is given by
u(t, x) = v1(x) ∧ v2(x) ∧ v3(x). If a ≤ 0 all three functions are uni-
formly close to Va(x) on the interval [0, ymax], whereas if a < 0 and t is
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su�ciently large v3 is the smallest. We conclude that u(t, ·) → Va(·) as
t→∞ uniformly on compact sets.

The �nal case of the proof of Theorem 5.5.1 is the case where we cool down
a low-temperature starting pro�le.

Argument for the conjecture (d): b > 0, a > b. We show that u(t, ·) con-
verges to the function

V∞(x) =

Va(x) for x /∈ [−
√
a,
√
a]

Va(x) ∧ Ib(0) for x ∈ [−
√
a,
√
a],

(5.5.3)

uniformly on compact sets. As before, we only consider the part x ≥ 0. In
this setting, the part of the curve that starts out in the quadrant x ≥ 0, p ≥
0 remains there under the Hamiltonian �ow. The part where x ≥ 0 and
p ≤ 0 remains in the bounded region where H(x, p) ≤ 0 as the energy is
preserved.

The evolution under the Hamiltonian �ow of the curve (z, Fb(z)), for z
such that Fb(z) ≥ 0, behaves as in the proof of part (a). In particular, the
curve converges to x 7→ Fa(x), which takes care of the region x /∈ [0,

√
a]

of (5.5.3).

Thus, we are left with the region where z ≥ 0 and Fb(z) ≤ 0. This part of
the curve lies in a region where the Hamiltonian �ow is rotating around
a stationary point, see the graphs on page 127. Suppose that Emin is the
minimal energy in this region. Then the area where x > 0, p ≤ 0 and
Emin < H(x, p) < 0 allows for global action-angle coordinates by Theo-
rem 2.2 in Duistermaat [1980]. In these coordinates, the Hamiltonian vector
�eld is non-zero only in the angle coordinates.
Thus, for very large times, we �nd a branch w1 : [0, x1,max], x1,max <√
a of the push-forward of the graph (z, Fb(z)) that is uniformly close to

x 7→ 0. Additionally, we �nd a branch w2 : [x2,min, X(t
√
b)], x2,min > 0

uniformly close to x 7→ Fa(x). Note that X(t,
√
b)→

√
a as t→∞. As in

the proof of (c), we know that U(t, 0) = I0(b) and U(t,
√
b) = 0 as these

are zero cost trajectories. We conclude that the integrated curves v1 and v2

satisfy
(a) For x ∈ [0, x1,max] the function v1 is uniformly close to x 7→ Ib(0).
(b) For x ∈ [x2,min, X(t,

√
b)] the function v2 is uniformly close to Va(x).

We conjecture that the other branches of the push-forward of the graph
(z, Fb(z)) are sub-optimal. Namely; the trajectories corresponding to these
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branches have oscillated at least once around the x value of the stationary
point of the Hamiltonian vector �eld, whereas the trajectories correspond-
ing to the branches w1, w2 start close to an equilibrium point and move in
a ‘straight’ line towards their end point.

If this argument is accepted, we �nd that u(t, ·) = v1(x) ∧ v2(x), which
was our conjecture.

5.6 the rate function for a finite time

The methods in the proof of Theorem 5.5.1 can be heuristically used to
obtain information on the di�erentiability of the rate function for a �nite
time. Note that by Corollary 5.3.6, we have the di�erentiability of the rate
function at time t if we start with a starting curve Fb, b ≤ 0.
Thus, we restrict ourselves to the analogues of (c) and (d) of Theorem 5.5.1
above.
Even though we do not spell out these results here in full detail. We con-
jecture on their form. Recall that we say that x is a bad point at time t if
there are at least two distinct optimal trajectories of

u(t, x) = inf
ξ∈AC
ξ(t)=x

{
Vb(ξ(0)) +

∫ t

0
L(ξ(s), ξ̇(s))ds

}
.

Regarding the case where we heat up a low temperature pro�le, we have
the following conjecture.

Conjecture 5.6.1. Let a be the parameter of the dynamics, and b parameter
of the initial rate function: u0 = Vb. Suppose that b > 0 and b > a.
There are times 0 < t0 ≤ t∗, where t∗ is the solution of e

1
2
at = bt, such

that:
(a) For t ∈ [0, t0) there is no bad point.
(b) For t ∈ [t0, t

∗) there are exactly two bad points xbad(t) > 0 and
−xbad(t).

(c) For t ≥ t∗ there is a unique bad point xbad = 0.
As t ↑ t∗, we have xbad(t)→ 0.

Note that (a) follows immediately from the fact the Hamiltonian �ow is
smooth that the starting curve Fb has a locally bounded derivative. Also (c)
of the conjecture can be proven with the methods of the proof of Theorem
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5.5.1 (c). The remaining question is whether t0 and t∗ are equal. This seems
to be a model dependent issue. It should be noted that for Glauber dynamics
on the Curie-Weiss model, the results in Ermolaev and Külske [2010] imply
t0 6= t∗.
In the setting where we cool down a low temperature pro�le, we have the
following conjecture, based on the argument for (d) of Theorem 5.5.1.

Conjecture 5.6.2. Let a be the parameter of the dynamics, and b parameter
of the initial rate function: u0 = Vb. Suppose that b > 0 and a > b.
There is a time 0 < t∗ such that:
(a) For t < t∗ there is no bad point.
(b) For t ≥ t∗ there are exactly two bad points xbad(t) ∈ (0,

√
a) and

−xbad(t) ∈ (−
√
a, 0).

As t → ∞, we have xbad(t) → xbad(∞), where xbad(∞) =
√
a− b is the

solution of Va(x) = Vb(0) in the interval (0,
√
a).

We give a short summary of the (partially proven) conjectures. Let b the pa-
rameter of the starting position and let a be the parameter of the dynamics.
We say that a magnetization x is Gibbs at time t if u(t, ·) is di�erentiable
at x and we say that x is bad if this is not the case. We �nd
(a) b ≤ 0, a ∈ R (high temperature starting con�guration): All x are Gibbs

for all times t ≥ 0.
(b) b < 0, a ≤ b (low temperature starting con�guration that is heated up)

There are two times t0 ≤ t∗ such that all x are Gibbs for t < t0. For
t ∈ [t0, t

∗) there are two bad magnetization xbad(t) and −xbad(t). For
t ≥ t∗, 0 is a pad point, and additionally, xbad(t)→ 0 as t ↑ t∗.

(c) b < 0, a > b (low temperature starting con�guration that is cooled
down) There is a time 0 < t∗, such that all x are Gibbs for t < t0,
and there are two bad magnetizations xbad(t) and −xbad(t) for t ≥ t∗.
Furthermore, we have xbad(t)→

√
a− b as t→∞.

Note that the general picture coincides with the results in Ermolaev and
Külske [2010].
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T H E L A R G E D E V I AT I O N P R I N C I P L E F O R T H E
T R A J E C T O R Y O F T H E E M P I R I C A L D I S T R I B U T I O N O F A
F E L L E R P R O C E S S

In this chapter, we reproduce results proved in:

Richard Kraaij. Large deviations of the trajectory of empirical distributions
of Feller processes on locally compact spaces. preprint; ArXiv:1401.2802,
2014.

In particular, we give a proof of the large deviation principle for trajecto-
ries of empirical averages of independent copies of Feller processes on some
space E without explicitly specifying the structure of the underlying pro-
cess. Additionally, we express the rate function in terms of a Lagrangian.
The independence assumption implies that the large deviation principle
can be proven via Sanov’s theorem and the contraction principle. Also,
we can explicitly give the limiting non-linear semigroup V (t) on E as
logS(t)ef where S(t) is the semigroup of conditional expectations of the
Markov process. This approach avoids the di�cult problem of constructing
a semigroup which we encountered in Chapter 3.
To obtain a Lagrangian form of the rate function, the main technical chal-
lenge is to show that V (t) equals a Nisio semigroup V(t). The de�nition of
the Nisio-semigroup as in Section 2.4.2 poses us with two problems. First,
we need a context-independent way to de�ne absolutely continuous trajec-
tories of measures, and secondly, we need a way to de�ne a Lagrangian. To
this end, we assume the existence of a suitable topology on a core of the
generator (A,D(A)) of the Feller process. The equality of V (t) and V(t) is
then proven using resolvent approximation arguments and Doob-h trans-
form techniques.

The rest of the chapter is organised as follows. We start out in Section 6.1
with the preliminaries and state the two main theorems. Theorem 6.1.1
gives, under the condition that the processes solves the martingale prob-
lem, the large deviation principle. Under the condition that there exists a
suitable core for the generator of the process, Theorem 6.1.8 gives the de-
composition of the rate function.

147
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In Section 6.2, we prove Theorem 6.1.1 using Sanov’s theorem for large
deviations on the Skorokhod space and the contraction principle. We show
that the rate function is given by a rate for the initial law, and a second term
that is given as the supremum over sums of conditional large deviation rate
functions. The Legendre transforms of such conditional rate functions is
given in terms of the non-linear semigroup V (t). Additionally, we give a
short introduction to the Doob-h transform, which we will use to study the
non-linear semigroup
In Sections 6.3 and 6.4, we prove Theorem 6.1.8. In the �rst section, we
study the Hamiltonian, Lagrangian and a family of ‘controlled’ generators.
Finally, in Section 6.4, we introduce the Nisio semigroup V(t) in terms of
absolutely continuous trajectories and the Lagrangian, and show that it
equals the non-linear semigroup V (t).

In Section 6.5, we give three examples where Theorem 6.1.8 applies. We
start with a Markov jump process. After that, we check the conditions for
spatially extended interacting particle systems of the type that are found
in Liggett [1985]. Lastly, we check the conditions for a class of di�usion
processes and show that, at least if the process is time-homogeneous and
the di�usion and drift coe�cients are su�ciently smooth, we recover the
result for averages of independent and time-homogeneous processes by
Dawson and Gärtner [1987].

6.1 preliminaries and main results

We follow the notation as in Chapter 2. As before, (E, d) is a complete sepa-
rable metric space and onE we have a time-homogeneous Markov process
{X(t)}t≥0 given by a path space measure P on DE(R+). Let X1, X2, . . .
be independent copies of X and let P the measure that governs these pro-
cesses. We look at behaviour of the sequence Ln :=

{
L
X(t)
n

}
t≥0

,

LX(t)
n :=

1

n

n∑
i=1

δ{Xi(t)},

under the law P . Ln takes values in DP(E)(R+), the Skorokhod space of
paths taking values in P(E). We also consider CP(E)(R+) the space of
continuous paths on P(E) with the topology inherited from DP(E)(R+).
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By S(ν |µ) we denote the relative entropy of ν with respect to ν:

S(ν |µ) =


∫

log dν
dµdν if ν << µ,

∞ otherwise.

In Section 6.2, we obtain the following preliminary result.

Theorem 6.1.1. LetX , represented by the measure P onDE(R+) solve the
martingale problem for (A,D(A)) with starting measure P0. Then, the se-
quence Ln satis�es the large deviation principle with good rate function I ,
which is given for ν = {ν(t)}t≥0 ∈ DP(E)(R+) by

I(ν) =


S(ν(0) |P0) + sup

{ti}

k∑
i=1

Iti−ti−1(ν(ti) | ν(ti−1))

if ν ∈ CP(E)(R+),

∞ otherwise,

where {ti} is a �nite sequence of times: 0 = t0 < t1 < · · · < tk. For s ≤ t,
we have

It(ν2 | ν1) = sup
f∈Cb(E)

{〈f, ν2〉 − 〈V (t)f, ν1〉} , (6.1.1)

where V (t)f(x) = logE
[
ef(X(t))

∣∣X(0) = x
]
.

For further results, we introduce some additional notation. For a locally
convex space (X , τ), we writeX ′ for its continuous dual space andL(X , τ)
for the space of linear and continuous maps from (X , τ) to itself. Also, for
x ∈ X and x′ ∈ X ′, we write 〈x, x′〉 := x′(x) ∈ R for the natural pairing
between x and x′. For two locally convex spaces X ,Y and a continuous
linear operator T : X → Y , we write T ′ : Y ′ → X ′ for the adjoint of
T , which is uniquely de�ned by 〈x, T ′(y′)〉 = 〈Tx, y′〉, see for example
Treves [Treves, 1967, Chapter 19]. For a neighbourhood N of 0 in X , we
de�ne the polar of N ◦ ⊂ X ′ by

N ◦ :=
{
u ∈ X ′

∣∣ |〈x, u〉| ≤ 1 for every x ∈ N
}
. (6.1.2)

We say that a locally convex space X is barrelled if every barrel is a neigh-
bourhood of 0. A set S is a barrel if it is convex, balanced, absorbing and
closed. S is balanced if we have the following: if x ∈ S and α ∈ R, |α| ≤ 1
then αx ∈ S. S is absorbing if for every x ∈ X there exists a r ≥ 0 such
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that if |α| ≥ r then x ∈ αS. We give some background and basic results
on barrelled spaces in Appendix 6.7.

To rewrite the rate function obtained in Theorem 6.1.1, we restrict to lo-
cally compact metric spaces (E, d) and we consider the situation where
S(t)f(x) = E[f(X(t)) |X(0) = x] is a strongly continuous semigroup
on the space (C0(E), ||·||) of continuous functions that vanish at in�nity
equipped with the supremum norm. To be precise: for every t ≥ 0 the
map S(t) : (C0(E), ||·||) → (C0(E), ||·||) is continuous, and for every
f ∈ C0(E), the trajectory t 7→ S(t)f is continuous in (C0(E), ||·||).
Let (A,D(A)) be the generator of the semigroup S(t). It is a well known
result that X solves the martingale problem for (A,D(A)) [Ethier and
Kurtz, 1986, Proposition 4.1.7], so the above result holds for the process
{X(t)}t≥0.
Our goal is to rewrite I as

I(ν) = S(ν(0) |P0) +

∫ t

0
L(ν(s), ν̇(s))ds

for a trajectory ν of probability measures that is absolutely continuous in
some sense. Thus our �rst problem is to de�ne di�erentiation in a context
for which no suitable structure onE or P(E) is known. Therefore, we will
have to tailor the de�nition of di�erentiation to the process itself. Suppose
that µ(t) is the law of X(t) under P. Then we know that t 7→ µ(t) =
S(t)′µ(0) is a weakly continuous trajectory in P(E), so can ask whether
for f ∈ D(A) the trajectory t 7→ 〈f, µ(t)〉 is di�erentiable as a function
from R+ → R:

∂

∂t
〈f, µ(t)〉 =

∂

∂t
〈S(t)f, µ(0)〉 = 〈S(t)Af, µ(0)〉 = 〈Af, µ(t)〉. (6.1.3)

So our candidate for µ̇(t) would be A′µ(t), which is a problematic because
(A,D(A)) could be unbounded. To overcome this, and other problems, we
introduce two sets of conditions on (A,D(A)).

Recall that D is a core for (A,D(A)) if for every f ∈ D(A), we can �nd a
sequence fn ∈ D such that fn → f and Afn → Af .

Condition 6.1.2. There exists a coreD ⊆ D(A) dense in (C(E), ||·||) that
satis�es
(a) D is an algebra, i.e. if f, g ∈ D then fg ∈ D,
(b) if f ∈ D and φ : R→ R a smooth function on the closure of range of

f , then φ ◦ f − φ(0) ∈ D,
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In the case that E is compact, C0(E) = C(E), then (b) can be replaced by
(b’) if f ∈ D and φ : R → R a smooth function on the range of f , then

φ ◦ f ∈ D.

Note if a dense subspace D ⊆ D(A) satis�es S(t)D ⊆ D, then D is a core
for (A,D(A)) [Ethier and Kurtz, 1986, Proposition 1.3.3].
Under Condition 6.1.2, we de�ne the operator H : D → C0(E) and for
every g ∈ D the operator Ag : D → C0(E) by

Hf = e−fAef ,

Agf = e−gA(feg)− (e−gAeg)f.

IfE is non-compact, these de�nitions needs some care as ef /∈ C0(E). This
can be solved by looking at the one-point compacti�cation ofE, see Section
6.3.1. In Section 6.3, we will show that {V (t)}t≥0 turns out to be a non-
linear semigroup on C0(E) which has H as its generator. The operators
Ag are generators of Markov processes with law Qg on DE([0, t]) that are
obtained from P by

dQg
t

dPt
(X) = exp

{
g(X(t))− g(X(0))−

∫ t

0
Hg(X(s))ds

}
, (6.1.4)

where Pt and Qg
t are the measures P and Qg restricted to times up to t, see

Theorem 4.2 in Palmowski and Rolski [2002].
Condition 6.1.3 (Conditions on the core). D satis�es Condition 6.1.2 and
there exists a topology τD on D such that
(a) (D, τD) is a separable barrelled locally convex Hausdor� space.
(b) The topology τD is �ner than the sup norm topology restricted to D.
(c) The maps exp−1 : (D, τD)→ (D, τD) and × : (D, τD)× (D, τD)→

(D, τD), de�ned by f 7→ ef − 1, respectively (f, g) 7→ fg are continu-
ous.

(d) We have S(t)D ⊆ D, V (t)D ⊆ D and the semigroups {S(t)}t≥0 and
{V (t)}t≥0 restricted to D are strongly continuous for (D, τD).

(e) The map A : (D, τD)→ (C0(E), ||·||) is continuous.
(f) There exists a barrel N ⊆ D such that

sup
f∈N
||Hf || ≤ 1,

and for every c > 0

sup
f∈cN

||Hf || <∞.
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Conditions (a) to (e) are related to the di�erentiation of the trajectories of
measures that will turn up in our large deviation problem. Condition (a)
implies that (D, τD) is well behaved as a locally convex space and, among
other things, makes sure that we are able to de�ne the Gelfand integral,
see Appendix 6.7. Condition (b) implies that (M(E), wk) is continuously
embedded in (D′, wk∗), so that every weakly continuous trajectory of mea-
sures can in fact be seen as a weak* continuous trajectory inD′. Important
is this light is that the conditions in (d) on {S(t)}t≥0 imply that t 7→ S(t)′µ
is weak* continuous in D′ for all measures µ ∈ P(E). (e) implies that we
take the adjoint of A : (D, τD) → (C0(E), ||·||), so that we obtain a weak
to weak* continuous map A′ :M(E) → D′. Returning to (6.1.3), we now
have a good de�nition for µ̇(t) := A′µ(t) ∈ D′. Furthermore, we can also
di�erentiate trajectories of measures that are obtained from X via a tilt-
ing procedure, e.g. (6.1.4), by Lemma 6.1.5 below. Condition (f) is the main
technical condition onH which implies for example the compactness of the
level sets of L. Using these compactness arguments, we are able to rewrite
I .
Remark 6.1.4. Condition (d) is removed in the latest version of Kraaij
[2014]. The condition is used to prove one of the inequalities that imply
that V (t) equals V(t), see Proposition 6.4.10. In Kraaij [2014], a new proof
is given in which this inequality is obtained via an approximation of the
Doob-h transform by Markov processes that have generators that are piece-
wise constant in time.
The removal of this condition increases the set of examples to which the
main result can be applied. For example, we can relax the conditions on the
di�usion process in Section 6.5.3. Additionally, it can be used for di�usion
processes on compact manifolds or Lévy processes on Rd.

The following lemma is a consequence of Condition 6.1.3 (c) and (e) and
the proof is elementary.
Lemma 6.1.5. Let (D, τD) satisfy Condition 6.1.3, then the maps A :
(D, τD) × (D, τD) → (C0(E), ||·||) given by Φ(g, f) = Agf and the op-
erator H : (D, τD)→ (C0(E), ||·||) are continuous.
Remark 6.1.6. The results of this chapter also hold in the case that Con-
dition 6.1.3 (c) fails as long as the conclusions of Lemma 6.1.5 hold. In all
examples that we consider in Section 6.5 (c) is satis�ed.

For the next de�nition we will need the Gelfand or weak* integral, which is
introduced in Appendix 6.7, but the rigorous construction of this integral
can be skipped on the �rst reading.
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De�nition 6.1.7. De�ne D − AC, or if there is no chance of confu-
sion, AC, the space of absolutely continuous paths in CP(E)(R+). A path
ν ∈ CP(E)(R+) is called absolutely continuous if there exists a (D′, wk∗)
measurable curve s 7→ u(s) in D′ with the following properties:

(i) for every f ∈ D and t ≥ 0
∫ t

0 |〈f, u(s)〉|ds <∞,
(ii) for every t ≥ 0, ν(t)− ν(0) =

∫ t
0 u(s)ds as a D′ Gelfand integral.

We denote ν̇(s) := u(s). Furthermore, we will denoteACµ for the space of
absolutely continuous trajectories starting at µ0, and ACT for trajectories
that are only considered up to time T . Similarly, we de�ne ACTµ .

A direct consequence of property (ii) is that for almost every time t ≥ 0
and all f ∈ D the limit

lim
h→0

〈f, ν(t+ h)〉 − 〈f, ν(t)〉
h

exists and is equal to 〈f, ˙ν(t)〉. This justi�es the notation u(s) = ν̇(s).

Using these de�nitions, we are able to sharpen Theorem 6.1.1. In Section
6.3, we study the semigroup V (t) and its generator H . Also, we give a
number of properties of the level sets of the Lagrangian L, de�ned in the
theorem below. The proof of the theorem is given in Section 6.4.

Theorem 6.1.8. Let (E, d) be locally compact. Let (A,D(A)) have a core
D equipped with a topology τD such that (D, τD) satis�es Condition 6.1.3.
Then, the rate function in Theorem 6.1.1 can be rewritten as

I(ν) =

S(ν(0) |P0) +
∫∞

0 L(ν(s), ν̇(s))ds if ν ∈ ACν(0)

∞ otherwise,

where L : P(E)×D′ → [0,∞] is given by

L(µ, u) := sup
f∈D
{〈f, u〉 − 〈Hf, µ〉} .

Remark 6.1.9. If we restrict ourselves to [0, T ] instead of R+, then we
obtain

IT ({ν(s)}0≤s≤T )

=

H(ν(0) |P0) +
∫ T

0 L(ν(s), ν̇(s))ds if ν ∈ ACTν(0)

∞ otherwise,

by applying the contraction principle.
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6.2 the large deviation principle via sanov’s theorem and
optimal trajectories

Let (E, d) is a complete separable metric space. We start by proving the
large deviation principle for a general class of processes via Sanov’s theo-
rem and the contraction principle. This will lead to the proof of Theorem
6.1.1.

De�ne for every t the map πt : DE(R+)→ E by πt(x) := x(t). By Propo-
sition III.7.1 in Ethier and Kurtz, πt is a measurable map. Complementary
to πt, we introduce the map πt−. For every path x ∈ DE(R+), the value
x(t−) := lims↑t x(s) is well de�ned, which makes it possible to de�ne
πt− : DE(R+) → E by πt−(x) := x(t−). Because πt− is the point-wise
limit of the measurable maps πtn , for tn < t, tn ↑ t, also πt− is measurable.
Let P be a probability measure on DE(R+), and let X = (X(t))t≥0 be the
process with law P. De�ne µ(t) = P ◦ π−1

t and µ(t−) = P ◦ π−1
t− the laws

of X(t) and X(t−). Also de�ne the map φ : P(DE(R+)) → P(E)R
+ by

setting φ(P) = (µ(t))t≥0 and �nally de�ne the maps φt : P(DE(R+))→
P(E) by setting φt(P) = µ(t).

Lemma 6.2.1. φ is a map from P(DE(R+)) to DP(E)(R+).

Proof. First, we prove that if s ↓ t then µ(s) → µ(t) weakly. Because the
paths of X are right-continuous, we have X(s) → X(t). Hence, we have
a.s. convergence, which in turn implies that µ(s)→ µ(t) weakly.
If s ↑ t, then we need to show that lims↑t µ(t) exists, but as above X(s)→
X(t−), hence, the weak limit lims↑t µ(s) is equal to µ(t−).

We would like to prove that φ and {φt}t≥0 are continuous maps, but this
is not always true as can be seen from the following example.

Example 6.2.2. Pick two distinct points e1, e2 in E. De�ne

x+
n (t) =

e1 for t < 1 + 1/n

e2 for t ≥ 1 + 1/n

x−n (t) =

e1 for t < 1− 1/n

e2 for t ≥ 1− 1/n
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and let Pn ∈ P(DE(R+)) be de�ned by Pn = 1
2δx+

n
+ 1

2δx−n . Clearly, the
sequence Pn converges weakly to P̃ = δx̃ where x̃(t) is equal to e1 for
t < 1 and e2 for t ≥ 1.
If we look at the images φ(Pn) = (µn(t))t≥0 and φ(P̃) = (µ̃(t))t≥0, then
we obtain

µn(t) =


δe1 for t < 1− 1/n

1
2δe1 + 1

2δe2 for 1− 1/n ≤ t < 1 + 1/n

δe2 for 1 + 1/n ≤ t,

µ̃(t) =

δe1 for t < 1

δe2 for t ≥ 1.

Clearly, µn(1) → 1
2δe1 + 1

2δe2 , which is not equal to µ̃(1) or µ̃(1−). We
obtain that both φ and φ1 are not continuous. Obviously, it follows that φt
for t ≥ 0 are not continuous either.

So problems arise when the time marginals of the limiting measure P are
discontinuous in time. However, this is the only thing that can happen.

Proposition 6.2.3. φ : P(DE(R+)) → DP(E)(R+) is continuous at mea-
sures P for which it holds that for every t > 0: P[X(t) = X(t−)] = 1.

A similar statement for the �nite dimensional projections φt, can be found
in Ethier and Kurtz [Ethier and Kurtz, 1986, Theorem 3.7.8].

Proof. Let Pn,P ∈ P(DE(R+)) such that Pn → P weakly and P such
that for every t P[X(t) = X(t−)] = 1. By the Skorokhod representation
Theorem [Ethier and Kurtz, 1986, Theorem 3.1.9], we can �nd a probability
space (Ω,F , P ) and DE(R+) valued random variables Y n, Y distributed
as Xn and X under Pn,P such that Y n → Y P a.s.
Let {tn}n≥0 be a sequence converging to t > 0. De�ne the sets

A := {Y (t) = Y (t−)} ,
B := {d(Y n(tn), Y (t)) ∧ d(Y n(tn), Y (t−))→ 0} .

By the assumption thatP[X(t) = X(t−)] = 1, it follows thatP [A] = 1. By
Proposition 3.6.5 in Ethier and Kurtz [1986], and the fact that Y n → Y P
a.s. it follows that P [B] = 1. Combining these statements yields

P [Y n(tn)→ Y (t)] ≥ P [A ∩B] = 1,
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which implies that µn(tn) → µ(t). Because µ(t) = µ(t−) by assumption,
Proposition 3.6.5 in Ethier and Kurtz yields the �nal result.

6.2.1 Large deviations for measures on the Skorokhod space

Suppose that we have a process X on DE(R+) and a corresponding mea-
sure P ∈ P(DE(R+)). Then Sanov’s theorem, Theorem 6.2.10 in Dembo
and Zeitouni [1998], gives us the large deviation behaviour of the empirical
distribution LXn of independent copies of the process X : X1, X2, . . . :

LXn :=
1

n

n∑
i=1

δ{Xi} ∈ P(DE(R+)).

Theorem 6.2.4 (Sanov). The empirical measures LXn satisfy the large devi-
ation principle on P(DE(R+)) with respect to the weak topology with the
good and convex rate function

I∗(Q) = S(Q |P) :=

∫
dQ
dP

log
dQ
dP

dP.

We are interested in obtaining a large deviation principle on DP(E)(R+).
In Proposition 6.2.3, we saw that we have a map φ that is continuous on a
part of its domain. Hence, we we are in the position to use the contraction
principle.
Theorem 6.2.5. Suppose that P satis�es P[X(t) = X(t−)] = 1 for every
t ≥ 0, then the large deviation principle holds for(

LX(t)
n

)
t≥0

=

(
1

n

n∑
i=1

δXi(t)

)
t≥0

on DP(E)(R+) with rate function

I((νt)t≥0) = inf{S(Q |P) |Q ∈ P(DE(R+)), φ(Q) = (ν(t))t≥0}

and I is �nite only on CP(E)(R+).

Proof. The measures Q for which it holds that I(Q) <∞ satisfy Q << P
hence it follows that for every t: Q[X(t) = X(t−)] = 1. This yields that
φ is continuous at Q by Proposition 6.2.3.
By the contraction principle, Theorem 4.2.1 and remark (c) after Theorem
4.2.1 in Dembo and Zeitouni Dembo and Zeitouni [1998], we obtain the
large deviation principle on DP(E)(R+) with I as given in the theorem.
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6.2.2 The large deviation principle for Markov processes

Although Theorem 6.2.5 can be applied to a wide range of (time-
inhomogeneous) processes, we explore its consequences for time-
homogeneous Markov processes. Recall the de�nition of a solution to the
martingale problem preceding Theorem 6.1.1.

Lemma 6.2.6. Suppose that the processX with corresponding measure P on
DE(R+) solves the martingale problem for (A,D(A)) with starting measure
P0. Then, it holds that for every t ≥ 0 P[X(t) = X(t−)] = 1. Hence,
the large deviation principle holds for {LX(t)

n }t≥0 on DP(E)(R+) with rate
function

I((νt)t≥0) = inf{S(Q |P) |Q ∈ P(DE(R+)), φ(Q) = (ν(t))t≥0}

and I is �nite only on CP(E)(R+).

Proof. To apply Theorem 6.2.5, we need to check that P[X(t) = X(t−)] =
1 for every t ≥ 0, but this follows by Theorem 4.3.12 in Ethier and Kurtz
[1986].

Using this result, Theorem 6.1.1 follows without much e�ort.

Proof of Theorem 6.1.1. The large deviation principle follows by Lemma
6.2.6. This lemma also gives that the rate function is∞ on the complement
of CP(E)(R+).
To obtain the rate function as a supremum over rate functions for �nite
dimensional problems

I(ν) =


sup0,t1,...,tk

I[0, t1, . . . , tk](ν(0), ν(t1) . . . , ν(tk))

if ν ∈ CP(E)(R+),

∞ otherwise,

we use Theorem 4.13 and Theorem 4.30 in Feng and Kurtz [2006]. Proposi-
tion 6.6.3 gives us the �nal decomposition of the rate function.

6.2.3 The semigroup V (t) and the Doob-h transform

Before we turn to the proof of Theorem 6.1.8, we start with rewriting V (t)f
in terms of the Doob transform. We have the following useful variant of
Lemma 2.19 in Seppäläinen [1993].



158 ldp for feller processes on locally compact spaces

Lemma 6.2.7. Let h ∈ C(E) and let t > 0. Set

SP0(Q) =

S(Q |P) if Q0 = P0,

∞ otherwise.

Then,

〈V (t)h,P0〉 = sup
Q∈P(DE(R+))

{
〈h,Qt〉 − SP0(Q)

}
,

whereQt denotes the time tmarginal ofQ. The supremum is attained by the
measure Qh de�ned by

dQh

dP
(X) =

eh(X(t))

〈eh,Pt〉
= eh(X(t))−〈V (t)h,P0〉

Proof. Let P0,t ∈ P(E2) be the restriction of P to the time 0 and time t
marginals. As before, we denote by P0 the time 0 marginal of P and for a
measure ν ∈ P(E2) we denote by ν0 respectively ν1 the restriction to the
�rst marginal and second marginal. Set

SP0
t (ν) =

S(ν |P0,t) if ν0 = P0,

∞ otherwise.

By Lemma 2.19 in Seppäläinen [1993] and convex duality, we obtain

〈V (t)h,P0〉 = sup
ν∈P(E2)

{
〈h, ν2〉 − SP0

t (ν)
}
.

By the contraction principle, we have

S(ν |P0,t) = inf
{
S(Q |P) |Q ∈ P(DE(R+)) : Q0,t = ν

}
,

which implies that

〈V (t)h, µ〉 = sup
Q∈P(DE(R+))

{
〈h,Qt〉 − SP0(Q)

}
.

Now we show that the supremum is achieved for Qh de�ned by

dQh

dP
(X) =

eh(X(t))

〈eh,Pt〉
= eh(X(t))−〈V (t)h,P0〉.



6.3 a study of the operators V (t) , H , L and Ag . 159

Note that Qh
0 = P0. Therefore, we obtain that

〈h,Qh
t 〉 − SP0(Qh) = 〈h,Qh

t 〉 −
∫

log
dQh

dP
dQh

= 〈h,Qh
t 〉 − 〈h,Qh

t 〉+ 〈V (t)h,P0〉 = 〈V (t)h,P0〉.

The optimising measure Qh de�ned in the lemma above has the form of
a Doob-h transform, see Doob [Doob, 1984, page 566] or Jamison [1975],
Föllmer and Gantert [1997]. We study the law of Qh. For s ≤ t, de�ne
h(s) = V (t− s)h, or eh(s) = S(t− s)eh.
The transition probabilities of the Markov process described by Qh up
to time t can be written down as a semigroup of transition operators{
Sh[0,t](r, s)

}
0≤r≤s≤t, where Sh[0,t](r, s) : C(E) → C(E) is de�ned by

Sh[0,t](r, s)f(x) := Qh[f(X(s)) |X(r) = x]. The following result is ob-
tained by a straightforward calculation.

Lemma 6.2.8. The semigroup of transition probabilities of Qf de�ned by

dQh

dP
(X) =

eh(X(t))

〈eh,Pt〉
= eh(X(t))−〈V (t)h,P0〉,

is given by

Sh[0,t](r, s)f(x) = e−h(r)(x)S(r, s)
(
feh(s)

)
(x).

To use this representation of Qh to obtain a Lagrangian representation of
the rate function, we �rst study the properties of the operators Ag, H and
L.

6.3 a study of the operators V (t) , H , L and Ag .

6.3.1 The semigroup V (t) and the generator H

We return to the situation that (E, d) is a locally compact metric space, so
that we can use semigroup theory to rewrite the rate function.
First suppose that E is non-compact. Let E∆ = E ∪ {∆} be the one-
point compacti�cation. By Lemma 4.3.2 in Ethier and Kurtz [1986], S (t)
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extends to a strongly continuous contraction semigroup on (C (E∆ ), ||·||)
by setting S∆ (t)f = f (∆) +S (t)(f − f (∆)). Therefore, we can argue
using the semigroup on the compact space E∆ , and then obtain the result
in Theorem 6.1.8 on E by Theorem 4.11 in Feng and Kurtz Feng and Kurtz
[2006].

From this point onward, we assume that (E, d) is compact and that the
transition semigroup {S(t)}t≥0 is strongly continuous on C(E). Let A :
D(A) ⊆ C(E)→ C(E) be the associated in�nitesimal generator.
We examineV (t)f(x) = logS(t)ef (x) = logE

[
ef(X(t))

∣∣X(0) = x
]
, f ∈

C(E), which was de�ned in Theorem 6.1.1. It is an elementary calculation
to check that {V (t)}t≥0 is a strongly continuous contraction semigroup on
C(E).
As in the linear case, we calculate the generator of V :

Hf = lim
t↓0

V (t)f − f
t

de�ned for f ∈ D(H), where

D(H) :=

{
f ∈ C(E)

∣∣∣∣ ∃g ∈ C(E) : lim
t↓0

∣∣∣∣∣∣∣∣V (t)f − f
t

− g
∣∣∣∣∣∣∣∣ = 0

}
.

We start with an extension of the chain rule to Banach spaces. The proof
is rather standard and is left to the reader.

Lemma 6.3.1. Let f ∈ D(A) and let φ : f(E) → R be di�erentiable on
f(E) and let φ′ be Lipschitz continuous. Then it holds that

d

dt
φ(S(t)f)|t=0 = φ′(f)Af,

which should be interpreted as

lim
t→0

φ(S(t)f)− φ(f)

t
= φ′(f)Af

with respect to the sup norm.

A direct consequence is that we can calculate the generator H of V (t) on
a subset of its domain.

Corollary 6.3.2. For f ∈ C(E) such that ef ∈ D(A), we have f ∈ D(H)
and

Hf = e−fA(ef ).
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In order to proceed, we need Condition 6.1.2. We see that Corollary 6.3.2
gives us that if f ∈ D, then f ∈ D(H) and Hf = e−fAef .

We will use this operator (H,D), under Condition 6.1.3, to construct a
new Nisio semigroup {V(t)}t≥0 on C(P(E)). This semigroup will be in-
troduced in Section 6.4.2, and there we will show that for µ ∈ P(E) and
f ∈ C(E), we have V(t)[f ](µ) = 〈V (t)f, µ〉, where [f ] ∈ C(P(E)) is
the function de�ned by [f ](µ) = 〈f, µ〉.

We start with some results on V (t)f and H that will be useful for prov-
ing the equality V(t)[f ](µ) = 〈V (t)f, µ〉. For f ∈ C(E), let J(λ)f :=
(1 − λA)−1f =

∫∞
0 λ−1e−λ

−1tS(t)fdt. Using J(λ), we set R(λ)f :=
log J(λ)ef .

We constructed the semigroup V (t) from the linear semigroup S(t), and
the operator R(λ) from the linear resolvent J(λ). One would therefore
hope that R(λ) equals (1 − λH)−1. This is not the case, but we do have
the following two results, which we will need for the proof of Lemma 6.4.8
and Proposition 6.4.10.

Lemma 6.3.3. For f ∈ C(E), we have R(λ)f ∈ D(H) and (1 −
λH)R(λ)f ≥ f .

Proof. J(λ) mapsC(E) bijectively onD(A), therefore, eR(λ)f = J(λ)ef ∈
D(A). Thus by Corollary 6.3.2, we have that R(λ)f ∈ D(H).

Let x ∈ E, we prove (1− λH)R(λ)f(x) ≥ f(x). We prove that the fol-
lowing quantity is larger than 0:

(1− λH)R(λ)f(x)− f(x)

= R(λ)f(x)− f(x)− λAJ(λ)ef (x)

J(λ)ef (x)

= R(λ)f(x)− f(x)− J(λ)ef (x)− ef(x)

J(λ)ef (x)
.

This is equivalent to showing that

J(λ)ef (x) log
(
J(λ)ef (x)

)
− f(x)J(λ)ef (x)− J(λ)ef (x) + ef(x)

is positive, which follows from the fact that for every c ∈ R, the function
de�ned for non-negative y, given by y 7→ y log y − (c + 1)y + ec is non-
negative.
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Note that the fact that the function y 7→ y log y − (c + 1)y + ec has a
unique point where it hits 0. This means that (1− λH)R(λ)f(x) = f(x)
only if E[ef(Xτ ) |X0 = x] = ef(x), where τ is an exponential random
variable with mean λ independent of the process X . This can not be true
in general.
Even thoughR(λ) does not invert (1−λH), it does approximate the semi-
group in a way that the resolvents of H would as well.

Lemma 6.3.4. For every f ∈ C(E), we have that limn→∞R
(
n−1

)bntc
f =

V (t)f .

Proof. By de�nition, we have R
(
n−1

)bntc
f = log J

(
n−1

)bntc
ef . For lin-

ear semigroups, we know that the resolvents approximate the semigroup:
J
(

1
n

)bntc
ef → S(t)ef , see for example Corollary 1.6.8 in Ethier and Kurtz

[1986]. Therefore, by uniform continuity of the logarithm on [e−||f ||, e||f ||],
we obtain the �nal result by applying the logarithm.

6.3.2 Operator duality for H

Additionally to the operator H , we introduce operators Ag that serve as
generators of tilted Markov processes obtained from X(t) by the change
of measure given in (6.1.4). We also introduce an operatorL, that will serve
as a precursor to our �nal Lagrangian L.
De�nition 6.3.5. Under Condition 6.1.2, de�ne the following operators
for f, g ∈ D:

Hf = e−fAef ,

Agf = e−gA(feg)− (e−gAeg)f,

Lg = Agg −Hg.

H will be called the Hamiltonian and L the (pre-)Lagrangian in analogy to
the Lagrangian and Hamiltonian of classical mechanics. Ag is a generator
itself, see for example Palmowski and Rolski Palmowski and Rolski [2002].
This is also illustrated by the next two examples.
We calculateH andAg in the case of a Markov jump process and a standard
Brownian motion.
Example 6.3.6. Let E be a �nite set and let {X(t)}t≥0 be generated by

Af(x) =
∑
y

r(x, y) [f(y)− f(x)] ,
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where r is some transition kernel. A calculations shows that

Hf(x) =
∑
y

r(x, y)
[
ef(y)−f(x) − 1

]
,

Agf(x) =
∑
y

r(x, y)eg(y)−g(x) [f(y)− f(x)] .

Example 6.3.7. Let E = R, and let {X(t)}t≥0 be a standard Brownian
motion, for which the generator A is given for f ∈ C∞c (R), i.e. smooth
and compactly supported functions, by Af(x) = 1

2f
′′(x). H and Ag are

given by

Hf(x) =
1

2
f ′′(x) +

1

2
(f ′(x))2,

Agf(x) =
1

2
f ′′(x) + f ′(x)g′(x).

In both examples, it is seen thatAg is also a generator of a Markov process.
More importantly, however, L and H are operator duals.

Lemma 6.3.8. Under Condition 6.1.2, we have for f ∈ D that

〈Hf, µ〉 = sup
g∈D
{〈Agf, µ〉 − 〈Lg, µ〉} , (6.3.1)

and equality holds for g = f . Furthermore, for g ∈ D and µ ∈ P(E) it holds
that

〈Lg, µ〉 = sup
f∈D
{〈Agf, µ〉 − 〈Hf, µ〉} , (6.3.2)

with equality for f = g.

Proof. For λ > 0, let Aλ := λ−1(J(λ) − 1) be the Yosida approximant of
A. It is well known that Aλ is bounded and is given by

Aλf(x) = λ−1

∫
qλ(x,dy) [f(y)− f(x)] ,

where qλ(x, ·) is the law of the process generated byA after an exponential
random time with mean λ.
Now de�ne Hλ, A

g
λ and Lλ in terms of Aλ. Because Aλ is bounded, it fol-

lows by Lemma 5.7 in Feng and Kurtz [2006] that

Hλf(x) ≥ Agλf(x)− Lλg(x),

Hλf(x) = Afλf(x)− Lλf(x).
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Therefore, it follows by Yosida approximation [Ethier and Kurtz, 1986,
Lemma 1.2.4] that

Hf(x) = sup
g∈D
{Agf(x)− Lg(x)} .

The �rst statement now follows by integration. The variational statement
for L is obtained similarly.

6.3.3 The Lagrangian and a variational expression for the Hamiltonian

The Lagrangian in the previous section is still an operator acting on func-
tions. Here we embed this object in a new LagrangianL that is a function of
place and speed. Also, we introduce a map ρ that transforms ‘momentum’
into speed.

De�nition 6.3.9. Let (D, τD) satisfy Condition 6.1.3. De�ne the La-
grangian L : P(E)×D′ → [0,∞] by

L(µ, u) = sup
f∈D
{〈f, u〉 − 〈Hf, µ〉} .

Also, de�ne the map ρ : P(E)×D → D′ by ρ(µ, g) = (Ag)′(µ).

L can be considered as an extension of L. Pick µ ∈ P(E) and g ∈ D, then

L(µ, ρ(µ, g)) = sup
f∈D
{〈f, ρ(µ, g)〉 − 〈Hf, µ〉}

= sup
f∈D
{〈Agf, µ〉 − 〈Hf, µ〉}

= 〈Lg, µ〉,

(6.3.3)

where the last equality follows by (6.3.2).

Lemma 6.3.10. (µ, u) 7→ L(µ, u) is convex and lower semi-continuous with
respect to the weak and weak* topologies.

Proof. L is lower semi-continuous, because it is the supremum over con-
tinuous functions. Convexity of L follows by the linearity of u 7→ 〈f, u〉
and µ 7→ 〈Hf, µ〉.

It turns out that the spaceD′ is to large for practical purposes. In particular,
it is not immediately clear that D′ with the weak topology is separable. In



6.3 a study of the operators V (t) , H , L and Ag . 165

the proof of Proposition 6.4.2, we need to integrate overD′ and because we
want to employ an extended version of the Prohorov theorem that needs
separability, we will construct a more regular subspace of D′ that contains
all relevant ‘speeds’.
Recall the set N introduced in Condition 6.1.3 (f) and the de�nition of a
polar in (6.1.2). De�ne U ⊆ D′ by

U :=
⋃
n∈N

nN ◦. (6.3.4)

We equip U with the weak* topology inherited from D′. The importance
of U follows from the following lemma, which shows that we can restrict
the set of allowed ‘speeds’ to U .

Lemma 6.3.11. Let µ ∈ P(E). If u /∈ U , then L(µ, u) = ∞. Furthermore,
for µ ∈ P(E) and g ∈ N , we have ρ(µ, g) ∈ U .

Proof. For u /∈ U =
⋃
n nN ◦, we can �nd functions fn ∈ N , such that

|〈fn, u〉| ≥ n. The inequality |〈fn, u〉| ≤ L(µ, u)+〈Hfn, µ〉∨〈H(−fn), µ〉,
yields that L(µ, u) ≥ n− 1 for every n, which implies that L(µ, u) =∞.
The second statement follows from the �rst, equation (6.3.3), and the fact
that Lg is bounded.

As can be seen from (6.3.3), L is an extension of L. As expected,H can also
be obtained by a Fenchel-Legendre transform of L.

Lemma 6.3.12. The variational expression for H in (6.3.1) extends to

〈Hf, µ〉 = sup
u∈D′

{〈f, u〉 − L(µ, u)}

= sup
u∈U
{〈f, u〉 − L(µ, u)} .

Proof. First of all, note the equality of the two variational expressions on
the right had side, as L(µ, u) = ∞ if u /∈ U . We give two proofs of the
�rst equality.
First of all, Hölders inequality tells us that f 7→ 〈V (t)f, µ〉 is convex. There-
fore,Hf is the norm, and thus, point-wise limit of convex functions which
implies that f 7→ 〈Hf, µ〉 is convex. The result follows directly from the
fact that the double Fenchel-Legendre transform of the convex lower semi-
continuous function f 7→ 〈Hf, µ〉 is f 7→ 〈Hf, µ〉 by the Fenchel-Moreau
theorem[Dembo and Zeitouni, 1998, Lemma 4.5.8].
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The second approach is more direct. By De�nition 6.3.9 of L, we obtain
that for every f ∈ D, µ ∈ P(E), u ∈ D′: 〈Hf, µ〉 ≥ 〈f, u〉 − L(µ, u).
We now show that we in fact have equality. By (6.3.3), we know that
L(µ, ρ(µ, g)) = 〈Lg, µ〉. Hence, by the second item in Lemma 6.3.8, we
obtain

〈Hf, µ〉 = 〈Aff, µ〉 − 〈Lf, µ〉
= 〈f, ρ(µ, f)〉 − L(µ, ρ(µ, f)),

(6.3.5)

which concludes the proof.

The latter approach in the proof of Lemma 6.3.12, gives us even more in-
formation.

Proposition 6.3.13. Let µ ∈ P(E) and de�ne Γµ to be the weak* closed
convex hull of {ρ(µ, g) ∈ U | g ∈ D}. If u /∈ Γµ, then L(µ, u) =∞.

Proof. Fix µ ∈ P(E). De�ne L̂ = L if u ∈ Γµ and set L̂ = ∞ for u /∈ Γµ.
It is clear that L̂ is also convex and lower semi-continuous. Because L̂ ≥ L,
it follows by Lemma 6.3.12 that 〈Hf, µ〉 ≥ supu

{
〈f, u〉 − L̂(µ, u)

}
.

As in (6.3.5), we obtain

〈Hf, µ〉 = 〈Aff, µ〉 − 〈Lf, µ〉
= 〈f, ρ(µ, f)〉 − L(µ, ρ(µ, f))

= 〈f, ρ(µ, f)〉 − L̂(µ, ρ(µ, f)),

which shows that 〈Hf, µ〉 = supu

{
〈f, u〉 − L̂(µ, u)

}
. In other words,

the double Fenchel-Legendre transform of the convex and lower semi-
continuous function L̂ is L. This implies that they are equal.

6.3.4 The Doob-h transform in terms of tilted generators

We connect the operators introduced in the last few sections to the dis-
cussion on the Doob-transform in Section 6.2.3. There, we considered a
measure Qh ∈ P(DE(R+)), de�ned by

dQh

dP
(X) =

eh(X(t))

〈eh,Pt〉
= eh(X(t))−〈V (t)h,P0〉,
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and in Lemma 6.2.8, we observed that if we de�ne h(s) = V (t − s)h for
s ≤ t, then the transition operators of Qf for times r ≤ s ≤ t are given by

Sh[0,t](r, s)f(x) = e−h(r)(x)S(r, s)
(
feh(s)

)
(x).

It is straightforward to check that (r, s) 7→ Sh[0,t](r, s)f is continuous
for all f ∈ C(E) and (r, s) ∈ {(r′, s′) | 0 ≤ r′ ≤ s′ ≤ t}. We can say
more even. The next lemma shows that the tilted generators of the previous
section turn up in the study of this semigroup. After that, we will show that
H(Qh |P) can be given in terms of an integral over the Lagrangian L. We
start with two de�nitions.
Let C([0, t], D) be be space of trajectories {g(s)}s∈[0,t], g(s) ∈ D
such that s 7→ g(s) is continuous with respect to τD . Furthermore, let
C1([0, t], D) ⊆ C([0, t], D) be those trajectories for which there exists a
trajectory {∂g(s)}s∈[0,t] in C([0, t], C(E)) such that for all s ∈ [0, t], we
have

lim
r→0

∣∣∣∣∣∣∣∣g(s+ r)− g(s)

r
− ∂g(s)

∣∣∣∣∣∣∣∣ = 0.

Now suppose that h ∈ D, then Condition 6.1.2 (b) and (c) imply that h(s) =
V (t− s)h ∈ D for all s ∈ [0, t]. In this case, we can �nd the trajectory of
generators of the semigroup Sh[0,t].

Proposition 6.3.14. Fix t > 0 and suppose that h ∈ D. For every s ∈ [0, t]
and f ∈ D, we have

lim
r→0

Sh[0,t](s, s+ r)f − f
r

= Ah(s)f.

If f ∈ C1([0, t], D), then we have for every s ∈ [0, t] that

lim
r→0

Sh[0,t](s, s+ r)f(s+ r)− f(s)

r
= Ah(s)f(s) + ∂f(s).

Proof. We start with the proof of the �rst statement. Let f ∈ D and s ∈
[0, t], we prove the result for r > 0, the proof of the other side is similar.
Clearly,

lim
r→0

∣∣∣∣∣
∣∣∣∣∣Sh[0,t](s, s+ r)f − f

r
−Ah(s)f

∣∣∣∣∣
∣∣∣∣∣ = 0
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if and only if

lim
r→0

∣∣∣∣∣
∣∣∣∣∣eh(s)

[
Sh[0,t](s, s+ r)f − f

r
−Ah(s)f

]∣∣∣∣∣
∣∣∣∣∣ = 0.

Therefore, we will prove the latter. We see

eh(s)

[
Sh[0,t](s, s+ r)f − f

r
−Ah(s)f

]

= eh(s)

[
e−h(s)S(r)

(
feh(s+r)

)
− f

r
−Ah(s)f

]

=
S(r)

(
feh(s+r)

)
− eh(s)f

r
−A

(
feh(s)

)
+ fAeh(s)

=
S(r)

(
feh(s+r)

)
− S(r)

(
feh(s)

)
r

+ S(r)
(
fAeh(s)

)
+
S(r)

(
feh(s)

)
− feh(s)

r
−A

(
feh(s)

)
+ fAeh(s) − S(r)

(
fAeh(s)

)
.

The last two lines converge to 0 as r ↓ 0. We consider the term in line four.
First note that S(r) is a contraction, thus it su�ces to look at

f

[
eh(s+r) − eh(s)

r
+Aeh(s)

]
,

but by the de�nition of h(s) and h(s+ r), this equals

−f
[
S(t− s− r)eh − S(t− s)eh

−r
−AS(t− s)eh

]
which converges to 0 in norm as r ↓ 0.



6.3 a study of the operators V (t) , H , L and Ag . 169

For the proof of the second statement, let {f(s′)}s′≤t ∈ C1([0, t], D), then
we have for s ∈ [0, t] that

Sh[0,t](s, s+ r)f(s+ r)− f(s)

r
−
(
Ah(s)f(x) + ∂f(s)

)
=
Sh[0,t](s, s+ r)f(s)− f(s)

r
−Ah(s)f(s)

+
Sh[0,t](s, s+ r)f(s+ r)− Sh[0,t](s, s+ r)f(s)

r

− Sh[0,t](s, s+ r)∂f(s)

+ Sh[0,t](s, s+ r)∂f(s)− ∂f(s).

The �rst term converges to 0 as shown in the �rst part of the proof.
The second term converges to 0 as Sh[0,t](s, s + r) is contractive for
all r > 0 and the de�nition of ∂f(s). The last term converges to 0 as
{Sh[0,t](r′, s′)}0≤r′≤s′≤t is strongly continuous.

The next corollary follows directly from the second statement of proposi-
tion.

Corollary 6.3.15. Let f ∈ C1([0, t], D) and s ∈ [0, t], then

Mf (s) := f(s)(X(s))− f(0)(X(0))

−
∫ s

0
Ah(r)f(r)(X(r)) + ∂f(r)(X(r))dr

is a mean 0 martingale for Qh.

Proposition 6.3.16. Fix t > 0 and suppose h ∈ D. De�ne Qh ∈
P(DE(R+)) by the change of measure

dQh

dP
(X) =

eh(X(t))

〈eh,Pt〉
= eh(X(t))−〈V (t)h,P0〉,

Then, we have

S(Qh |P) =

∫ t

0
L(γ(s), γ̇(s))ds,

where for every s ∈ R+, γ(s) is the law ofX(s) underQh and where γ̇(s) =
(Ah(s))′(γ(s)).
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Proof. Because S(Qh |P) =
∫

log dQh
dP dQh, we study h(t)(X(t)) −

h(0)(X(0)). Recall that ∂h(s) = −Hh(s) by Corollary 6.3.2 and Lemma
6.3.1:

h(t)(X(t))− h(0)(X(0))

= h(t)(X(t))− h(0)(X(0))

−
∫ t

0
Ah(s)h(s)(X(s)) +

∂h(s)

∂s
(X(s))ds

+

∫ t

0
Ah(s)h(s)(X(s)) +

∂h(s)

∂s
(X(s))ds

= Mh(t) +

∫ t

0
Ah(s)h(s)(X(s))−Hh(s)(X(s))ds

where s 7→ Mh(s) is a mean 0 Qh martingale by Corollary 6.3.15. There-
fore, using Lemma 6.3.8 in line 3, we see that

S(Qh |P) =

∫
log

dQh

dP
dQh

=

∫ ∫ t

0
Ah(s)h(s)(X(s))−Hh(s)(X(s))dsdQh(X)

=

∫ ∫ t

0
Lh(s)(X(s))dsdQh(X).

By Lemma 6.1.5, the operator L : (D, τD) → (C(E), ||·||), given by Lg =
Agg −Hg is continuous. Because s 7→ h(s) = V (t− s)h is continuous in
(D, τD) by Condition 6.1.3 (d), we see that s 7→ Lh(s) is norm continuous.
Therefore, Fubini’s theorem gives us

S(Qh |P) =

∫ t

0

∫
Lh(s)(X(s))dQh(X)ds

=

∫ t

0
〈Lh(s), γ(s)〉ds

=

∫ t

0
L(γ(s), γ̇(s))ds.
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6.4 proof of the main theorem

We proceed with the proof of Theorem 6.1.8. We start with two crucial com-
pactness results which are necessary for the Nisio semigroup, introduced
in Section 6.4.2, to be well behaved.

6.4.1 Compactness of the space of paths with bounded Lagrangian cost

We start with proving the compactness of the level sets of L.

Proposition 6.4.1. For each C ≥ 0, the set

{(µ, u) ∈ P(E)× U | L(µ, u) ≤ C}

is compact with respect to the weak topology onP(E) and the weak* topology
on U .

Proof. First of all, as L is lower semi-continuous {(ν, u) ∈ P(E) ×
U | L(ν, u) ≤ C} is closed. We show that it is contained in a compact
set.
Pick the neighbourhood of 0 N that was given in Condition 6.1.3 (f), so
that supf∈N ||Hf || ≤ 1. Because 〈f, u〉 ≤ L(µ, u) + 〈Hf, µ〉, we obtain

|〈f, u〉| ≤ L(ν, u) + 〈Hf, ν〉 ∨ 〈H(−f), ν〉.

As a consequence,

{(ν, u) ∈ P(E)× U | L(ν, u) ≤ C} ⊆ P(E)× |C + 1|N ◦

Because (D′, wk∗) is Hausdor� and a locally convex space, the closure of
this set is compact in (D′, wk∗) by the Bourbaki-Aloaglu theorem[Treves,
1967, Propositions 32.7 and 32.8], [Robertson and Robertson, 1973, Theo-
rem III.6].

We now state an essential ingredient of the proof of Theorem 6.1.8.

Proposition 6.4.2. For eachM > 0, and time T ≥ 0,

KTM :=

{
µ ∈ CP(E)([0, T ])

∣∣∣∣µ ∈ AC,∫ T

0
L(µ(s), µ̇(s))ds ≤M

}
is a compact subset of CP(E)([0, T ]).

We postpone the lengthy proof of the proposition to Sections 6.4.4 and 6.4.5
and focus on proving Theorem 6.1.8 �rst.
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6.4.2 The Nisio semigroup

De�nition 6.4.3. The Nisio semigroup V mapping upper semi-
continuous functions on P(E) to upper semi-continuous functions on
P(E) is de�ned by

V(t)G(µ) = sup
ν∈ACµ

{
G(ν(t))−

∫ t

0
L(ν(s), ν̇(s))ds

}
.

For a function f ∈ C(E), we denote with [f ] the weakly continuous func-
tion onP(E) de�ned by [f ](µ) = 〈f, µ〉. Our goal in this section is to show
that V(t)[f ](µ) = 〈V (t)f, µ〉.

Note that as a direct consequence of Proposition 6.4.2, if G is a bounded
continuous function, than the supremum is actually attained by a curve
starting at µ inKt3||G||. For example, this is the case ifG = [g], for g ∈ C(E).

We need one small result, that is essential for the analysis. In particular, it
is used for the proof of Lemma 6.4.8.

Lemma 6.4.4. For each µ ∈ P(E) and f ∈ D, there exists ν ∈ ACµ such
that for every t ≥ 0∫ t

0
〈f, ν̇(s)〉ds =

∫ t

0
〈Hf, ν(s)〉+ L(ν(s), ν̇(s))ds.

In particular by taking f = 0, we �nd that there is a path with zero cost.
This in turn yields V(t)0 = 0, where 0 is the function de�ned by 0(µ) = 0
for all µ ∈ P(E).

Proof. Let ν(s) be the path obtained by the time projections of the Markov
process started atµ generated by the operatorAf , see for example Theorem
4.2 in Palmowski and Rolski [2002]. This gives us a path such that ν̇(s) =
(Af )′(ν(s)) = ρ(ν(s), f).
By (6.3.5) on page 166, it follows that

〈Hf, ν(s)〉 = 〈f, ρ(ν(s), f)〉 − L(ν(s), ρ(ν(s), f))

for every s, implying that∫ t

0
〈Hf, ν(s)〉ds =

∫ t

0
(〈f, ν̇(s)〉 − L(ν(s), ν̇(s))) ds.



6.4 proof of the main theorem 173

The semigroup {V(t)}t≥0 enjoys good continuity properties.

Lemma 6.4.5. For every t ≥ 0, V(t) is contractive, i.e. for bounded and
upper semi-continuous functions F,G, we have

||V(t)F −V(t)G|| ≤ ||F −G|| .

The proof of this lemma is straightforward. The next result can be proven
using Proposition 6.4.2 as Lemma 8.16 in Feng and Kurtz [2006].

Lemma 6.4.6. For every f ∈ C(E) and µ ∈ P(E), we have that t 7→
V(t)[f ](µ) is continuous.

We proceed with the preparations of Proposition 6.4.10 where we will prove
that 〈V (t)f, µ〉 = V(t)[f ](µ) for f ∈ C(E) and µ ∈ P(E).
6.2.7, then Proposition 6.3.16
The inequality 〈V (t)f, µ〉 ≤ V(t)[f ](µ) is based on the Doob-h transform
method and in particular on Lemma 6.2.7 and Proposition 6.3.16. The other
inequality is based on approximation arguments. In the next de�nition, we
introduce the resolvent R(λ) of the Nisio semigroup. Based on Lemma
6.3.3, we show that R(λ)[f ](µ) ≤ [R(λ)f ](µ) which by approximation
yields V(t)[f ](µ) ≤ 〈V (t)f, µ〉.

De�nition 6.4.7. Let G be upper semi-continuous and bounded and let
λ > 0. De�ne the resolvent R(λ) by

R(λ)G(µ) = sup
ν∈ACµ

∫ ∞
0

1

λ
e−λ

−1s

[
G(ν(s))−

∫ s

0
L(ν(r), ν̇(r))dr

]
ds.

Lemma 6.4.8. For g ∈ D, we have R(λ)[(1 − λH)g] = [g]. As a conse-
quence, we have for f ∈ C(E) and µ ∈ P(E) that

R(λ)[f ](µ) ≤ [R(λ)f ](µ). (6.4.1)

Proof. The �rst statement follows along the lines of the proof of Lemma
8.19 in Feng and Kurtz [2006]. Summarising, the inequality R(λ)[(1 −
λH)g] ≤ [g] follows by integration by parts and Young’s inequality:

〈g, u〉 ≤ 〈Hg, µ〉+ L(µ, u), µ ∈ P(E), u ∈ D, g ∈ C(E).

The second inequality, R(λ)[(1 − λH)g] ≥ [g], follows by integration by
parts and Lemma 6.4.4, which gives us a trajectory for which equality is
attained for all times in Young’s inequality.
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For the second statement, �rst note that if F ≥ G, then R(λ)F ≥ R(λ)G.
Therefore, we obtain by Lemma 6.3.3 that

R(λ)[f ](µ) ≤ R(λ)[(1− λH)R(λ)f ](µ) = 〈R(λ)f, µ〉.

The next lemma relies on Lemma 6.4.6 and follows exactly as Lemma 8.18
in Feng and Kurtz [2006].

Lemma 6.4.9. For t ≥ 0, f ∈ D and µ ∈ P(E), we have

lim
n→∞

R(n)bntc[f ](µ) = V(t)[f ](µ).

We are now able to prove the important result that identi�es the Nisio
semigroup with {V (t)}t≥0.

Proposition 6.4.10. For t ≥ 0, f ∈ C(E) and µ ∈ P(E), we have

V(t)[f ](µ) = 〈V (t)f, µ〉.

Proof. By repeatedly using (6.4.1), we obtain

R(n−1)bntc[f ](µ) ≤ 〈R(n−1)bntcf, µ〉,

which implies by Lemmas 6.3.4 and 6.4.9 that

V(t)[f ](µ) ≤ 〈V (t)f, µ〉. (6.4.2)

For the second inequality, we �rst pick f ∈ D. Let P ∈ P(DE(R+) be
the Markov measure started from µ ∈ P(E) with transition semigroup
{S(t)}t≥0. By Lemma 6.2.7, we have

〈V (t)f, µ〉 = sup
Q
〈f,Q〉 − SP0(Q) = 〈f,Qf

t 〉 − S(Qf |P).

If we denote by γ(s) the law of Qf at time s, then Proposition 6.3.16 yields

〈V (t)f, µ〉 = 〈f, γ(t)〉 −
∫ t

0
L(γ(s), γ̇(s))ds ≤ V(t)[f ](µ).

This inequality, together with (6.4.2), yields 〈V (t)f, µ〉 = V(t)[f ](µ) for
f ∈ D. The result for f ∈ C(E) follows by the continuity of f 7→ V (t)f
and the continuity of f 7→ V(t)f given by Lemma 6.4.5.
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6.4.3 The Lagrangian form of the rate function

In this section, we show that It can be re-expressed using the Nisio semi-
group.

Lemma 6.4.11. Under the Condition 6.1.3, it holds that

It(µ1 |µ0) = inf
ν∈ACµ0
ν(t)=µ1

∫ t

0
L(ν(s), ν̇(s))ds.

The proof is a classical proof using convex duality.

Proof. For a �xed measure µ0 ∈ P(E), consider the function Lµ0 :
P(E)→∞ de�ned by

Lµ0(µ1) := inf
ν∈ACµ0
ν(t)=µ1

∫ t

0
L(ν(s), ν̇(s))ds

Our goal is to prove that It(µ1 |µ0) = Lµ0(µ1) by showing that both are
the Fenchel-Legendre transform of 〈V (t)g, µ1〉. First, we will prove that
Lµ0 is convex and has compact level sets. This last result implies the lower
semi-continuity.

Step 1. The convexity of Lµ0 follows directly from the convexity of L and
the fact thatAC is convex. So we are left to prove compactness of the level
sets. Pick a sequence µn in the set {µ |Lµ0(µ) ≤ c}. We know by de�nition
of Lµ0 and Proposition 6.4.2 that there are νn ∈ Ktc,{µ0} such that νn(0) =

µ0, νn(t) = µn and∫ t

0
L(νn(s), ν̇n(s))ds ≤ c.

Again by Proposition 6.4.2, we obtain that the sequence νn has a converg-
ing subsequence νnk with limit ν∗ such that∫ t

0
L(ν∗(s), ν̇∗(s))ds ≤ c.

Denote with µ∗ := ν∗(t), then we know that νnk(t)→ µ∗ and Lµ0(µ∗) ≤
c, which implies that Lµ0(·) has compact level sets and is lower semi-
continuous.
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Step 2. Now that we know that Lµ0 is convex and lower semi-continuous,
we are able to prove that Lµ0(·) = It(· |µ0).
Lµ0(·) is lower semi-continuous on P(E) with respect to the weak topol-
ogy, so extending its domain of de�nition toM(E) by setting it equal to
∞ outside P(E) does not change the fact that it is lower semi-continuous.
Because the dual of (M(E),weak) is C(E) by the Riesz representation
theorem and [Conway, 2007, Theorem V.1.3], we obtain by Lemma 4.5.8 in
Dembo and Zeitouni [1998] that the Fenchel-Legendre transform of

sup
µ1

{〈g, µ1〉 − Lµ0(µ1)}

= sup
ν∈ACµ0

{
〈g, ν(t)〉 −

∫ t

0
L(ν(s), ν̇(s))ds

}
= V(t)[g](µ0)

satis�es Lµ0(µ1) = supg∈C(E) {〈g, µ1〉 −V(t)[g](µ0)}. Therefore, by
Proposition 6.4.10, we see

Lµ0(µ1) = sup
g∈C0(E)

{〈g, µ1〉 − 〈V (t)g, µ0〉} . (6.4.3)

On the other hand, by Theorem 6.1.1,

It(µ1 |µ0) = sup
g∈C0(E)

{〈g, µ1〉 − 〈V (t)g, µ0〉} . (6.4.4)

The combination of equations (6.4.3) and (6.4.4), i.e. both are the Legendre-
Fenchel transform of 〈V (t)g, µ0〉, yields that

It(µ1 |µ0) = Lµ0(µ1) = inf
ν∈ACµ0
ν(t)=µ1

∫ t

0
L(ν(s), ν̇(s))ds.

We proceed with the �nal lemma before the proof of Theorem 6.1.8.

Lemma 6.4.12. The function J : CP(E)(R+)→ [0,∞], given by

J(µ) =

S(µ(0) |P0) +
∫∞

0 L(µ(s), µ̇(s))ds if µ ∈ AC,

∞ otherwise,

has compact level sets in CP(E)(R+).



6.4 proof of the main theorem 177

Proof. Clearly, {J ≤ M} ⊆
⋂
T KTM . So, pick a sequence µn ∈ {J ≤ M}.

For n = 1, we can construct a converging subsequence µnk inK1
M seen as a

subset of CP(E)([0, 1]). From this subsequence, we can extract yet another
subsequence that has the same property on [0, 2]. By a diagonal argument,
this yields a converging subsequence in CP(E)(R+). By the lower semi-
continuity of H(· |P0) and L this yields that the limit is in {J ≤M}.

Proof of Theorem 6.1.8. By using the contraction principle from the space

CP(E)(R+)→
∏
R+

P(E)

using the identity map, we �nd that the rate function in Theorem 6.1.1 coin-
cides with the rate function which would have been found via the Dawson-
Gärtner theorem [Dembo and Zeitouni, 1998, Theorem 4.6.1] for the large
deviation problem on

∏
R+ P(E).

In this context, we can apply Lemma 4.6.5 Dembo and Zeitouni [1998] to
�nd that if we have a good rate function J on

∏
R+ P(E) that satis�es

I [0, t1, . . . , tk] (µ(0), µ(t1), . . . , µ(tk))

= inf {J(ν) | ν(0) = µ(0), ν(ti) = µ(ti)} , (6.4.5)

then it holds that I = J . The candidate

J(µ) =

H(µ(0) |P0) +
{∫∞

0 L(µ(s), µ̇(s))ds
}

if µ ∈ ACµ0 ,

∞ otherwise,

clearly satis�es (6.4.5). By Lemma 6.4.12, we know that J is a good rate
function on CP(E)(R+) and therefore also on

∏
R+ P(E).

6.4.4 Preparations for the proof of Proposition 6.4.2

We say that a topological space is Souslin if it is the continuous image of a
complete separable metric space. For the proof of Proposition 6.4.2, we will
need the generalisation of one of the implications of the Prohorov theorem.

Theorem 6.4.13 (Prohorov). Let K be a subset of the Borel measures on a
completely regular Souslin space S that is uniformly bounded with respect
to the total variation norm. If K is a tight family of measures, then K has a
compact and sequentially compact closure with respect to the weak topology
on P(S).
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The Prohorov theorem is given in [Bogachev, 2007, Theorem 8.6.7] and its
specialisation to completely regular Souslin spaces follows from [Bogachev,
2007, Corollary 6.7.8 and Theorem 7.4.3]

Remark 6.4.14. The other implication of the ordinary Prohorov theorem
does not necessarily hold in this generality [Bogachev, 2007, Proposition
8.10.19].

We will use the Prohorov theorem for measures on the product space
(P(E) × U × [0, T ]), where the �rst two spaces are equipped with the
weak* topology, and the last space with its standard topology.

Lemma 6.4.15. The space (P(E) × U × [0, T ]) is completely regular and
Souslin.

Proof. We start with proving that (P(E)×U×[0, T ]) is completely regular.
By Lemma [Köthe, 1969, 15.2.(3)] (D′, wk∗) is completely regular, therefore,
the subspace (U,wk∗) is completely regular. This yields the result as taking
products preserves complete regularity.
By Condition 6.1.3 (a) and Lemma 6.7.6, we obtain that (U,wk∗) is Souslin.
Clearly, (P(E), wk) and [0, T ] are Souslin, so that the product space
(P(E) × U × [0, T ]) is Souslin by Lemma 6.6.5 in Bogachev Bogachev
[2007].

Suppose that we have a weakly converging net of measures on (P(E) ×
U × [0, T ]). By de�nition, integrals of continuous and bounded functions
with respect to this net of measures converges in R. The next lemmas are
aimed to extend this property to continuous functions, that are unbounded,
but linear on U .

De�nition 6.4.16. For the neighbourhood N , we de�ne the Minkowski
functional on U

||u||N := inf {c ≥ 0 |u ∈ cN ◦} .

We have the following elementary results.

Lemma 6.4.17. ||·||N is a norm on U , {u | ||u||N ≤ 1} = N ◦. Furthermore,
for u ∈ U , we have

sup
f∈cN

〈f, u〉
||u||N

= c.
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We use this lemma to �nd functions φ of the type given in the following
lemma, which is an analogue of the de la Vallée-Poussin lemma [Bogachev,
2007, Theorem 4.5.9].

Lemma 6.4.18. For a net of measures πα bounded in total variation norm,
that weakly converges to a measure π, and a measurable function f , suppose
that there exists a non-negative non-decreasing functionφ : R+ → R+ which
satis�es

lim
r→∞

φ(r)

r
=∞,

for which it holds that supα
∫
φ(|f |)dπα ≤M <∞, then it holds that

sup
α

∫
|f |dπα <∞.

Also, we obtain that uniformly in α

lim
C→∞

∣∣∣∣∫ fdπα −
∫

ΥC(f)dπα
∣∣∣∣ = 0, (6.4.6)

where ΥC(f) = (f ∨ −C) ∧ C .

Proof. Fix ε > 0 and pickC(ε) big enough such that for r ≥ C(ε) we have
φ(r)
r ≥

M
ε . Then, we obtain that

sup
α

∫
|f |≥C

|f |dπα ≤ sup
α

ε

M

∫
|f |≥C

φ(|f |)dπα ≤ ε

M
M ≤ ε.

As a consequence, we see

sup
α

∫
|f |dπα ≤ C(ε) sup

α
||πα||TV + ε <∞.

The second statement follows by the observation that

sup
α

∫
|f −ΥC(f)|dπα ≤ sup

α

∫
|f |≥C

|f |dπα.

Lemma 6.4.19. Under Condition 6.1.3 (f) that states that for every c ≥ 0:
Γ(c) := supf∈cN ||Hf || < ∞, there exists a non-decreasing function

φ : R+ → R+, such that limr→∞
φ(r)
r = ∞ and such that φ(|〈f, u〉|) ≤

φ(||u||N ) ≤ L(µ, u) for every f ∈ N , u ∈ U and µ ∈ P(E).
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The proof of this lemma is inspired by the proof of Lemma 10.21 in Feng
and Kurtz [2006].

Proof. For u 6= 0 in U , Lemma 6.4.17 yields

L(µ, u)

||u||N
≥ sup

f∈cN

{
〈f, u〉
||u||N

− 〈Hf, µ〉
||u||N

}
≥ c− Γ(c)

||u||N

for every c > 0. This directly yields for every c > 0

lim
r→∞

inf
µ∈P(E)

inf
u : ||u||N≥r

L(µ, u)

||u||N
≥ lim

r→∞
inf

µ∈P(E)
inf

u : ||u||N≥r
c− Γ(c)

||u||N
= c,

which implies

lim
r→∞

inf
µ∈P(E)

inf
u : ||u||N≥r

L(µ, u)

||u||N
=∞.

Consequently, the function

φ(r) = r inf
µ∈P(E)

inf
u : ||u||N≥r

L(µ, u)

||u||N
,

satis�es the claims in the lemma.

6.4.5 Proof of Proposition 6.4.2

We now have the tools for the proof of Proposition 6.4.2. Essentially, the
proof follows the approach as in [Feng and Kurtz, 2006, Proposition 8.13].
We give it for clarity and completeness as there are some notable di�er-
ences. First of all, we work with absolutely continuous paths, instead of
paths that satisfy a relaxed control equation. Second, the possible ‘speeds’
that we allow are elements of the completely regular Souslin subset U of a
locally convex space instead of a metric space.

Proof of Proposition 6.4.2. Pick a sequence µn ∈ KTM . BecauseP(E) is com-
pact, we assume that µn(0) → µ0. De�ne the occupation measures πn on
P(E)× U × [0, T ] ⊆ P(E)× U × [0, T ] by

πn(C × [0, t]) =

∫ t

0
1C(µn(s), µ̇n(s))ds.
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Proposition 6.4.1 tells us that πn is tight in P (P(E)× U × [0, T ]) by con-
sidering the following calculation:

Cπn {(µ, u, t) ∈ P(E)× U × [0, T ] | L(µ, u) ≤ C}c

≤
∫ T

0
L(µ, u)πn(dµ× du× ds)

≤M.

In other words

πn {(µ, u, t) ∈ P(E)× U × [0, T ] | L(µ, u) ≤ C}c ≤ M

C
, (6.4.7)

and becauseC is arbitrary, we can choose it big enough such that this prob-
ability is smaller then any ε > 0 uniformly in n. This implies by Theorem
6.4.13 that πn contains a weakly converging subsequence. Therefore, we
assume without loss of generality that, there exists π ∈ P(K̂×U × [0, T ])
such that πn → π weakly.

We now show that π gives us a new path s 7→ µ(s) in KTM . Recall that
for c ≥ 0 Υc(g) = (g ∧ c) ∨ −c. So for a �xed f ∈ D, u 7→ Υc(〈f, u〉)
is a bounded and continuous function. For an arbitrary t ≤ T , the set
π(P(E) × U × {t}) is a set of measure 0, so the function (u, s) 7→
1{s≤t}Υc(〈f, u〉) is a bounded Borel measurable functions that is contin-
uous π almost everywhere.
Hence, by the weak convergence of πn to π and Corollary 8.4.2 in Bogachev
Bogachev [2007], we obtain for every c ≥ 0 that∫
{s≤t}

Υc(〈f, u〉) πn(dµ×du×ds)→
∫
{s≤t}

Υc(〈f, u〉) π(dµ×du×ds).

By the Portmanteau theorem and the lower semi-continuity ofL, we obtain
that∫
L(µ, u) π(dµ×du×ds) ≤ lim inf

n

∫
L(µ, u) πn(dµ×du×ds) ≤M.

Because φ(|〈f, u〉|) ≤ L(µ, u) by Lemma 6.4.19, and the fact that φ satis�es
the conditions of Lemma 6.4.18, we use the result in (6.4.6) to obtain that

sup
n

∣∣∣∣∣
∫
{s≤t}

〈f, u〉 −Υc(〈f, u〉) πn(dµ× du× ds)

∣∣∣∣∣→ 0,
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as c→∞. This also follows for the limiting measure π:∣∣∣∣∣
∫
{s≤t}

〈f, u〉 −Υc(〈f, u〉) π(dµ× du× ds)

∣∣∣∣∣→ 0.

Thus, by �rst sending c and then n to in�nity, we get∣∣∣∣∣
∫
{s≤t}

〈f, u〉 πn(dµ× du× ds)−
∫
{s≤t}

〈f, u〉 π(dµ× du× ds)

∣∣∣∣∣
≤

∣∣∣∣∣
∫
{s≤t}

〈f, u〉 −Υc(〈f, u〉) πn(dµ× du× ds)

∣∣∣∣∣
+

∣∣∣∣∣
∫
{s≤t}

Υc(〈f, u〉) (πn − π) (dµ× du× ds)

∣∣∣∣∣
+

∣∣∣∣∣
∫
{s≤t}

Υc(〈f, u〉)− 〈f, u〉 π(dµ× du× ds)

∣∣∣∣∣
→ 0.

(6.4.8)

Fix some 0 ≤ t ≤ T and pick a sequence 0 ≤ tn ≤ T that converges to t.
Because µn(tn) is a sequence in the compact set P(E) it has a converging
subsequence with limit ν. By Lemmas 6.4.18, 6.4.19, and the Dominated
convergence theorem, we have

lim
n→∞

∫
1{s between tn and t}|〈f, u〉|πn(dµ× du× ds)→ 0,

which implies, using (6.4.8), that

〈f, ν〉 − 〈f, µ0〉
= lim

n
〈f, µn(tn)〉 − 〈f, µn(0)〉

= lim
n

∫
1{s ≤ t}〈f, u〉πn(dµ× du× ds)

−
∫
1{s between tn and t}〈f, u〉πn(dµ× du× ds)

=

∫
1{s ≤ t}〈f, u〉π(dµ× du× ds).

Because D is dense in C(E), this uniquely determines ν, and for every
sequence sn → t, one gets µn(sn)→ ν weakly. Therefore, we will denote
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µ(t) := ν. This way, we can construct µ(t) for a countable dense subset
J of [0, T ] and µ(t) is continuous on J . As a consequence, µ(t) extends
continuously to [0, t] and satis�es

〈f, µ(t)〉 − 〈f, µ0〉 =

∫
1{s≤t}〈f, u〉π(dµ× du× ds)

for every f ∈ D. This implies that for any sequence sn → t, we have
µ(sn)→ µ(t), which yields that {µn(t)}0≤t≤T converges to {µ(t)}0≤t≤T
in CP(E)([0, T ]).

We proceed with extracting the speed of the trajectory s 7→ µ(s) from the
measure π. Let π̂ be the measure π restricted to U × [0, T ]. By Corollary
10.4.6 in Bogachev Bogachev [2007], we can write π̂(du×ds) as λs(du)ds.
For Lebesgue almost every s, we know that

∫
|〈f, u〉|λs(du) < ∞, so we

can de�ne the Gelfand integral ū(s) =
∫
uλs(du), see Theorem 6.7.4. We

show that ū(s) = µ̇(s). First, by the measurability of s 7→ λs, also s 7→ ū is
measurable. Second, by Jensen’s inequality in the �rst line, and the lower
semi-continuity of L in the third,∫ T

0
|〈f, ū(s)〉|ds

≤
∫
|〈f, u〉|π(dµ× du× ds)

≤ T (||Hf || ∨ ||H(−f)||) +

∫
L(µ, u)π(dµ× du× ds)

≤ T (||Hf || ∨ ||H(−f)||)

+ lim inf
n

∫
L(µ, u)πn(dµ× du× ds)

≤ T (||Hf || ∨ ||H(−f)||) +M.

Last,

〈f, µ(t)〉 − 〈f, µ(0)〉 =

∫
1{s≤t}〈f, u〉π(dµ× du× ds)

=

∫
1{s≤t}〈f, u〉π̂(dµ× du× ds)

=

∫ t

0

∫
〈f, u〉λs(du)ds

=

∫ t

0
〈f, ū(s)〉ds.
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This means that µ ∈ ACT and µ̇ = ū.

We still need to show that µ ∈ KTM . By the construction of the
path s 7→ µ(s), it is clear that we have π(dµ × du × ds) =
1{s≤T}δ{µ(s)}(dµ)λs(du)ds. This shows, using the convexity of L in the
second line, and lower semi-continuity of L in the third line, that∫ T

0
L(µ(s), µ̇(s))ds =

∫
L(µ, u)1{s ≤ T}δµ(s)(dµ)δū(s)(du)ds

≤
∫
L(µ, u)1{s ≤ T}δµ(s)(dµ)λs(du)ds

≤ lim inf
n

∫ T

0
L(µn(s), µ̇n(s))ds

≤M.

So indeed KTM is compact in CP(E)(R+).

6.5 examples

We give a number of examples on which Theorem 6.1.8 can be applied.
First of all, we begin with a Markov jump process on a compact metric
space. After that, interacting particle systems are considered, see Liggett
[1985]. In that case, we also prove a representation theorem forD′. Finally,
we consider di�usion processes.

6.5.1 Markov pure jump process

On a compact metric space (E, d), we have a Markov process X(t) with
associated semigroup S(t) : C(E) → C(E) generated by the bounded
generator

Af(a) =

∫
r(a,db) [f(b)− f(a)] ,

where for every a r(a, ·) is some non-negative measure, which is weakly
continuous in a, satisfying ||r||∞ = supa r(a,E) < ∞. We work with the
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space (D, τD) = (C(E), ||·||). In this case, the generators Ag and operator
H are given by

Agf(a) =

∫
r(a,db)eg(b)−g(a) [f(b)− f(a)] ,

Hf(a) =

∫
r(a,db)

[
ef(b)−f(a) − 1

]
.

Lemma 6.5.1. Conditions 6.1.2 and 6.1.3 are satis�ed.

Proof. TakeD = C(E), which clearly satis�es Conditions 6.1.2 (a) and (b’).

Conditions 6.1.3 (a)-(c), (e) are clear. For (d), we only need to prove that
t 7→ V (t)f is continuous for every f ∈ C(E). So take a sequence tn ∈ R+

converging to t ∈ R+. Then S(tn)ef → S(t)ef by the strong continuity
of {S(t)}t≥0. Because f is bounded, the functions S(tn)ef satisfy e−||f || ≤
S(tn)ef (x) ≤ e||f || for all x ∈ E. On [e−||f ||, e||f ||] the logarithm is uniformly
continuous, which implies that ||V (tn)f − V (t)f || → 0.
Finally, (f) is satis�ed by taking N = {g ∈ C(E) | ||g|| ≤ 1

2 log(||r||−1 +
1)}.

6.5.2 Interacting particle systems

Let W be a compact metric space and let S be a countable set. De�ne
(E = WS , d), the product space with d a metric that is compatible with
the topology, on which we will de�ne a Markov process {η(t)}t≥0. Exam-
ples are the exclusion process, the contact process, etcetera. We follow the
construction in Liggett Liggett [1985].

For Λ a �nite subset of S and ζ ∈ WΛ let cΛ(η,dζ) be the rate at which
the system makes a transformation from con�guration η to ηζ which is
de�ned by

ηζx =

ηx if x /∈ Λ,

ζx if x ∈ Λ.

Put cΛ = sup{cΛ(η,WΛ) | η ∈ E}, the maximal total variation of cΛ(η, ·).
We assume that cΛ(η,dζ) is weakly continuous in the �rst variable. We
de�ne for �nite Λ ⊆ S and u ∈ S:

cΛ(u) = sup {||cΛ(η,dζ)− cΛ(η̂,dζ)||TV | ηy = η̂y for y 6= u} ,
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where ||·||TV refers to the total variation norm. This measures the amount
that η 7→ cΛ(η, ·) depends on the coordinate ηu. Furthermore, let γ(x, u) =∑

Λ3x cΛ(u) for u 6= x and γ(x, x) = 0 for all x.
For f ∈ C(E), de�ne

∆f (x) = sup {|f(η)− f(ζ)| | for y 6= x : ηy = ζy}

the variation of f at x ∈ S. For a function in C(E) let D(f) := {x ∈
S |∆f (x) > 0} be the dependence set of f and de�ne the space of local
functions by

{f ∈ D | |D(f)| <∞} .

and the space of test functions by

D =

{
f ∈ Cb(E)

∣∣∣∣∣ |||f ||| := ∑
x∈S

∆f (x) <∞

}
, (6.5.1)

which is the closure of the space of local functions with respect to the |||·|||
semi-norm.
For functions f ∈ D, de�ne the formal generator A to be

Af(η) =
∑

Λ

∫
cΛ(η,dζ)

[
f(ηζ)− f(η)

]
. (6.5.2)

Theorem I.3.9 in Liggett [1985] shows that the closure of A generates
a Feller semigroup {S(t)}t≥0. Using this semigroup a Markov process
(η(t))t≥0 is constructed such that S(t)f(η) = E[f(η(t)) | η(0) = η].

Theorem 6.5.2 (Liggett I.3.9). Assume that

sup
x

∑
Λ3x

cΛ <∞, (6.5.3)

and

M := sup
x∈S

∑
Λ3x

∑
u6=x

cΛ(u) = sup
x∈S

∑
u

γ(x, u) <∞. (6.5.4)

Finally, de�ne the quantity

ε = inf
u∈S

inf
η1=η2
o� u

η1(u)6=η2(u)

∑
Λ3u

[cΛ (η1, {ζ | ζ(u) = η2(u)})

+ cΛ (η2, {ζ | ζ(u) = η1(u)})] .

Then, we have the following:
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(a) The closure ofA ofA generates a strongly continuous positive contraction
semigroup S(t).

(b) D is a core for A.

(c) If f ∈ D, then S(t)f ∈ D for all t ≥ 0 and

|||S(t)f ||| ≤ et(M−ε) |||f ||| .

To make the notation a bit easier, we do not distinguish between A and A.
A calculation gives the expressions for Agf and Hf for f, g ∈ D.

Agf(η) =
∑

Λ

∫
cΛ(η,dζ)eg(η

ζ)−g(η)
[
f(ηζ)− f(η)

]
,

Hf(η) =
∑

Λ

∫
cΛ(η,dζ)

[
eg(η

ζ)−g(η) − 1
]
.

Remark 6.5.3. It is also possible to consider interacting particle systems
where a bounded operator is added toA, without changing the coreD. For
example, one can consider

Aθf(η) = Af(η) +
∑
i

ci(η) [f(θiη)− f(η)]

where θi is a shift: (θiη)j = ηi+j , and
∑

i ||ci|| <∞.
This includes processes like the environment process seen from a random
walker in a dynamic random environment and the tagged particle process.

Our �rst goal is to equip D with a topology τD . The semi-norm |||·||| de-
�ned on D will be our starting point for τD as (6.5.3) implies ||Af || ≤
supx

∑
Λ3x cλ |||f |||. Note that |||1||| = 0, so |||·||| alone can not de�ne a topol-

ogy. We do have the following result.

Lemma 6.5.4. Let C be the space of constant functions and let ||·||Q be the
norm on the quotient spaceC(E)/C. For f ∈ D, we have that 2 ||f ||Q ≤ |||f |||.

Proof. It is su�cient to prove the statement for local functions, because
every f ∈ D can be approximated by local fn for which it holds that
|||fn||| → |||f ||| and ||fn|| → ||f ||.
Suppose that f is a local function and let D(f) = {x1, . . . , xn}. Now pick
the function f ′ ∈ D such that f = f ′ + c for some c ∈ R , such that the
range of f ′ is contained in [0, 2 ||f ||Q]. Pick η and ζ such that f ′(η) = 2 ||f ||Q
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and f ′(ζ) = 0. For 0 ≤ k ≤ n de�ne Λk = {x1, . . . , xk} and let ξk be equal
to ζ on Λk and equal to η o� Λk. Then it holds that

2 ||f ||Q = f ′(η) = f ′(ξ0) =
n−1∑
k=0

f(ξk)− f(ξk+1) ≤
n∑
k=1

∆f (xk) = |||f ||| .

The Lemma shows that one additional semi-norm is su�cient to topologise
D. Let τD be the topology induced by ||·||D := |||·|||+ ||·||.

Lemma 6.5.5. (D, τD) is a separable Banach space.

Proof. We start by proving that (D, ||·||D) is a Banach space, by using the
following characterisation of completeness [Conway, 2007, Exercise III.4.2].
D is complete if and only if, for every sequence fn ∈ D such that∑

n

||fn||D <∞

the sum
∑N

n=1 fn converges in D.

So suppose that
∑

n ||fn||D < ∞, then
∑

n ||f || < ∞. Therefore,
∑

n fn ∈
C(E) as (C(E), ||·||) is a Banach space. We need to show that

∑
n fn ∈ D.

By the de�nition of D, we need to check whether |||
∑

n fn||| <∞. But this
follows from∣∣∣∣∣

∣∣∣∣∣
∣∣∣∣∣∑
n

fn

∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣ ≤∑

n

|||fn||| <
∑
n

||fn||D <∞.

So (D, ||·||D) is a Banach space and thus barrelled [Treves, 1967, Corollary
2 of Proposition 33.2].

We now prove separability of (D, ||·||D). For a �nite box Λ ⊆ S, w ∈ WΛ,
and η ∈WS , de�ne

ηΛwΛc(x) =

ηx for x ∈ Λ

wx for x ∈ Λc
.

Then de�ne the local function fΛ ∈ D by fΛ(η) = f(ηΛwΛc). Because f
is uniformly continuous, these local functions approximate f with respect
to ||·||D as can be seen from the following computation.

||f − fΛ||D =
∑
x∈Λc

∆f (x) + ||f − fΛ|| → 0.
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For a �xed and �nite region Λ ⊆ S, the norm ||·||D restricted to the local
functions depending on coordinates in Λ is equivalent to the sup norm.
Therefore, this set of local functions is separable. By taking a sequence of
�nite regions Λn → S. We obtain that the set of local functions is separable.
By the argument above, every function in D can be approximated by local
functions in the |||·||| semi-norm, so indeed (D, ||·||D) is separable.

Proposition 6.5.6. (D, ||·||D) satis�es Conditions 6.1.2 and 6.1.3.

Proof. Conditions 6.1.3 (a) and (b) follow from Lemma 6.5.5. Conditions
6.1.2 and 6.1.3 (c) follows from a number of straightforward calculations
using the semi-norm |||·|||.

By Theorem 6.5.2 (a) and (c), we obtain that S(t) ∈ L(D, τD). An elemen-
tary calculation shows that for every f ∈ D and x ∈ S, we have that
t 7→ ∆S(t)f (x) is continuous. This implies, by using the Dominated con-
vergence theorem and Theorem 6.5.2(c) that t 7→ S(t)f is continuous for
|||·|||. We conclude that {S(t)}t≥0 is a strongly continuous semigroup for
(D, τD).

Because S(t)D ⊆ D, Condition 6.1.2 (b’) implies that also V (t)D ⊆ D.
For a sequence of functions gn that are uniformly bounded away from 0,
we have that if ||gn − g||D → 0, then also ||log gn − log g||D → 0. Together
with the continuity of f 7→ ef by Condition 6.1.3 (c), we obtain the desired
continuity properties of V (t) from the properties of S(t).

Condition 6.1.3 (e) is a direct consequence of Assumption (6.5.3) in The-
orem 6.5.2. For (f), �x f ∈ D, then the function α 7→ eα de�ned on
[− ||f || , ||f ||] is Lipschitz continuous, with Lipschitz constant e||f ||. This
means that |eα − 1| ≤ |α|e||f ||. Applying this to ||Hf ||, we obtain

||Hf || ≤ e2||f || |||f |||
∑

Λ

∣∣∣∣∫ cΛ(η,dζ)
[
f(ηζ)− f(η)

]∣∣∣∣
≤ e|||f ||| |||f ||| sup

x

∑
Λ3x

cΛ

Using that for x ≥ 0 xex ≤ e2x, (f) is satis�ed by taking

N :=

{
f ∈ D

∣∣∣∣∣ |||f ||| ≤ −1

2
log

(
sup
x

∑
Λ3x

cΛ

)}
.
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Proposition 6.5.6 implies that Theorem 6.1.8 holds for interacting particle
systems where the derivative of the trajectory t 7→ µ(t) lies in D′.

Because we can always chooseN in Condition 6.1.3 such that it contains all
constant functions, we can restrict our attention to (D/C)′, where C is the
space of constant functions. This is reasonable, because the only derivatives
of a path of probability measures that we will �nd satisfy 〈1, u〉 = 0. In the
next section, we give a representation theorem for (D/C)′.

6.5.2.1 A representation theorem for ((D/C)′, |||·|||)

We identify the dual of D/C the space of equivalence classes D/C ⊆
C(E)/C, where C := {c1 | c ∈ R}. Additionally, we equip D/C with the
norm |||·|||, which is equivalent to the quotient norm ||·||D,Q = ||·||Q + |||·||| as
|||·||| ≤ ||·||D,Q ≤

3
2 |||·||| by Lemma 6.5.4.

We consider the dual of D/C, which is equipped with the operator norm

|||α||| = sup
f∈D/C

|〈f, α〉|
|||f |||

.

The goal of the following discussion is to identify both this dual space and
its norm. First of all, the dual (D/C)′ can be seen as a subspace of function-
als on D that are constant on the equivalence classes f + C. Therefore,

|||α||| = sup
f∈D

〈f, α〉
|||f |||

,

for α such that 〈1, α〉 = 0.

We introduce some notation. For Λ ⊆ S, let EΛ := σ(ηx |x ∈ Λ).
Furthermore, Π̃ is the space of additive set functions α on the algebra
Ea :=

⋃
Λ:|Λ|<∞ EΛ, for which it holds that α(E) = 0. Note that the σ-

algebra E is given by σ(Ea).
For α ∈ Π̃ and a �nite subset Λ ⊆ S, we denote the restriction of α to
EΛ by PΛα and we set Px := P{x}. Also, we de�ne the function ||α||Π =
supx ||Pxα||TV taking values in [0,∞].

De�nition 6.5.7. Let Π be the set

Π :=
{
α ∈ Π̃

∣∣∣ ||α||Π <∞
}
.

It follows that Π is a vector space and that ||·||Π is a norm on Π. The follow-
ing technical lemma enables us to show that (Π, ||·||Π) is a Banach space.
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Lemma 6.5.8. For a �nite set T ⊆ S: ||PΛα||TV ≤ |Λ| ||α||Π.

Proof. Pick a local function f with dependence set D(f) = {x1, . . . , xn},
supη f(η) = 2 ||f ||Q and infη f(η) = 0. Pick ζ such that f(ζ) = 0, and
de�ne for k ≤ n the sets Λk = {x1, . . . , xk}. For η ∈ E, let η(k) be equal
to ζ on Λk, and equal to η outside Λk. Furthermore, let fk(η) = f(ηk).
Then it follows that∫

fdα =

∫
f0(η)− fn(η)dα(η)

=
n−1∑
k=0

∫
fk(η)− fk+1(η)dα(η)

≤ 1

2

n−1∑
k=0

∆f (xk+1)
∣∣∣∣Pxk+1

α
∣∣∣∣
TV

(6.5.5)

≤
n−1∑
k=0

||f ||
∣∣∣∣Pxk+1

α
∣∣∣∣
TV

≤ n ||f || ||α||Π .

The bound obtained in line three of (6.5.5) is stronger then necessary, for
this lemma, but we will use it again for the proof of Theorem 6.5.10.

Lemma 6.5.9. (Π, ||·||Π) is a Banach space.

Proof. We apply exercise III.4.2 in Conway Conway [2007] that states that
that (Π, ||·||Π) is complete if we can show for an arbitrary sequence (αn)n∈N
in Π such that

∑
n ||αn||Π < ∞, that the partial sums

∑
n αn converge in

Π.
So pick a sequence αn in Π such that

∑
n ||αn||Π < ∞. Furthermore, take

a sequence of �nite sets Λk that is increasing to S. By Lemma 6.5.8, we see
that ∑

n

||PΛkαn||TV ≤ |Λk|
∑
n

||αn||Π <∞.

The space of measures on EΛk of bounded variation is a Banach space.
Hence, αΛk :=

∑
n PΛkαn exists and is a measure of bounded variation on

EΛk . Furthermore, it is easy to see that this leads to a consistent sequence
in k, so there exists a additive set function α on

⋃
Λ:|Λ|<∞ EΛ, which, if

restricted to �nite regions, is a measure of bounded variation.
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It follows that
∣∣∣∣∣∣α−∑N

k=1 αk

∣∣∣∣∣∣
Π
→ 0, because

∣∣∣∣∣
∣∣∣∣∣Px

(
α−

N∑
n=1

αn

)∣∣∣∣∣
∣∣∣∣∣
TV

=

∣∣∣∣∣
∣∣∣∣∣Px

( ∞∑
n=N+1

αn

)∣∣∣∣∣
∣∣∣∣∣
TV

≤
∞∑

n=N+1

||αn||Π → 0.

We are now able to prove a representation theorem for ((D/C)′, |||·|||).

Theorem 6.5.10. ((D/C)′, |||·|||) = (Π, 1
2 ||·||Π), hence, |||α||| =

1
2 supx ||Pxα||TV .

Proof. First, we show that (D/C)′ can be seen as a space of set func-
tions. Take a �nite set Λ0 ⊆ S, then restricted the space DΛ0 := {f ∈
D | D(f) ⊆ Λ0} α is a continuous and linear function.
The spaceDΛ0 with the topology induced by |||·||| is isomorphic to C(WΛ0)
with the topology induced by ||·||Q, as

2 ||·||Q ≤ |||·||| ≤ 2|Λ0| ||·||Q .

Therefore, by the Riesz representation theorem, Theorem 7.10.4 in Bo-
gachev [2007], it follows that for f ∈ DΛ0 , α(f) = 〈f, α̂Λ0〉 where α̂Λ0

is a measure of bounded variation on EΛ0 such that α̂Λ0(E) = 0. This can
be done consistently for every �nite set Λ ⊆ S, which implies that α̂ can
be seen as a set function on

⋃
Λ:|Λ|<∞ EΛ for which the restriction to �nite

regions is a measure of bounded variation.
We proceed by showing that |||α||| ≥ 1

2 supx ||Pxα||TV . For x ∈ S, let
C(W {x}) be the set of continuous functions on W , but seen as local func-
tions in D which depend only on the coordinate ηx.

|||α||| = sup
f∈D

|〈f, α〉|
|||f |||

≥ sup
f∈C(W {x})

|〈f, α〉|
|||f |||

= sup
f∈C(W {x})

|〈f, α〉|
2 ||f ||Q

= sup
f∈C(W {x})

|〈f, α̂〉|
2 ||f ||Q

=
1

2
||Pxα̂||TV

This means that the function Φ : (B/C)′ → Π, mapping α to α̂, is well
de�ned, injective and continuous. So, we identify α and α̂.
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For the other inequality note that by continuity we can restrict the supre-
mum to local functions:

|||α||| = sup
f local

|〈f, α〉|
|||f |||

.

For local functions f , the result in (6.5.5) yields:

|〈f, α〉|
|||f |||

≤
|||f ||| 1

2 supx ||Pxα||TV
|||f |||

=
1

2
sup
x
||Pxα||TV .

This means that Φ is an isometry with respect to |||·||| and 1
2 ||·||Π. We show

that it is also surjective. Pick a local function f , then clearly α(f) is well
de�ned, becauseα restricted to ED(f) is a measure of bounded variation. By
the calculation above we see that |〈f, α〉| ≤ 1

2 |||f ||| supx ||Pxα||TV . Hence,α
de�nes a bounded linear functional on the local functions. Thus, it extends
by continuity to a continuous linear functional on D/C.

6.5.3 Di�usion processes on Rd

We now show that our result partly reproduces the Dawson and Gärtner
theorem Dawson and Gärtner [1987]. First of all, we prove the result for a
time-homogeneous case, but more importantly, we need to assume more
regularity on the di�usion and drift terms.
Let Cm0 (Rd) be the space of m times continuously di�erentiable functions,
for which all derivatives up to order m are in C0(Rd).
For every x ∈ Rd, let {σi,j(x)}i,j be non-negative de�nite matrices, σi,j(x)
continuous in x. Denote with ai,j(x) = σi,j(x)σi,j(x)T . For each i, let
bi ∈ C(Rd). De�ne for every f ∈ C∞c (Rd) the in�nitesimal operator

Af(x) =
1

2

∑
i,j

ai,j(x)∂i∂jf(x) +
∑
i

bi(x)∂if(x).

Denote with

Cmb (Rd) :=
{
f ∈ Cb(Rd)

∣∣∣Dαf ∈ Cb(Rd) if |α| ≤ m
}
,

Cm0 (Rd) :=
{
f ∈ C0(Rd)

∣∣∣Dαf ∈ C0(Rd) if |α| ≤ m
}
,

and equip Cm0 (Rd) with the norm

||f ||m :=
∑

0≤|α|≤m

||Dαf || .
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Using the methods obtained to prove Theorem 8.2.5 in Ethier and Kurtz
[1986], we obtain the following theorem.

Theorem 6.5.11. If σi,j , bi ∈ C3
b (Rd), then the closure of A gener-

ates a strongly continuous contraction semigroup on C0(Rd). Additionally,
S(t)C

(
0Rd) ⊆ C2

0 (Rd) and the restriction of S(t) to C2
0 (Rd) is strongly con-

tinuous for ||·||2.

We calculate Agf and Hf for f, g ∈ D = C2
0 (Rd). Again, the calculation

of Ag gives us a new generator with a changed drift.

Agf(x) = Af(x) +
∑
i,j

ai,j(x) + aj,i(x)

2
∂jg(x)∂if(x)

=
1

2

∑
i,j

ai,j(x)∂i∂jf(x)

+
∑
i

bi(x) +
∑
j

ai,j(x) + aj,i(x)

2
∂jg(x)

 ∂if(x).

Hf introduces a quadratic term:

Hf(x) = Af(x) +
1

2

∑
i,j

ai,j(x)∂if(x)∂jf(x). (6.5.6)

As a corollary to Theorem 6.5.11, we obtain the next result.

Corollary 6.5.12. (C2
0 (Rd), |||·|||2 satis�es Condition 6.1.3.

Proof. Conditions (a) to (e) are straightforward to check. For (f), we put

N :=

{
f ∈ C2

0 (Rd)
∣∣∣∣ for all x ∈ Rd, we have d sup

i
|bi(x)||∂if(x)|

+
d2

2
sup
i,j
|ai,j(x)| (|∂i∂jf(x)|+ |∂if(x)||∂jf(x)|) ≤ 1

}
.

Clearly, N is closed, convex and balanced. We prove that N is absorbing,
which follows by showing thatN contains a ball {f ∈ C2

0 (Rd) | ||f ||2 ≤ c}
for some c.
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Let ā = supi,j supx∈Rd |ai,j(x)| and b̄ = supi supx∈Rd |bi(x)|. Pick c > 0
such that

d2

2
ā(c2 + c) + db̄c ≤ 1.

This choice implies that{
f ∈ C2

0 (Rd)
∣∣∣ ||f ||2 ≤ c} ⊆ N ∩ C2(Kn).

We obtain that N is a barrel and by construction of N and the form
of H , see (6.5.6), that supf∈N ||Hf || ≤ 1. Also, for c ≥ 1, we obtain
supf∈cN ||Hf || ≤ c2.

A similar approach would give the result for D = S the space of rapidly
decreasing smooth functions with its Fréchet space topology. This would
need the extension for separable barrelled spaces in Condition 6.1.3. Note
that S is separable by the discussion following Proposition A.9 in Treves
[1967] and barrelled by Corollary 1 of Proposition 33.2 in Treves [1967]

6.5.4 The Dawson and Gärtner theorem

As a consequence of the discussion above, we re-obtain a time-
homogeneous and smooth version of Theorem 4.5 by Dawson and Gärtner
Dawson and Gärtner [1987].
Let (x1, . . . , xd) be the Euclidean coordinates. For f ∈ C2

0 (Rd), de�ne
(∇f)i =

∑
j=1d ai,j(·)

∂f
∂xj

. Then it follows from (6.5.6) that 〈Hf, µ〉 =

〈Af, µ〉+ 1
2〈|∇f |

2, µ〉.
We introduce two new spaces,

Dµ :=
{
f ∈ D = C2

0 (Rd)
∣∣∣ 〈|∇f |2, µ〉 6= 0

}
Tµ :=

{
α ∈ C2

0 (Rd)′
∣∣∣ ||α||µ <∞} ,

where ||·||µ is de�ned on C2
0 (Rd)′ by

||α||µ := sup
f∈Dµ

|〈f, α〉|2

〈|∇f |2, µ〉
.

The next proposition shows the connection between Theorem 6.1.8 and
Theorem 4.5 by Dawson and Gärtner Dawson and Gärtner [1987].
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Proposition 6.5.13. If L(µ, α) < ∞, then α ∈ Tµ and L(µ, α) =
1
2 ||α−A

′µ||µ. As a consequence for a trajectory ν ∈ AC∫ ∞
0
L(ν(s), ν̇(s))ds =

1

2

∫ ∞
0

∣∣∣∣ν̇(s)−A′ν(s)
∣∣∣∣
ν(s)

.

Proof. Pick µ ∈ P(Rd) and α ∈ C2
0 (Rd)′ such that L(µ, α) < ∞. De�ne

α̂ = α−A′µ. Consider

L(µ, α) = sup
f∈C2

0 (Rd)

{〈f, α〉 − 〈Hf, µ〉}

= sup
f∈C2

0 (Rd)

{
〈f, α〉 − 〈Af, µ〉 − 1

2
〈|∇f |2, µ〉

}
= sup

f∈C2
0 (Rd)

{
〈f, α̂〉 − 1

2
〈|∇f |2, µ〉

}
= sup

f∈C2
0 (Rd)

sup
c∈R

{
c〈f, α̂〉 − c2 1

2
〈|∇f |2, µ〉

}
(6.5.7)

By assumption, the supremum in the equation above is �nite. Then if f ∈
Dc
µ, it must be that 〈f, α̂〉 = 0. Therefore, these f yield 0 as an argument

in the supremum.
For a given f ∈ Dµ, optimising over c yields c = 〈f,α̂〉

〈|∇f |2,µ〉 . Therefore, we
can rewrite (6.5.7) as

L(µ, α) = 0 ∨ 1

2
sup
f∈Dµ

|〈f, α̂〉|2

〈|∇f |2, µ〉
=

1

2

∣∣∣∣α−A′µ∣∣∣∣
µ
.

6.6 appendix: decomposition of the rate function on prod-
uct spaces

In this appendix, (E, d) is a complete separable metric space.
Suppose P is the law of a Markov process on DE(R+). Suppose that
the sequence (L

X(0)
n , . . . L

X(tk)
n ) satis�es the large deviation principle on

P(E)k+1. The following lemma is a multidimensional version of exercise
6.2.26 of Dembo and Zeitouni [1998].
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Lemma 6.6.1. The large deviation rate function I[0, t1, . . . , tk] of the LDP
of the sequences (L

X(0)
n , . . . L

X(tk)
n ) on P(E)k+1 is given by

I[0, t1, . . . , tk](ν0, . . . , νk)

= sup
f0,...,fk∈Cb(E)

k∑
i=0

〈fi, νi〉 − logE
[
ef0(X(0))+···+fk(X(tk))

]
.

(6.6.1)

Also, we can restrict to a smaller class of functions, see [Dembo and
Zeitouni, 1998, De�nition 4.4.7 and exercise 4.4.14].

Corollary 6.6.2. The supremum over Cb(E) in (6.6.1) can be restricted to
any class of functions M that separates points and is closed under taking
point-wise minima. In particular, this holds forC0(E) ifE is locally compact.

Denote with V (s, t)f(x) = logEX(s)=x

[
ef(X(t))

]
and put

It1,t2(ν1 | ν0) = sup
f∈M
〈f, ν1〉 − 〈V (t1, t2)f, ν0〉.

Clearly, ifX is a time-homogeneous process, we can simplify to V (t−s) :=
V (s, t) and It2−t1 := It1,t2 . The following proposition can be veri�ed in a
straightforward way, see for example Lemma 4.7 in Dawson and Gärtner
[1987].

Proposition 6.6.3. Let M ⊆ Cb(E) be a set of functions that separates
points, and which is closed under taking point-wise minima. Denote with
V (s, t)f(x) = logEX(s)=x

[
ef(X(t))

]
and letM be such that for every t ≥ 0:

V (t)M ⊆M . De�ne

It1,t2(ν1 | ν0) = sup
f∈M
〈f, ν1〉 − 〈V (t1, t2)f, ν0〉.

Then, it holds that

I [0, t1, . . . , tk] (ν0, . . . , νk) = I0(ν0) +

k∑
i=1

Iti−1,ti(νi | νi−1).
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6.7 appendix: souslin spaces, barrelled spaces, and
gelfand integration

6.7.1 Barrelled spaces and Gelfand integration

De�nition 6.7.1. A locally convex space X is called barrelled if every bar-
rel is a neighbourhood of 0. A set S is a barrel if it is convex, balanced,
absorbing and closed. S is balanced if we have the following: if x ∈ S and
α ∈ R, |α| ≤ 1 then αx ∈ S. S is absorbing if for every x ∈ X there exists
a r ≥ 0 such that if |α| ≥ r then x ∈ αS.

For example, Banach, Fréchet and LF(limit Fréchet) spaces are barrelled
[Treves, 1967, Chapter 33]. The space of Schwartz functions is Fréchet and
the space C∞c (Rd) with is usual topology is LF.

The importance of barrelled spaces follows from the fact that the closed
graph theorem holds for them [Carreras and Bonet, 1987, Proposition
7.1.11], [Robertson and Robertson, 1973, Theorem VI.7].

Theorem 6.7.2 (Closed graph theorem). LetX be a barrelled locally convex
space, and let F be a Fréchet space. Suppose that T : F → X is a linear
operator with closed graph in F ×X , then T is continuous.

The closed graph theorem is of importance for integration of functions with
values the dual of a barrelled space. Let (Ω,F , µ) be a complete and �nite
measure space, and letX be a barrelled space with continuous dualX ′. We
equip X ′ with σ(X ′,X ), the weak* topology.

De�nition 6.7.3. A function f : Ω → X ′ is called weak* measurable if
the scalar function

ω 7→ 〈x, f(ω)〉

is F measurable for every x ∈ X . Such a function f is called Gelfand or
weak* integrable if 〈x, f〉 ∈ L1(Ω,F , µ) for every x ∈ X .

For Gelfand integrable functions, we obtain, using the Closed graph theo-
rem, the following result [Diestel and Uhl, 1977, pages 52-53].

Theorem 6.7.4. Let X be a barrelled space and (Ω,F , µ) a complete and
�nite measure space. For every measurable setA ∈ F and Gelfand integrable
function f : Ω→ X ′, there exists a unique x′A ∈ X ′ such that

〈x, x′A〉 =

∫
A
〈x, f(ω)〉µ(dω)
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for all x ∈ X . This element x′A will be denoted by
∫
A fdµ.

6.7.2 Souslin spaces

De�nition 6.7.5. A space (Y, τY ) is called Souslin, if Y = f(X) for some
complete separable metric space (X, τX) and some continuous function
f : (X, τX)→ (Y, τy).

For more background on Souslin spaces, see Chapters 6 and 7 in Bogachev
[2007].

Lemma 6.7.6. Let (X, τ) be a separable barrelled locally convex Hausdor�
space and T a barrel in (X, τ). Then (

⋃
n nT

◦, wk∗) ⊆ (X ′, wk∗) is a
Souslin space.

In particular, as the unit ball in a Banach space B is a barrel, the dual
(B′, wk∗) of separable Banach space is Souslin.

Proof. Because (X, τ) is barrelled, T is a neighbourhood of 0. Consequen-
tially, T ◦ is an equi-continuous set in (X ′, wk∗) by 21.3.(1) in Köthe [1969].
By the Bourbaki-Alaoglu theorem, 20.9.(4) Köthe [1969], this set is weak*
compact.
Furthermore, by 39.4.(7) in Köthe [1979],T ◦ is metrisable. (T ◦, wk∗) is com-
pact and metric, which implies that it is complete separable metric and as
a consequence Souslin. We can do the same for nN ◦ for every n ∈ N,
so we obtain that (

⋃
n nN ◦, wk∗) is Souslin [Bogachev, 2007, Theorem

6.6.6].





7
L A R G E D E V I AT I O N S O N T H E P R O C E S S L E V E L

This Chapter is based on work jointly with Frank Redig.
In Chapter 3, we considered large deviations for the empirical magnetiza-
tion of a mean-�eld spin-�ip model. The main example in this chapter is a
nearest-neighbour spin-�ip model on the lattice Zd. To obtain a path-space
large deviation principle to study the evolution of the magnetization, it is
not su�cient to only consider the evolution of the magnetization as this
evolution is not autonomous.
Therefore, to study the behaviour for large n, one replaces the empirical
magnetization by the empirical measures. In the limit, these empirical mea-
sures satisfy a autonomous equation, which makes this evolution a suitable
object to study. The main result in this chapter is a large deviation princi-
ple for the trajectories of the empirical measure around the autonomous
equation.

We �rst consider the much studied �xed time issue, see for example Georgii
[2011] or P�ster [2002].

7.1 fixed time process level large deviations

LetW be a compact metric space and denote withE the product spaceE =
WZd . In examples, W will be a �nite set (interacting particle systems), or
W = In, for some bounded interval I , or more generally a compact �nite
dimensional manifold (interacting di�usions). Elements of E are denoted
by Greek letters η, σ, ξ. For a con�guration η ∈ E and i ∈ Zd, ηi denotes
evaluation of η in i. On E we have translations de�ned by (θiη)j = ηi+j .
We set Pθ(E) to be the set of translation invariant measures, i.e. measures
µ such that µ ◦ θi = µ for all i ∈ Zd. We say that µ ∈ Pθ(E) is ergodic if it
is an extreme element of the convex setPθ(E). In other words, µ is ergodic
if and only if we have that µ = cν1 + (1 − c)ν2 for ν1, ν2 ∈ Pθ(E) and
c ∈ (0, 1), then µ = ν1 = ν2. We denote the set of all ergodic measures by
Pe(E).
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Let Λn ⊂ Zd be the box de�ned by Λn := Zd ∩ [−n, n]d and for A ⊆ Zd,
let BA be the σ-algebra generated by the variables ηi, for i ∈ A. Denote
with Bn := BΛn .
For σ ∈ E, consider the empirical measures Ln(σ), de�ned by

Ln(σ) :=
1

|Λn|
∑
i∈Λn

δθiσ

We are interesting in the large deviation behaviour of the sequence Ln(σ)
in the setting that σ has an ergodic distribution µ ∈ Pθ(E). If µ is an
ergodic measure, it follows by the Ergodic theorem that the sequenceLn(σ)
converges weakly µ almost surely to µ. Thus, compared to earlier chapters
of this thesis, the large deviations ofLn are around the ergodic limit instead
of the usual law of large numbers.
Instead of studying Ln, one can also study the large deviation behaviour of
averages of shifts of a periodization of σ. As noted in Chapter 6 of Rassoul-
Agha and Seppäläinen [2015], this sequence of objects and Ln(σ) and are
equivalent on an exponential scale, so their large deviation behaviour is
the same.

To describe the rate function and conditions to obtain the large deviation
principle, we introduce some more notation. As in Chapter 6, we denote
the relative entropy S(ν |µ), for two measures µ, ν ∈ P(E), by

S(ν |µ) =


∫

log dν
dµdν if ν << µ

∞ otherwise.

We will denote by Sn(ν |µ) = Sn(νn |µn), where µn, νn are the measures
µ and ν restricted to Bn.
Because Ln is obtained by ‘dividing out’ translations, and if the measure
µ satis�es the natural condition of asymptotic decoupledness, to be in-
troduced below, it is to be expected that the corresponding rate function
should be the entropy density.

De�nition 7.1.1. Let X = XZd for some Polish space X . Fix ν, µ ∈
Pθ(X ). If the limit

lim
n→∞

1

|Λn|
Sn(ν |µ)

exists, we call it the relative entropy density and denote this limit by s(ν |µ).
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De�nition 7.1.2. Let X = XZd for some Polish space X . A probability
measure µ ∈ P(X ) is called asymptotically decoupled (AD) if there exists
sequences d(n), c(n) such that

lim
n→∞

c(n)

|Λn|
= 0, lim

n→∞

d(n)

n
= 0 (7.1.1)

and for all i ∈ Zd, A ∈ Fi+Λn and B ∈ F(i+Λn+d(n))
c , such that

µ(A)µ(B) 6= 0:

e−c(n) ≤ µ(A ∩B)

µ(A)µ(B)

µ(A ∩B)

µ(A)µ(B)
≤ ec(n).

The �rst line respectively second line refer to AD from below respectively
AD from above.

Note that the class of asymptotically decoupled measures includes the class
of Gibbs measures. In [P�ster, 2002, Proposition 3.2] it is shown that the
large deviation principle can be proven for measures satisfying the AD
property.

Proposition 7.1.3. Let X = XZd for some Polish space X . Let µ ∈ Pθ(X )
be asymptotically decoupled. Then the limit

s(ν |µ) = lim
n→∞

1

|Λn|
Sn(ν |µ)

exists for all ν ∈ Pθ(E). Additionally, the function ν 7→ s(ν |µ) is lower
semi-continuous with respect to the weak topology and has weakly compact
level sets.

For an asymptotically decoupled measure µ, we extend s(· |µ) to P(E)
setting s(ν |µ) = ∞ for ν ∈ P(E) \ Pθ(E). With this extension, P�ster
obtained the large deviation principle for Ln.

Theorem 7.1.4 (Theorem 3.3 in P�ster [2002]). Let µ be asymptotically
decoupled. Then the sequence {Ln}n≥1 satis�es the large deviation principle
on P(E) with normalization |Λn| and rate function ν 7→ s(ν |µ).
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7.2 translation invariant dynamics

We now introduce dynamics. In particular, we consider a translation invari-
ant Feller process {σ(t)}t≥0 onE, having a transition semigroup {S(t)}t≥0

on C(E). As before, we write (A,D(A)) for the generator of S(t). To aid
the exposition and to stress the translation invariance ofA, we will assume
that there exists some ‘source’ generator (A0,D(A0)) withD(A) ⊆ D(A0)
such that

A =
∑
i∈Zd

θ−iA0θi.

The main non-trivial setting where our results hold is in the context of
spin-�ip dynamics. On the other hand, for product dynamics, the results
also hold for di�usion processes.

Example 7.2.1 (Spin-�ip system). We consider a spin-�ip system on
{−1, 1}Zd . As in Chapter 6, let D be the set of functions with bounded
triple norm |||·|||. For f ∈ D, we consider a generator of the type

Af(σ) =
∑
i∈Zd

ci(σ)
[
f(σi)− f(σ)

]
.

We will assume that ci is continuous in σ and that ci only depends on a
�nite set of coordinates close to i. The con�guration σi is de�ned by

σij =

σj if j 6= i,

−σj if j = i.

The spin-�ip process generated by this generator is translation invariant
if ci(σ) = c0(θ−iσ) and in this case, we have A =

∑
i θ−iA0θi with A0

given by

A0f(σ) = c0(σ)
[
f(σ0)− f(σ)

]
.

Example 7.2.2 (Di�usion processes on a torus). Set E := (R/Z)Z
d . In

this context, let D be the space of functions f that only depend on a �nite
set of coordinates D(f), and that are twice continuously di�erentiable for
coordinates in D(f). We consider the product dynamics de�ned by the
generator A with source generator A0 given by

A0f(x) =
d2

dx2
0

f(x), f ∈ D,

where x0 is the 0 coordinate of x ∈ E.
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Below, we will prove, under some conditions, the large deviation principle
for {Ln}n≥0, where Ln := {Ln(t)}t≥0 ∈ DP(E)(R+) and where Ln(t) :=

1
|Λn|

∑
i∈Λn

δθiσ(t).
The representation of the rate function will be of the form as in Theorem
2.4.10. To do this, we will construct a limiting semigroup V (t). Because this
semigroup should correspond to dynamics on Pθ(E), it should act on the
dual ofMθ(E). A variational representation of V (t), as in other Chapters
of this thesis has not been obtained yet. Some ideas on this problem are
mentioned in Section 7.5.

Denote by Cθ(E) the space C(E)/I , where

I := {f ∈ C(E) | |〈f, µ〉| = 0 for all µ ∈ Pθ(E)}.

In Section 7.6.2, we explore some properties of this space. Importantly, the
quotient norm ||·||θ turns (Cθ(E), ||·||θ) into a Banach space and Lemma
7.6.2 characterises the norm on Cθ(E) by

||f ||θ := inf
g∈I
||f − g|| = sup

µ∈Pθ(E)
|〈f, µ〉|.

By construction, the continuous dual space of (Cθ(E), ||·||θ) equals Pθ(E).

7.3 main results

7.3.1 The large deviation principle and some consequences

Denote by rt(σ, dζ) the kernel of the Markov process generated by S(t),
i.e. S(t)f(σ) =

∫
f(η)r(σ, dη). We introduce a notion of asymptotically

decoupledness for Markov processes. This notion will allow us to obtain
the large deviation principle at later times.

Assumption 7.3.1. The Markov process {σ(t)}t≥0 is called uniformly
asymptotically decoupled(UAD) if for every time t there exist two se-
quences {ct(n)}n≥0 and {dt(n)}n≥0 satisfying (7.1.1) such that for every
measure µ ∈ P(Ek) that is asymptotically decoupled with sequences
{cµ(n)}n≥0 and {dµ(n)}n≥0, the measure

µ⊗ S(t)(dσ1, . . . ,dσk,dζ) :=

∫
µ(dσ1, . . . ,dσk)rt(σk,dζ)

is asymptotically decoupled with sequences {cµ(n) + ct(n)}n≥0 and
{dµ(n) + dt(n)}n≥0.
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Clearly, the assumption above is satis�ed for product dynamics as in Ex-
ample 7.2.2. By cluster expansion methods this assumption can be veri�ed
for interacting systems as in Le Ny and Redig [2004]. In that paper, trans-
lation invariant nearest-neighbour spin-�ip dynamics as in Example 7.2.1
are considered. Starting with a measure µ ∈ Pθ(E) that is asymptotically
decoupled, it is shown that the law of the process at a later time is also
AD. The same proof, without any changes, also works for any starting law
that is AD. Additionally the same proof, with minor changes, gives the AD
property law of the process at two or, �nitely many, times.
The proof of the result in Le Ny and Redig [2004] relies on the property
that the rate of any spin �ip is bounded away from 0. Thus, it is unclear
whether such an result can be proven for a translation invariant exclusion
process.

De�ne

Vn(t)f =
1

|Λn|
logS(t)e

∑
i∈Λn

f◦θi . (7.3.1)

TheseVn(t)f have the interpretation of conditional log-Laplace transforms.
This semigroup can be rewritten in terms of the semigroup in Chapter 6.
Denote by

V(t)f = logS(t)ef f ∈ C(E)

Hf = e−fAef f : ef ∈ D(A),

the semigroup and Hamiltonian that were used in Chapter 6.
Adapting the approach of P�ster [2002], we use our conditional AD prop-
erty to show that as n → ∞ the conditional Log-Laplace transforms con-
verge. By a projective limit theorem argument, we obtain the large devia-
tion result on

∏
t∈R P(E). A stochastic Lyapunov technique based on the

generatorsHnf = 1
|Λn|H(

∑
i∈Λn

f ◦θi) of the semigroups Vn(t) is used to
prove exponential tightness ofLn inDPθ(E)(R+). We start with this result
�rst.

Lemma 7.3.2. LetD be a core for (A,D(A)). Suppose that for every λ ∈ R
and f ∈ D, we have eλ|Λn|fn ∈ D(A), where fn = 1

|Λn|
∑

i∈Λn
f ◦ θi.

Furthermore, suppose that

C(λ, f) := sup
n
||Hn(λf)|| <∞

Then Ln is exponentially tight in DP(E)(R+).
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This result is based on Theorem 4.4 in Feng and Kurtz [2006] of which the
conditions are veri�ed below. Exponential tightness, together with conver-
gence of the conditional log-Laplace transforms yields the large deviation
principle with a representation of the rate function as in Theorem 2.4.10.

Theorem 7.3.3. Suppose that we have a translation invariant Markov pro-
cess with the UAD property.

Then we have that for every f ∈ C(E), the sequence Vn(t)f de�ned in (7.3.1)
has a limit V (t)f in Cθ , uniformly for t in compact intervals.

Additionally, suppose that the initial law of theMarkov process isP0 is asymp-
totically decoupled and that the conditions for Lemma 7.3.2 are satis�ed. Then
the large deviation principle holds for {Ln}n≥0 with normalization |Λn| on
DP(E)(R+) and the rate function is given by

I(γ) = sup
{ti}

s(γ(0) |P0) +
k∑
i=1

Iti−ti−1(γ(ti) | γ(ti−1),

where {ti} runs over collections of ordered times 0 = t0 < t1 < · · · < tk
and where

It(ν |µ) = sup
f
{〈f, ν〉 − 〈V (t)f, µ〉} .

As a corollary, we obtain the semigroup property for {V (t)}t≥0.

Corollary 7.3.4. The collection of operators {V (t)}t≥0 forms a semigroup
on Cθ , i.e. V (s)V (t) = V (s+ t) and V (0) = 1.

Note that both structural conditions of Theorem 7.3.3 can be checked in
the example of invariant spin-�ip dynamics, see Example 7.2.1, whereE =
{−1, 1}Zd and where for f ∈ D

Af(σ) =
∑
i∈Zd

ci(σ)
[
f(σi)− f(σ)

]
and
(a) Translation invariance: for all i ∈ Zd, it holds that ci(σ) = c0(θ−iσ).
In this setting, the veri�cation of the conditions for Lemma 7.3.2 are
straightforward. The UAD property can be veri�ed via cluster expansion
methods, following Le Ny and Redig [2004], under the additional condi-
tions that
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(b) Nearest neighbour interaction: c0 only depends on Dc0 = {j ∈
Zd | |j| ≤ 1}.

(c) Strict positivity:

0 < min
σ
c0(σ) < max

σ
c0(σ) <∞.

7.4 proofs of the results in section 7.3.1

We start with the proof of Lemma 7.3.2.

Proof of Lemma 7.3.2. To simplify notation, set fn = 1
|Λn|

∑
i∈Λn

f ◦ θi.
Theorem 4.4 in Feng and Kurtz [2006], shows, using the compactness of
P(E), that the sequence Ln is exponentially tight in DP(E)(R+) if for
every f ∈ D, D closed under addition and separating points in P(E), the
sequence of trajectories t 7→ 〈f, Ln(t)〉 = fn(σ(t)) is exponentially tight
in DR(R+).

To do this, we use Theorem 4.1, (b) to (a), combined with Remark 4.2 in
Feng and Kurtz [2006]. We use the notation of Feng and Kurtz [2006]. On
R the metric r is simply the Euclidean distance, and as we are considering
trajectories in [− ||f || , ||f ||] ⊆ R, it is not necessary to replace the metric r
by q = r ∧ 1.
For every T > 0, pick β = 1 and let γn(δ, λ, T ) = |Λn|δC(λ, f).
γn(δ, λ, T ) satis�es the condition in equation (4.2) of Feng and Kurtz [2006].
Because the condition in equation (4.3) follows from equation (4.6), we
prove the latter.
eλ|Λn|fn ∈ D(A) which implies by Lemma 4.3.2 in Ethier and Kurtz [1986]
that

exp

{
|Λn|λfn(σ(t))−

∫ t

0
|Λn|Hn(λf)(σ(s))ds

}
is a martingale. This implies that

E
[
e|Λn|λ(fn(σ(t+u))−fn(σ(t)))

∣∣∣Ft]
≤ eu|Λn|||Hn(λf)||

× E
[
e|Λn|λ(fn(σ(t+u))−fn(σ(t))−

∫ t+u
t |Λn|Hn(λf)(σ(s))ds)

∣∣∣Ft]
≤ eγn(δ,λ,T ),

which proves equation (4.6) in Feng and Kurtz [2006].
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7.4.1 The large deviation principle and decomposition of the relative entropy
density

Provided that the starting distribution is AD, we have the AD property
for the �nite dimensional distributions of the Markov process {σ(t)}t≥0

in P(Ek) for any k by Assumption 7.3.1. This yields by Theorem 7.1.4 in
P�ster [2002] that we have the large deviation principle for the sequence

n 7→ Ln(0, t1, . . . , tk) :=
1

|Λn|
∑
i∈Λn

δθiσ(0) × δθiσ(t1) × · · · × δθiσ(tk)

in P(Ek+1) for some sequence of times t0 = 0 < t1 < · · · < tk. Let
µ0,t1,...,tk ∈ P(Ek+1) be the distribution of the process t 7→ σ(t) restricted
to the times t0, . . . , tk. The rate function of this large deviation principle is
given by the relative entropy density

s(ν0,t1,...,tk |µ0,t1,...,tk) = lim
n

1

Λn
Sn(ν0,t1,...,tk |µ0,t1,...,tk).

We will decompose this relative entropy density in k + 1 terms, one for
every time component. We start with k = 1. Fix some time t1 and some
measure ν0,t1 ∈ P(E2). Denote by ν0 and µ0 the time 0 marginals of ν0,t1

and µ0,t1 . De�ne

ν̃0,t1(dσ̂,dζ) =

∫
δσ ⊗ S′(t1)δσ(dσ̂,dζ) ν0(dσ) ∈ P(E2)

the measure ν0 composed with the Markovian evolution S′(t1). In other
words, ν̃0,t1 is the measure of which the �rst marginal coincides with ν0,
and which has regular conditional probabilities given the �rst coordinate
that coincide with those of the Markov process. The application of Lemma
7.6.1, applied for F the σ-algebra generated by all variables for the �rst
time coordinate, yields for an arbitrary n ∈ N that

Sn(ν0,t1 |µ0,t1) = Sn(ν0 |µ0) +

∫
E
Sn(νF (σ, ·) | rσ(·))ν0(dσ)

Sn(ν0,t1 | ν̃0,t1) = Sn(ν0 | ν0) +

∫
E
Sn(νF (σ, ·) | rσ(·))ν0(dσ)

=

∫
E
Sn(νF (σ, ·) | rσ(·))ν0(dσ),

where νF (σ, ·) is the regular conditional probability of ν given F . Note
that because of the Markov property, this regular conditional probability
equals r(σ, ·) and only depends on the �rst coordinate.
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Combining the two statements yields

Sn(ν0,t1 |µ0,t1) = Sn(ν0 |µ0) + Sn(ν0,t1 | ν̃0,t1).

When divided by |Λn|, the �rst two terms converge as n → ∞ by the AD
property of µ0 and µ0,t1 , which implies that

s(ν0,t1 |µ0,t1) = s(ν0 |µ0) + s(ν0,t1 | ν̃0,t1). (7.4.1)

We will iterate this procedure in the next lemma. Fix some k and times
t0 = 0 < t1, · · · < tk and ν0,t1,...,tk ∈ P(Ek+1). Denote by ν0,t1,...,tp−1 the
restriction of ν0,t1,...,tk to the �rst p coordinates. As above, we compose the
measures ν0,t1,...,tp−1 with Markovian evolutions of time tp − tp−1:

ν̃0,t1,...,tp(dσ̂0, . . . ,dσ̂p−1,dζ)

=

∫
δσ0,...,σp−1 × S′(tp − tp−1)δσp−1(dσ̂0, . . . ,dσ̂p−1, dζ)

× ν0,t1,...,tp−1(dσ0, . . . ,dσp−1).

Note that ν̃0,t1,...,tp ∈ P(Ep+1).

Lemma 7.4.1. We have

s(ν0,t1,...,tk |µ0,t1,...,tk) = s(ν0 |µ0) +

k∑
p=1

s(ν0,t1,...,tp | ν̃0,t1,...,tp).

Proof. We reconsider the argument that led to (7.4.1). We have k + 1
marginals now, and we start by decomposing the times into {0} and
{t1, . . . , tk}, this yields

s(ν0,t1,...,tk |µ0,t1,...,tk) = s(ν0 |µ0) + s(ν0,t1,...,tk | ν0),

where ν0 is the measure ν0 composed with the Markovian evolution for
the remaining k coordinates. The same step can be repeated for relative
entropy density on the right, now decomposing the time marginals into
{0, t1} and {t2, . . . , tk} and so on.
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Let ν0,t1,...,tp ∈ P(Ep+1) be the measure ν0,t1,...,tp composed with the
Markovian evolution for the remaining coordinates. This yields inductively
that

s(ν0,t1,...,tk |µ0,t1,...,tk)

= s(ν0 |µ0) + s(ν0,t1,...,tk | ν0)

= s(ν0 |µ0) + h(ν0,t1 | ν̃0,t1) + s(ν0,t1,...,tk | ν0,t1)

...

= s(ν0 |µ0) +

k∑
p=1

s(ν0,t1,...,tp | ν̃0,t1,...,tp).

Note that we have used ν̃0,t1,...,tk = ν0,t1,...,tk−1 for the last equality.

By the contraction principle, Theorem 2.4.6, we obtain the large deviations
behaviour of sequences (Ln(0), Ln(t1), . . . , Ln(tk)) ∈ P(E)k+1, where
Ln(t) = 1

|Λn|
∑

i∈Λn
δθiσ(t), which has the rate function I0,t1,...,tk de�ned

for (γ0, . . . , γtk) ∈ P(E)k+1 by

I0,t1,...,tk(γ0, . . . , γtk) = inf
ν∈P(Ek+1)

∀ p∈{0,...,k} : νp=γp

h(ν0,t1,...,tk |µ0,t1,...,tk)

where νp is the restriction of ν to the p-th coordinate.
To study the contracted rate function, we turn our attention to Section 7.4.2
and the approximating conditional pressures Vn(t)f de�ned by

Vn(t)f(σ) =
1

|Λn|
logEσ

[
e
∑
i∈Λn

f◦θi(σ(t))
]
.

The convergence of this sequence in Cθ follows by abstract arguments de-
veloped in Section 7.4.2 below.

If we set Υ(σ)(dσ1, dσ2) = δσ ⊗ S′(t)δσ(dσ1, dσ2), then by Assumption
7.3.1 and the translation invariance of the process, Condition 7.4.4 is sat-
is�ed and the convergence of Vn(t)f to V (t)f in Cθ follows by Theorem
7.4.10.

The next lemma will show that the sum in Lemma 7.4.1 simpli�es.
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Lemma 7.4.2. The set of empirical measures (Ln(0), Ln(t1), . . . , Ln(tk))
satis�es the large deviation principle on P(E)k+1 with rate function

I0,t1,...,tk(γ0, . . . , γtk) =


s(γ0 |µ0) +

∑k
p=1 Itp−tp−1(γtp | γtp−1)

if γ0, . . . , γtk ∈ Pθ(E)

∞ otherwise

where

It(γ1 | γ0) = sup
f∈Cθ
〈f, γ1〉 − 〈V (t)f, γ0〉.

Proof. Lemma 7.4.1 gives

I0,t1,...,tk(γ0, . . . , γk)

= inf
ν∈P(Ek+1)

∀ p∈{0,...,k} : νtp=γp

s(ν0 |µ0) +
k∑
p=1

s(ν0,t1,...,tp | ν̃0,t1,...,tp).

Taking apart the last term gives

I0,t1,...,tk(γ0, . . . , γk)

= inf
ν′∈P(Ek)

∀ p∈{0,...,k−1} : νtp=γp

{
s(ν ′0 |µ0) +

k−1∑
p=1

s(ν ′0,t1,...,tp | ν̃
′
0,t1,...,tp)

+ inf
ν∈P(Ek+1)

ν0,...,tk−1
=ν′, νtk=γk

s(ν | ν̃0,...,tk)
}

If we apply Lemma 7.4.13, with X = Ek,Y = E, µ = ν̃0,...,tk and
Υ(σ0, . . . , σk−1) = rσk−1

, we see that this last term equals

sup
f∈C(E)

〈f, γk〉 − 〈p(f), v′〉. (7.4.2)

Now note that as f ∈ C(E), we have p(f) = V (tk − tk−1)f , and that
V (tk − tk−1)f is an equivalence class of functions on the tk−1 marginal.
Hence, (7.4.2) equals

sup
f∈C(E)

〈f, γk〉 − 〈V (tk − tk−1)f, γk−1〉.

Repeating this step inductively yields the �nal result.
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Lemma 7.4.2 is the �nal ingredient for the proof of Theorem 7.3.3, which
is now straightforward.

Proof of Theorem 7.3.3. The large deviation statement follows from
Lemma’s 7.3.2 and 7.4.2 and Theorem 4.28 in Feng and Kurtz [2006].

For the proof of Corollary 7.3.4, we �rst show that Pθ(E) has a well be-
haved dense subset.

Lemma 7.4.3. The translation invariant ergodic AD measures are weakly
dense in Pθ(E).

This lemma can be proven as in Lemma 6.9 in Rassoul-Agha and Seppäläi-
nen [2015], where it is shown that the ergodic translation invariant mea-
sures are dense in Pθ(E). Lemma 7.4.3 follows by observing that the ap-
proximating measures in the proof of Lemma 6.9 in Rassoul-Agha and Sep-
päläinen [2015] are AD.

Proof of Corollary 7.3.4. As a direct consequence of Theorem 7.3.3, the con-
traction principle yields for any s, t ≥ 0 and measures µ, ν ∈ P(E) that

It+s(ν |µ) = inf
λ∈Pθ(E)

{It(ν |λ) + Is(λ |µ)} . (7.4.3)

Let f ∈ Cθ(E). We �rst prove that V (t)V (s)f(µ) = V (s + t)f(µ) for
an asymptotically decoupled measure µ. By Hölders inequality Vn(t)f is
convex in f , which implies that also V (t)f is convex in f . We also know
that f 7→ V (t)f is continuous in Cθ(E) by Theorem 7.4.10. This implies
that the double Legendre-Fenchel transform of V (t)f is V (t)f , in other
words:

〈V (t)f, µ〉 = sup
ν∈Pθ(E)

{〈f, ν〉 − It(ν|µ)} . (7.4.4)

Therefore, we have, using equation (7.4.3), that

V (t+ s)f(µ) = sup
ν∈Pθ(E)

sup
λ∈Pθ(E)

{〈f, ν〉 − Is(ν |λ)− It(λ |µ)}

= sup
λ∈Pθ(E)

{〈V (s)f, λ〉 − It(λ |µ)}

= 〈V (t)V (s)f, µ〉
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In other words, we have

V (t+ s)f(µ) = V (t)(V (s)f)(µ) (7.4.5)

for all asymptotically decoupled µ. Because the AD measures are dense in
Pθ(E) by Lemma 7.4.3, we obtain that V (t)V (s)f = V (t+ s)f .

7.4.2 Existence of the conditional pressure density and the relation to the
relative entropy density

In Section 7.4.1, we used that the limit of

Vn(t)f(σ) =
1

|Λn|
logEσ

[
e
∑
i∈Λn

f◦θi(σ(t))
]

exists as n → ∞. A priori it is not clear that for a given σ this limit ex-
ists, even if the measure S(t)′δσ is AD. This is the case because S(t)′δσ is
in general not translation invariant, which implies that the standard argu-
ment based on the work by P�ster [2002] does not apply.

However, if we consider the sequence Vn(t)f in the quotient space Cθ , we
are able to the standard argument in an adapted way.

This section can be read independently of the other sections as we will
consider the conditional pressure density and conditional relative entropy
density on arbitrary spaces with a product structure.
Let X,Y be two Polish spaces and de�ne the product spaces X =
XZd ,Y = Y Zd . Suppose we are given a measurable map Υ : X →
P(X × Y) that satis�es the following condition.

Condition 7.4.4. The map Υ has the following two properties.
(a) η 7→ Υ(η) is continuous for the topology on X to the weak topology

on P(X × Y).
(b) For all η ∈ X and i ∈ Zd, we have Υ(θiη) = Υ(η) ◦ θi. Additionally,

we have that the projection of Υ(η) on X equals δη .
(c) Υ(η) is asymptotically decoupled with sequences {c(n)}n≥0 and
{d(n)}n≥0 that do not depend on η.

For µ ∈ P(X × Y) and f ∈ C(X × Y), de�ne

pn(f |µ) =
1

|Λn|
logEµ

[
e
∑
i∈Λn

f◦θi
]
.
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Clearly, if Υ does not depend on η ∈ X , then it is well known that pn(f) =
pn(f |Υ(η)) converges in some appropriate sense, see for example P�ster
[2002]. Note that by (a) of the condition above, we have for f ∈ C(X ×Y)
that the function η 7→ pn(f |Υ(η)) is an element of C(X ).
We will show that under Condition 7.4.4 (b) and (c) that the sequence
pn(f |Υ(·)) converges in Cθ(X ).

Remark 7.4.5. Note that if we replace Condition 7.4.4 (a) by merely as-
suming measurability of the map, Proposition 7.4.7 holds also if the space
of continuous functions is replaced by the space of bounded and measur-
able functions.

We start with an auxiliary lemma that has a straightforward proof.

Lemma 7.4.6. Let (B, ||·||) be some Banach space. Let {xn}n≥1 be a se-
quence in B that satis�es ||xn − xm|| ≤ cn,m, where {cn,m}m,n≥1 satis�es
limm→∞ limn→∞ cn,m = 0. Then, the sequence xn converges.

Proposition 7.4.7. Let Υ satisfy Condition 7.4.4 and let f ∈ C(X × Y).
Then the sequence n 7→ pn(f |Υ(·)) converges in Cθ(X ).

Proof. Let f be Fr measurable. Given some �xed m and large n, we intro-
duce a decomposition of Λn into smaller boxes of size Λm and corridors
between the translates of Λm to exploit the asymptotically decoupledness
of Υ(η). We adapt the approach as in P�ster [2002], which is the canonical
way to prove show the existence of the pressure.

De�ne r′ = r′(m) := dd(m+r)
2 e. For n > m+ r + r′, there exists a unique

maximal k = k(n,m) such that

2n+ 1 = k
[
2(m+ r + r′) + 1

]
+ j, (7.4.6)

where 0 ≤ j < 2(m+r+r′)+1. We split up the box Λn into kd translates of
the box Λm+r+r′ , and the complement of these boxes in Λn. Now, we split
up the boxes of size Λm+r+r′ into a smaller box located exactly in the center
of the box of size Λm+r+r′ , which is a shift of Λm, and a boundary of width
r + r′. These small boxes are denoted with Λ1, . . . ,Λk

d , their centers by
x1, . . . , xkd and the complement of these boxes in Λn is denoted by Λk

d+1.
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This decomposition yields

pn(f | Υ(η))

=
1

|Λn|
logEΥ(η)

[
e
∑
i∈Λn

f◦θi
]

≤ 1

|Λn|
logEΥ(η)

[
e
∑kd

q=1

∑
i∈Λq f◦θi+|Λk

d+1|||f ||
]

=
1

|Λn|
logEΥ(η)

[
e
∑kd

q=1

∑
i∈Λq f◦θi

]
+
|Λkd+1|
|Λn|

||f ||

≤ 1

|Λn|
log

ekdc(m+r)
kd∏
q=1

EΥ(η)

[
e
∑
i∈Λq f◦θi

]+
|Λkd+1|
|Λn|

||f ||

=
kdc(m+ r)

|Λn|
+
|Λm|
|Λn|

kd∑
q=1

1

|Λm|
logEΥ(η)

[
e
∑
i∈Λq f◦θi

]
+
|Λkd+1|
|Λn|

||f ||

=
kdc(m+ r)

|Λn|
+
|Λm|
|Λn|

kd∑
q=1

pm(f |Υ(θq(η))) +
|Λkd+1|
|Λn|

||f || (7.4.7)

θq is the shift such that the box Λq is centred at the origin. Note that we
have only used AD from above in the fourth line.
Using AD from below, we obtain that

pn(f |Υ(η)) ≥

− kdc(m+ r)

|Λn|
+
|Λm|
|Λn|

kd∑
q=1

pm(f |Υ(θq(η)))− |Λ
kd+1|
|Λn|

||f || .

(7.4.8)
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Because 1
kd

∑kd

q=1 pm(f |Υ(θq(η))) is bounded by ||f ||, we get as upper and
lower bounds

pn(f |Υ(η)) ≤ |Λm|k
d

|Λn|
1

kd

kd∑
q=1

pm(f |Υ(θq(η)))

+
kdc(m+ r)

|Λn|
+
|Λkd+1|
|Λn|

||f ||

pn(f |Υ(η)) ≥ |Λm|k
d

|Λn|
1

kd

kd∑
q=1

pm(f |Υ(θq(η)))

− kdc(m+ r)

|Λn|
− |Λ

kd+1|
|Λn|

||f || .

Because Υ is translation invariant, integration with respect to a translation
invariant measure simpli�es the sum. Consequentially, we obtain

||pn(f |Υ(·))− pm(f |Υ(·))||θ

≤
∣∣∣∣∣∣∣∣pn(f |Υ(·))− |Λm|k

d

|Λn|
pm(f |Υ(·))

∣∣∣∣∣∣∣∣
θ

+

∣∣∣∣ |Λm|kd|Λn|
− 1

∣∣∣∣ ||pm(f |Υ(·))||θ

≤ kdc(m+ r)

|Λn|
+ 2
|Λkd+1|
|Λn|

||f ||

≤ c(m+ r)

|Λm|
+ 2
|Λkd+1|
|Λn|

||f || .

(7.4.9)

By Lemma 7.4.6, we are done if we can show that the constants

cn,m(f) =
c(m+ r)

|Λm|
+ 2
|Λkd+1|
|Λn|

||f || (7.4.10)

satisfy limm→∞ limn→∞ cn,m(f) = 0. By de�nition of asymptotically de-
coupledness, the �rst component of cn,m(f) converges to 0 as m goes to
in�nity. This means that we are left to prove that

lim
m

lim
n

|Λkd+1|
|Λn|

= 0. (7.4.11)
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This statement is equivalent to limm limn
kd|Λm|
|Λn| = 1, which in turn is

equivalent to limm limn
k(2m+1)

2n+1 = 1. By equation (7.4.6), this yields the
equivalence to showing

lim
m

lim
n

2k(r + r′) + j

2n+ 1
= 0.

Because j only depends on m, the term involving j converges taking n to
in�nity to 0. Finally, the de�nition of r′ and k imply

= lim
m→∞

lim
n→∞

2k(r + r′)

2n+ 1
= lim

m→∞
lim
n→∞

k(2r + d(m+ r))

2n+ 1

= lim
m→∞

2r + d(m+ r)

2m+ 1
= 0.

Lemma 7.4.8. Let Υ satisfy Condition 7.4.4. For every t ≥ 0 and f, g ∈
C(X × Y)

||pn(f |Υ(·))− pn(g |Υ(·))|| ≤ ||f − g|| .

If f, g are local, we have

||p(f)− p(g)||θ ≤ ||f − g||θ .

Proof. Let f, g ∈ C(X × Y). We examine the approximating sequences
pn(f |Υ(η)) and pn(g |Υ(η)).

1

|Λn|
log
{
EΥ(η)

[
e
∑
i∈Λn

f◦θi
]}
− 1

|Λn|
log
{
EΥ(η)

[
e
∑
i∈Λn

g◦θi
]}

=
1

|Λn|
log

EΥ(η)

[
e
∑
i∈Λn

f◦θi
]

EΥ(η)

[
e
∑
i∈Λn

g◦θi
]


=
1

|Λn|
log

EΥ(η)

[
e
∑
i∈Λn

g◦θie
∑
i∈Λn

(f−g)◦θi
]

EΥ(η)

[
e
∑
i∈Λn

g◦θi
]


=

1

|Λn|
log

EΥ(η)

[
e
∑
i∈Λn

g◦θie|Λn|〈f−g,Ln(σ)〉
]

EΥ(η)

[
e
∑
i∈Λn

g◦θi
]


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where σ is a random variable distributed as Υ(η). In the last line one recog-
nises a tilted measure. This means that∣∣∣∣ 1

|Λn|
log
{
EΥ(η)

[
e
∑
i∈Λn

f◦θi
]}
− 1

|Λn|
log
{
EΥ(η)

[
e
∑
i∈Λn

g◦θi
]}∣∣∣∣

≤ sup
σ
|〈f − g, Ln(σ)〉|.

This proves the �rst statement. If f, g are local, the approach that was given
in Lemma 7.6.2, we get that

lim sup
n→∞

sup
η
|pn(f |Υ(η))− pn(g |Υ(η))|

≤ lim sup
n→∞

sup
σ
|〈f − g, Ln(σ)〉| = |〈f − g, ν〉| ≤ ||f − g||θ ,

where ν is a speci�c weak limit point of a converging subsequence of
Ln(σn) and where σn is the con�guration that maximises supσ |〈f −
g, Ln(σ)〉|. In other words,

lim
n→∞

||pn(f |Υ(·))− pn(g |Υ(·))||θ
≤ lim sup

n→∞
||pn(f |Υ(·))− pn(g |Υ(·))|| ≤ ||f − g||θ .

Taking limits, we see ||p(f)− p(g)||θ ≤ ||f − g||θ .

The results of the lemma show that f 7→ p(f) can be considered as a
continuous and contractive map from the image of the local functions in
Cθ(X × Y) to Cθ(X ). This implies that f 7→ p(f) can be extended as a
continuous and contractive map from Cθ(X × Y) to Cθ(X ).

De�nition 7.4.9. De�ne f 7→ p(f) for f ∈ Cθ(X ×Y) by the continuous
extension of p(f) for local functions f .

Theorem 7.4.10. Let Υ satisfy Condition 7.4.4. The map f 7→ p(f) is con-
tractive if considered as a map from Cθ(X × Y) to Cθ(X ), i.e. for f, g ∈
Cθ(X × Y), we have

||p(f)− p(g)||θ ≤ ||f − g||θ .

Also, for every f ∈ C(X × Y), we have

||pn(f |Υ(·))− p(f)||θ → 0.
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Proof. The contractivity property follows directly from the de�nition and
Lemma 7.4.8. We prove the second statement. Let f ∈ Cθ(X × Y), repre-
sented by some function inC(X ×Y) that we will also denote by f and let
fr be local functions that approximate the representant of f in norm. We
obtain

||p(f)− pn(f |Υ(·))||θ
≤ ||p(f)− p(fr)||θ + ||p(fr)− pn(fr |Υ(·))||θ

+ ||pn(fr |Υ(·))− pn(f |Υ(·))||θ
≤ ||f − fr||θ + ||p(fr)− pn(fr |Υ(·))||θ

+ ||pn(fr |Υ(·))− pn(f |Υ(·))||
≤ ||f − fr||+ ||p(fr)− pn(fr |Υ(·))||θ + ||fr − f || .

The second statement follows by sending �rst r and then n to in�nity.

Suppose that we have a translation invariant measure µ ∈ P(X ×Y) that
is asymptotically decoupled. Furthermore, suppose that the regular condi-
tional probability of µ given the �rst coordinate is given by Υ(·), where Υ
satis�es Condition 7.4.4.
Pick some translation invariant measure ν ∈ P(X × Y) and denote by
ν0 and µ0 the restrictions of ν and µ to the X component. Denote ν0 ⊗
Υ(dη1,dη2) :=

∫
Υ(dζ)(dη1, dη2)ν0(dζ). The argument that led to (7.4.1)

gives

s(ν |µ) = s(ν0 |µ0) + s(ν | ν0 ⊗Υ). (7.4.12)

It is well known that the relative entropy is given by the Legendre trans-
form of the pressure. Our next step is to show that the conditional relative
entropy density is given by the Legendre transform of the conditional pres-
sure density.

Proposition 7.4.11. Let Υ satisfy Condition 7.4.4 and de�ne ν̃ = ν0 ⊗ Υ.
Then we have that

s(ν | ν̃) = sup
f∈Cb(X×Y)

{〈f, ν〉 − 〈p(f), ν0〉} .

The proof of this lemma is based on the following error bound.
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Lemma 7.4.12. Let Υ satisfy Condition 7.4.4. There exists sequences
{b1(m)}m≥1 and {b2(m)}m≥1, b1(m) ↑ 1, b2(m) ↓ 0 such that for every
f ∈ C(X × Y) that satis�es D(f) ⊆ Λm for somem, we have

〈p(f), µ〉 ≤ b1(m)
1

|Λm|
〈log〈e|Λm|f ,Υ(·)〉, µ〉+ b2(m)

for every µ ∈ Pθ(X ).

Proof of Proposition 7.4.11. Let f be FΛm measurable. De�ne the FΛn+m

measurable function f̄ =
∑

i∈Λn
f ◦ θi. This yields by Lemma 2.19 Sep-

päläinen [1993] that

Sn+m(ν | ν̃) ≥ 〈f̄ , ν〉 −
∫

log〈ef̄ ,Υ(η)〉ν0(dη),

which implies
1

|Λn|
Sn+m(ν | ν̃) ≥ 〈f, ν〉 −

∫
pn(f |Υ(η))ν0(dη).

Taking the limit n to in�nity yields

s(ν | ν̃) ≥ sup
f local
〈f, ν〉 − 〈p(f), ν̃〉.

Because the local functions are dense in C(X × Y), and p is continuous,
we obtain that the supremum can actually be taken over all f ∈ C(X ×Y),
On the other hand, by Lemma 7.4.12, we see

sup
g
〈g, ν〉 − 〈p(g), ν̃〉 ≥ 〈 f

|Λm|
, ν〉 − 〈p

(
f

|Λm|

)
, ν̃〉

≥ 1

|Λm|

{
〈f, ν〉 − b1(m)

∫
log〈ef ,Υ(η)〉ν0(dη)

}
− b2(m).

By taking the supremum over all such f ∈ FΛm , Lemma 2.19 in Seppäläi-
nen [1993] gives us

sup
g
〈g, ν〉 − 〈p(g), ν̃〉 ≥ b1(m)

|Λm|
Sm

(
ν

b1(m)

∣∣∣∣ ν̃)− b2(m)

=
1

|Λm|
Sm (ν | ν̃)− log b1(m)

|Λm|
− b2(m).

Taking the limit m to in�nity, we obtain

sup
g
{〈g, ν〉 − 〈p(g), ν̃〉} ≥ s(ν | ν̃).
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We proceed with the proof of our auxiliary lemma.

Proof of Lemma 7.4.12. Consider the sequence nk = k(m + dd(m)
2 e). The

box Λnk can be split up into kd boxes of size Λm and equally sized corridors
of size 2dd(m)

2 e in between them. Let x1, . . . , xkd be the centers of these
boxes.
By Hölders inequality and the fact that Υ(η) is asymptotically decoupled
from above to obtain, we obtain

pnk(f | Υ(η))

=
1

|Λnk |
logEΥ(η)

[
e
∑
i∈Λm

∑kd

q=1 f◦θxq+i

]
≤ 1

|Λnk |
1

|Λm|
∑
i∈Λm

logEΥ(η)

[
e|Λm|

∑kd

q=1 f◦θxq+i

]

≤ 1

|Λnk |
1

|Λm|
∑
i∈Λm

kd∑
q=1

logEΥ(η)

[
e|Λm|f◦θxq+i

]
+

1

|Λnk |
1

|Λm|
∑
i∈Λm

kdc(m).

Using that Υ(θiη) = Υ(η) ◦ θi, integration with respect to µ ∈ Pθ(X )
yields

〈pnk(f | Υ(·)), µ〉 ≤ |Λnk | − |Λ
kd+1|

|Λnk |
1

|Λm|
〈logEΥ(·)

[
e|Λm|f

]
, µ〉

+
c(m)

(m+ dd(m)
2 e)d

which implies the result by taking n to in�nity.

Important for the large deviations question introduced in the introduction,
is how the relative entropy density on P(X × Y) behaves under the con-
traction to the product space P(X ) × P(Y). Consider γ0 ∈ Pθ(X ) and
γ1 ∈ Pθ(Y). Recall that ν0 is the restriction of ν to the �rst coordinate. Let
ν1 be the restriction of ν to the second coordinate. De�ne the quantity

I(γ0, γ1) = inf
ν∈Pθ(X×Y)
ν0=γ0,ν1=γ1

s(ν |µ).
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Lemma 7.4.13. Let µ ∈ Pθ(X ×Y) be AD. Let Υ be the regular conditional
probability of µ given the X coordinate. Suppose that Υ satis�es Condition
7.4.4.

For γ0 ∈ Pθ(X ) and γ1 ∈ Pθ(Y). De�ne γ̃0,1(dξ, dζ) = Υ(η)(dξ)γ0(dη).
Then we have

I(γ0, γ1) = s(γ0 |µ0) + inf
ν∈Pθ(X×Y)
ν0=γ0,ν1=γ1

s(ν | γ̃0,1).

and for the right hand part, it holds that

IY |X (γ1 |γ0) := inf
ν∈Pθ(X×Y)
ν0=γ0,ν1=γ1

s(ν | γ̃0,1) = sup
f∈C(Y)

{〈f, γ1〉 − 〈p(f), γ0〉} .

Proof. The �rst statement is clear from equation (7.4.12). Note that f 7→
p(f) is continuous and convex on Cθ(X ×Y), so the second statement fol-
lows as in the proof of the second statement of Lemma 2.19 in Seppäläinen
[1993].

7.5 conjecture: a variational expression for the rate
function

We have seen that the non-linear semigroup often has a second represen-
tation as a variational semigroup. This representation is an important step
to obtain a variational representation of the large deviation rate function.
Even though there is no proof of this representation at the moment, in
the setting of a one-dimensional nearest-neighbour spin �ip model a con-
jecture on the form of this semigroup can be made, following the general
structure seen in this thesis.

7.5.1 The conjecture

As in Chapter 6, we will need a number of conditions.

Condition 7.5.1. D is a core for (A,D(A)) that satis�es
(a) D is an algebra, i.e. if f, g ∈ D then fg ∈ D.
(b) If f ∈ D and φ : R → R a smooth function on the range of f , then

φ ◦ f ∈ D.
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By property (b), D can be used as a domain of de�nition of Hf = e−fAef ,
the generator of the semigroup {V(t)}t≥0. Similar to the connection be-
tween V(t) and V (t), there is a clear connection between H and H . Recall
thatHnf = 1

|Λn|H
(∑

i∈Λn
f ◦ θi

)
. By de�nition, the �nite volume approx-

imations of the semigroup {V (t)}t≥0 on C(E) satisfy

Vn(t)f =
1

|Λn|
V(t)

(∑
i∈Λn

f ◦ θi

)
,

which implies for f ∈ D that

lim
t→0

∣∣∣∣∣
∣∣∣∣∣Vn(t)f − 1

|Λn|
∑

i∈Λn
f ◦ θi

t
−Hnf

∣∣∣∣∣
∣∣∣∣∣ = 0.

In the space Cθ , this yields

lim
t→0

∣∣∣∣∣∣∣∣Vn(t)f − f
t

−Hnf

∣∣∣∣∣∣∣∣
θ

= 0.

Therefore, we expect that if {V (t)}t≥0 is strongly continuous and Hf :=
limnHnf exists in Cθ , this limit is the generator of the semigroup
{V (t)}t≥0. We start with a condition, which allows the identi�cation of
the limit limnHnf .

Condition 7.5.2. Let Condition 7.5.1 be satis�ed. For every f ∈ D, the
net, based on the �nite subsets Λ ⊆ Zd ordered by set-inclusion, de�ned
by

Λ 7→ HΛf := e−
∑
i∈Λ f◦θiA0e

∑
x∈Λ f◦θi

is a bounded Cauchy net in C(E). We denote the limit by Hf and write
formally

Hf = e−
∑
i∈Zd f◦θiA0e

∑
i∈Zd f◦θi .

Note that this condition implies the conditions for Lemma 7.3.2 which
yields exponential tightness of the sequence Ln. Using the condition, we
can prove the following proposition.

Proposition 7.5.3. Let Condition 7.5.2 be satis�ed. For f ∈ D, we have
supn ||Hnf || < ∞ and Hnf → Hf in Cθ . Additionally, if f, g ∈ D and
f = g in Cθ , then Hf = Hg.
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As in Proposition 6.4.10 in Chapter 6, the aim is to use the Hamiltonian of
the semigroup to write down a variational semigroup that hopefully equals
the semigroup V (t). To write down this variation semigroup in terms of
a Lagrangian, we need additional properties of D. However, as there is no
rigorous proof yet, we restrict ourselves to what representation is to be
expected.
As in Chapter 6, we assume that the topology τD is �ner then the ||·|| topol-
ogy restricted to D and that H : (D, τD) → (C(E), ||·||) is continuous.
Finally, we set Dθ := (D/I).

De�nition 7.5.4. De�ne the Lagrangian L : Pθ(E)×D∗θ → R+ by

L(µ, u) = sup
f∈Dθ

{〈f, u〉 − 〈Hf, µ〉} .

Clearly,L is lower semi-continuous and convex. Additionally, Furthermore,
it is straightforward to establish properties like Proposition 6.3.13 in Chap-
ter 6, i.e. to �nd a set U such that L =∞ for directions outside U . Because
f 7→ 〈Hf, µ〉 is convex and continuous, the double Legendre-Fenchel
transform of f 7→ 〈Hf, µ〉 is coincides with f 7→ 〈Hf, µ〉. We state the
result as a lemma.

Lemma 7.5.5. For µ ∈ Pθ(E) and f ∈ D, we have

〈Hf, µ〉 = sup
u∈U
{〈f, u〉 − L(µ, u)} .

We now introduce a set of paths in CPθ(E)(R+) that are absolutely contin-
uous in a suitable way.

De�nition 7.5.6. De�ne Dθ − ACθ , or if there is no chance of confu-
sion,ACθ , the space of absolutely continuous paths inCPθ(E)(R+). A path
ν ∈ CPθ(E)(R+) is absolutely continuous if there exists a (D∗θ , wk

∗) mea-
surable curve s 7→ u(s) in D∗θ with the following properties:

(i) for every f ∈ Dθ and t ≥ 0
∫ t

0 |〈f, u(s)〉|ds <∞,
(ii) for every t ≥ 0, ν(t)− ν(0) =

∫ t
0 u(s)ds as a D∗θ Gelfand integral.

We denote ν̇(s) := u(s). Furthermore, we will denoteACθµ0
for the space of

absolutely continuous trajectories starting at µ0, andACθ,T for trajectories
that are only considered up to time T . Similarly, we de�ne AC

θ,T
µ0 .

We have introduced su�cient notation to de�ne the Nisio variational semi-
group.
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De�nition 7.5.7. The Nisio semigroup V mapping upper semi-
continuous functions on Pθ(E) to upper semi-continuous functions on
Pθ(E) is de�ned by

V(t)G(µ) = sup
ν∈ACθµ

{
G(ν(t))−

∫ t

0
L(ν(s), ν̇(s))ds

}
.

For a function f ∈ Cθ(E), we denote [f ] for the function in C(Pθ(E)),
de�ned by [f ](µ) = 〈f, µ〉. As in Chapter 6, we would like to show that

V(t)[f ](µ) = 〈V (t)f, µ〉.

This, however, is not proven yet. Given a proof of this statement, we would
obtain the following result as in Chapter 6.

Conjecture 7.5.8. The rate function I from Theorem 7.3.3 can be rewritten
as

I(γ) =

I0(γ(0)) +
∫∞

0 L(γ(s), γ̇(s))ds if γ ∈ ACθ,

∞ otherwise.

7.5.2 Motivation for the conjecture

We give an argument similar to that in Chapter 6, based on two inequalities:

V(t)[f ](µ) ≤ 〈V (t)f, µ〉, (7.5.1)
V(t)[f ](µ) ≥ 〈V (t)f, µ〉, (7.5.2)

for all f ∈ C(E) and t ≥ 0. Denote

Rn(λ)f =
1

|Λn|
logE

[
e
∑
i∈Λn

f◦θi(στ )
]

where τ is an exponential stopping time with expectation λ. The proof
that Vn(t)f converges to V (t)f in Cθ also works to prove that Rn(λ)f
converges as n → ∞. Denote this limit by R(λ)f . In particular, the ar-
gument in Le Ny and Redig [2004] to obtain the AD property for the law
of a nearest-neighbour spin-�ip Markov process at some later time can be
adapted to obtain the AD property at some exponential random time.

For the one-dimensional spin �ip context the results of Redig and Wang
[2010] state that under the evolution of time, exponentially decaying trans-
lation invariant potentials get mapped into exponentially decaying transla-
tion invariant potentials. As translation invariant exponentially decaying
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potentials can be naturally mapped into Dθ , rewriting the de�nitions into
what they mean in our context, this gives a class of functions Dexp in Dθ

such that V (t)Dexp ⊆ Dexp.
The subspace Dexp comes naturally equipped with a collection of semi-
norms that are stronger than the norm onDθ . If additionally, the map V (t)
is continuous fromDexp toDexp with respect to this norm, this yields regu-
larity that we can use for approximation arguments below. In fact, we need
a similar statement for the resolvent.

Conjecture 7.5.9. For a one-dimensional nearest-neighbour spin �ip
model, we have that

Rn(λ)f → R(λ)f, Vn(t)f → V (t)f

in Dexp.

Arguments in favour of (7.5.1). Because Lemma 6.4.9 also holds in this con-
text: for t ≥ 0, f ∈ D and µ ∈ Pθ(E), we have

lim
n→∞

R(n)bntc[f ](µ) = V(t)[f ](µ),

the inequality in (7.5.1) follows if we can prove the following two claims:
(a) (1− λH)R(λ)f ≥ f
(b) R

(
t
m

)m
f → V (t)f .

For (a), note that (1 − λHn)Rn(λ)f ≥ f can be proven for all f and all
n ≥ 1 as in Lemma 6.3.3. The Hamiltonians Hn : D → C(E) can be
shown to be uniformly continuous in n. Thus, the inequality carries over
to the limit by Conjecture 7.5.9 for all f ∈ Dexp.

For (b), we rewrite R
(
t
k

)k
f − V (t)f as

R

(
t

k

)k
f − V (t)f = R

(
t

k

)k
f −Rn

(
t

k

)k
f

+

(
Rn

(
t

k

)k
f − Vn(t)f

)
+ (Vn(t)f − V (t)f) .

The �rst and third term of the right-hand side converge in Cθ to 0 as n→
∞. Thus, we need to prove that the middle term converges uniformly in n
as k goes to in�nity.
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Motivated by the arguments based on the bound obtained in (7.4.9), we
rewrite the middle term as

Rn

(
t

k

)k
f − Vn(t)f = Rn

(
t

k

)k
f −Rm

(
t

k

)k
f

+

(
Rm

(
t

k

)k
f − Vm(t)f

)
+ (Vm(t)f − Vn(t)f) .

By choosing a su�ciently largem, theCθ norms of the �rst and third term
on the right-hand side are small. Thus Rn

(
t
k

)k
f − Vn(t)f converges to 0

as k →∞ uniformly in n.

Arguments in favour of (7.5.2). In Theorem 7.3.3, we saw that the semi-
groups

Vn(t)f =
1

|Λn|
logS(t)e

∑
i∈Λn

f◦θi .

converge inCθ to the limiting semigroup V (t)f . In Chapter 6, we obtained
an explicit expression for Vn(t)f in terms of a Doob-h transform.
Denote by fn =

∑
i∈Λn

f ◦θi and fn(s) = V(t−s)fn. Denote by Qf,n the
measure on DE(R+) de�ned by

dQf,n

dP
(X) = efn(X(t))−fn(s)(X(0)).

Denote by µn(s) the law of Qf,n at time s. For a translation invariant mea-
sure µ, we obtain from Corollary 6.3.16 and the proof of Proposition 6.4.10
that

〈Vn(t)f, µ〉

=
1

|Λn|
〈fn, µn(s)〉 −

∫ t

0

1

|Λn|
〈Afnfn, µn(s)〉 − 〈Hnf, µn(s)〉ds

The measures µn(s) are not translation invariant as the processes gener-
ated by Afn(s) are not translation invariant. However, the laws should be
close to translation invariant measures because for every g the function
Afn(s)g converges to some objectAF g whereAF is a translation invariant
generator.
In the setting that µn(s) would be translation invariant, operator dual-
ity techniques as used in Chapter 6, would give that the integrand equals
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L(µn(s), µ̇n(s)), where L is the Lagrangian introduced in De�nition 7.5.4.
Also, for a translation invariant measure µn(s), we would have

1

|Λn|
〈fn, µn(s)〉 = 〈f, µn(s)〉.

Thus, we can conclude that

V(t)[f ](µ) ≥ 〈V (t)f, µ〉.

7.6 appendix: entropy decomposition and qotient spaces

7.6.1 Entropy decomposition

Consider a Polish space X equipped with its Borel σ-algebra BX . Given
a countably generated sub-σ-algebra F of BX and a measure µ ∈ P(X),
there is a map x ∈ X 7→ µF (x, ·) ∈ P(E) with the properties that
(a) x 7→ µF (x,B) is F measurable for every B ∈ BX .
(b) If B ∈ F then µF (x,B) = 1B(x).
(c) µ(A ∩B) =

∫
A µ
F (x,B)µ(x) for A ∈ F and B ∈ BX .

This map is called a regular conditional probability of µ given F .
We state Lemma 4.4.7 from Deuschel and Stroock [1989].
Lemma 7.6.1. Let X be a Polish space and let F be a countably gener-
ated sub-σ-algebra of BX . Given µ, ν ∈ P(X), let x 7→ µF (x, ·) and
x 7→ νF (x, ·) be regular conditional probabilities of µ and ν given F . Then
x 7→ S(νF (x, ·) |µF (x, ·)) is F measurable and

S(ν |µ) = S(νF |µF ) +

∫
X
S(νF (x, ·) |µF (x, ·))νF (dx), (7.6.1)

where µF , νF are the restrictions of µ and ν to F .

7.6.2 The quotient space of functions

A Markov semigroup {S(t)}t≥0 naturally acts on the space C(E). We are
interested, however, in how the system behaves after dividing out all trans-
lations. Therefore, we must also consider the quotient space ofC(E). Recall
that (Cθ(E), ||·||θ) := (C(E)/I, ||·||θ) is the quotient space where

I := {f ∈ C(E) | |〈f, µ〉| = 0 for all µ ∈ Pθ(E)}.
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The quotient norm is de�ned by

||f ||θ = inf
g∈I
||f − g||

The next lemma gives a second representation of the quotient norm.

Lemma 7.6.2. It holds that

||f ||θ = sup
µ∈Pθ(E)

|〈f, µ〉|.

This implies that elements ofC(E)/I can on one hand be viewed as classes
with a representant inC(E), e.g. the class of f0(σ) := σ0 contains fi(σ) :=
σi and fA(σ) := 1

|A|
∑

i∈A σi, for all A ⊆ Zd �nite. On the other hand,
elements of C(E)/I can be viewed as a linear subspace of C(P(E)), and
in that view we have that if ||Fn − F ||θ → 0 means Fn(µ) − F (µ) → 0,
uniformly in the choice of µ ∈ Pθ(E).

Proof of Lemma 7.6.2. Pick f ∈ C(E), then

||f ||θ = inf
g∈I
||f − g||

≥ inf
g∈I

sup
µ∈Pθ(E)

|〈f, µ〉 − 〈g, µ〉| = sup
µ∈Pθ(E)

|〈f, µ〉|.

For the other inequality, de�ne for every n > 0 and i ∈ Λn the function
gi,n := |Λn|−1(f−f ◦θi), and the sum gn =

∑
i∈λn,i 6=0 gi. Clearly, gi,n ∈ I

and gn ∈ I .

inf
g∈I
||f − g|| ≤ lim inf

n
||f − gn|| = lim inf

n

∣∣∣∣∣
∣∣∣∣∣ 1

|Λn|
∑
i∈Λn

f ◦ θi

∣∣∣∣∣
∣∣∣∣∣ .

Let l be the value of this lim inf . Pick a subsequence nk and con�gurations
σk ∈ E such that l = limk |〈f, Lnk(σk)〉|. Because E is a compact space,
the sequence {Lnk(σk)} is relatively compact. Pick a converging subse-
quence, and let ν be its limit. It is clear that ν is translation invariant. As a
consequence, we obtain that

inf
g∈I
||f − g|| ≤ l = |〈f, ν〉| ≤ sup

µ∈Pθ(E)
|〈f, µ〉|.
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The next lemma can be found without proof as Proposition 2.34 in Enter
et al. [1993]. We repeat the result here, and prove it for completeness.

Lemma 7.6.3. I is equal to the closure of the linear span of functions of the
type f − θif , where i ∈ Zd, f ∈ C(E).

For a closed subspace Y ⊆ X , denote with

Y ⊥ := {y∗ ∈ X∗ : 〈y, y∗〉 = 0 for all y ∈ Y },

the annihilator of Y .

Proof. Denote with

S := span {f − θif i ∈ Zd, f ∈ Cb(E)}.

Suppose that S 6= I . By the Hahn-Banach theorem, it follows that there
exists µ ∈Mθ(E), such that µ ∈ S⊥, µ /∈ I⊥.

Because µ ∈ S⊥, we see that 〈f ◦ θi, µ〉 = 〈f, µ〉 for every i ∈ Zd and
f ∈ Cb(E). However, this implies that µ = θiµ for every i ∈ Zd, so µ is
translation invariant. It is easy to check that the Hahn-Jordan decomposi-
tion into µ+ and µ− is such that µ+ and µ− are translation invariant, see
the construction in [Bogachev, 2007, Theorem 3.1.1.].

Using that 〈f, ν〉 = 0 for all translation invariant probability measures,
we obtain the same result for µ+ and µ−, which implies that 〈f, µ〉 = 0
for all f ∈ I . It follows that µ ∈ I⊥, which is a contradiction. Therefore
S = I .
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C O N V E X S PA C E S

The study of Markov processes on complete separable metric spaces (E, d)
naturally leads to transition semigroups on Cb(E) that are not strongly
continuous with respect to the norm. Often, these semigroups turn out to
be strongly continuous with respect to the weaker locally convex strict
topology and in Chapter 9 we will prove that the transition semigroup of
the solution to a well-posed martingale problem is continuous for the strict
topology.
This naturally leads to the study of strongly continuous semigroups on
more general locally convex spaces. This chapter, with the exception of
the Trotter-Kato approximation results and its corollaries, is based on

Richard Kraaij. Strongly continuous and locally equi-continuous semi-
groups on locally convex spaces. Semigroup Forum, 92(1):158–185, 2016a.
ISSN 1432-2137. doi: 10.1007/s00233-015-9689-1,

in which such a class of semigroups is considered. We immediately note
that the results in this chapter and Chapter 9 serve as a starting point for
the extension of the results in Chapter 6 to the setting of Polish spaces.

We start out with some historical context. The theory of equi-continuous
semigroups is developed analogously to the Banach space situation for ex-
ample in Yosida [1978]. When characterising the operators that generate
a semigroup, the more general context of locally equi-continuous semi-
groups introduces new technical challenges. Notably, the integral represen-
tation of the resolvent is not necessarily available. To solve this problem
Kōmura [1968], Ōuchi [1973], Dembart [1974] have studied various gen-
eralised resolvents. More recently, Albanese and Kühnemund [2002] also
study asymptotic pseudo-resolvents and give a Trotter-Kato approximation
result and the Lie-Trotter product formula.
A di�erent approach is used in recent papers where a subclass of locally
convex spaces (X, τ) is considered for which the ordinary representation
of the resolvent can be obtained. Essentially, these spaces are also equipped
with a norm ||·|| such (X, ||·||) is Banach and such that the dual (X, τ)′

235
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is norming for (X, ||·||). Bi-continuous semigroups have been studied in
Kühnemund [2003], Albanese and Mangino [2004], Farkas [2004], in which
the Hille-Yosida, Trotter Approximation theorem and perturbation results
have been shown. Bi-continuity has the drawback, however, that it is a
non-topological notion. Kunze [2009, 2011] studies semigroups of which
he assumes that the resolvent can be given in integral form. His notions
are topological, and he gives a Hille-Yosida theorem for equi-continuous
semigroups.
In Section 8.2, we start with some minor results for locally convex spaces
(X, τ) that are strong Mackey. These spaces are of interest, because a
strongly continuous semigroup on a strong Mackey space is automatically
locally equi-continuous, which extends a result by Kōmura [1968] for bar-
relled spaces.
From that point onward, we will consider sequentially complete locally
convex spaces (X, τ) that are additionally equipped with an ‘auxiliary’
norm. We assume that the norm topology is �ner than τ , but that the norm
and τ bounded sets coincide. In Section 8.3, we de�neN as the set of τ con-
tinuous semi-norms that are bounded by the norm. We say that the space
satis�es Convexity Condition C ifN is closed under taking countable con-
vex combinations. This property allows the generalisation of a number of
results in the Banach space theory. First of all, strong continuity of a semi-
group on a space satisfying Condition C implies the exponential bounded-
ness of the semigroup. Second, in Section 8.4, we show that the resolvent
can be expressed in integral form. Third, in Section 8.5, we give a straight-
forward proof of the Hille-Yosida theorem for strongly continuous and lo-
cally equi-continuous semigroups. Finally, in Sections 8.7 and 8.6, we prove
the Trotter-Kato theorem and the Cherno� and Trotter product formulas.
The strength of spaces that satisfy Condition C and the setN is that results
from the Banach space theory generalise by replacing the norm by semi-
norms from N . Technical di�culties arising from working with the set
N instead of the norm are overcome by the probabilistic techniques of
stochastic domination and Cherno�’s bound, see Appendix 8.10.
In Section 8.8, we consider τ bi-continuous semigroups. We show that if the
so called mixed topology γ = γ(||·|| , τ), introduced by Wiweger [1961], has
good sequential properties, bi-continuity of a semigroup for τ is equivalent
to strong continuity and local equi-continuity for γ.
In Section 8.9, we show that the spaces (Cb(E), β) and (B(H), β), where
E is a Polish space, H a Hilbert space and where β is their respective strict
topology, are strong Mackey and satisfy Condition C. This implies that our
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results can be applied to Markov transition semigroups onCb(E) and quan-
tum dynamical semigroups on B(H).

8.1 preliminaries

We recall some notation. Let (X, τ) be a locally convex space. We call the
family of operators {T (t)}t≥0 a semigroup if T (0) = 1 and T (t)T (s) =
T (t + s) for s, t ≥ 0. A family of (X, τ) continuous operators {T (t)}t≥0

is called a strongly continuous semigroup if t 7→ T (t)x is continuous and
weakly continuous if t 7→ 〈T (t)x, x′〉 is continuous for every x ∈ X and
x ∈ X ′.
We call {T (t)}t≥0 a locally equi-continuous family if for every t ≥ 0 and
continuous semi-norm p, there exists a continuous semi-norm q such that
sups≤t p(T (s)x) ≤ q(x) for every x ∈ X .
Furthermore, we call {T (t)}t≥0 a quasi equi-continuous family if there ex-
ists ω ∈ R such that for every continuous semi-norm p, there exists a
continuous semi-norm q such that sups≥0 e

−ωtp(T (s)x) ≤ q(x) for ev-
ery x ∈ X . Finally, we abbreviate strongly continuous and locally equi-
continuous semigroup to SCLE semigroup.

We use the following notation for duals and topologies.X∗ is the algebraic
dual of X and X ′ is the continuous dual of (X, τ). Finally, X+ is the se-
quential dual of X :

X+ :=

{f ∈ X∗ | f(xn)→ 0, for every sequence xn ∈ X converging to 0}.

We write (X,σ(X,X ′)), (X,µ(X,X ′)), (X,β(X,X ′)), for X equipped
with the weak, Mackey or strong topology. Similarly, we de�ne the weak,
Mackey and strong topologies on X ′. For any topology τ , we use τ+ to
denote the strongest locally convex topology having the same convergent
sequences as τ , Webb [1968].

8.2 strong mackey spaces: connecting strong continuity
and local eqi-continuity

We start with a small exposition on a subclass of locally convex spaces that
imply nice ‘local’ properties of semigroups.



238 semigroups on locally convex spaces

[Kōmura, 1968, Proposition 1.1] showed that on a barrelled space a strongly
continuous semigroup is automatically locally equi-continuous. This fact
is proven for the smaller class of Banach spaces in [Engel and Nagel, 2000,
Proposition I.5.3], where they use the strong continuity of {T (t)}t≥0 at
t = 0 and the Banach Steinhaus theorem.
This approach disregards the fact that {T (t)}t≥0 is strongly continuous for
all t ≥ 0 and [Kunze, 2009, Lemma 3.8] used this property to show that, in
the case that every weakly compact subset of the dual is equi-continuous,
strong continuity implies local equi-continuity.

De�nition 8.2.1. We say that a locally convex space (X, τ) is strong
Mackey if all σ(X ′, X) compact sets in X ′ are equi-continuous.

Following the proof of Lemma 3.8 in Kunze [2009], we obtain the following
result.

Lemma 8.2.2. If a semigroup {T (t)}t≥0 of continuous operators on a strong
Mackey space is strongly continuous, then the semigroup is locally equi-
continuous.

Proof. Fix T ≥ 0. It follows from 39.3.(4) in Köthe [1979] that {T (t)}t≤T
is equi-continuous if the set

T ′(U) :=
{
T ′(t)x′ | t ≤ T, x′ ∈ U

}
is equi-continuous inX ′ for every equi-continuous set U ⊆ X ′. So pick an
equi-continuous set U in X ′. First of all, note that we can replace U by its
σ(X ′, X) closure, because the σ(X ′, X) closure of an equi-continuous set
is equi-continuous. We show that T ′(U) is relatively compact, so that the
fact that (X, τ) is of type A implies that T ′(U) is equi-continuous.
Pick a net α 7→ T ′(tα)µα, where tα ≤ T and µα ∈ U . The interval [0, T ]
is compact, and because U is closed and equi-continuous it is σ(X ′, X)
compact by the Bourbaki-Alaoglu theorem [Köthe, 1969, 20.9.(4)], which
implies that we can restrict ourselves to a net α such that tα → t0 for
some t0 ≤ T and µα → µ0 weakly, where µ0 ∈ U .
We show that T ′(tα)µα → T ′(t0)µ0 weakly. For every x ∈ X , we have

|〈T (tα)x, µα〉 − 〈T (t0)x, µ0〉|
≤ |〈T (tα)x, µα〉 − 〈T (t0)x, µα〉|+ |〈T (t0)x, µα〉 − 〈T (t0)x, µ0〉|

(8.2.1)
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The second term converges to 0, because µα → µ0 in (X ′, σ(X ′, X))
and the �rst term goes to zero because the set U is equi-continuous and
{T (t)}t≥0 is strongly continuous.

We start with a proposition that gives su�cient conditions for a space to
be strong Mackey.

Proposition 8.2.3. Any of the following properties implies that (X, τ) is
strong Mackey.

(a) (X, τ) is barrelled.

(b) (X, τ) is sequentially complete and bornological.

(c) The space (X, τ) is sequentially complete, Mackey and the continuous
dual X ′ of X is equal to the sequential dual X+ of X .

A space for which X+ = X ′ is called a Mazur spaceWilansky [1981], or
weakly semi bornologicalBeatty and Schaefer [1996]. Note that a Mackey
Mazur space satis�es τ = τ+ by Corollary 7.6 in Wilansky [1981]. On the
other hand, a space such that τ+ = τ is Mazur.

Proof. By [Köthe, 1969, 21.2.(2)], the topology of a barrelled space coincides
with the strong topology β(X,X ′), in other words, all weakly bounded,
and thus all weakly compact, sets are equi-continuous.
Statement (b) follows from (a) as a sequentially complete bornological
space is barrelled, see 28.1.(2) in Köthe [1969].
We now prove (c). The sequential completeness of (X, τ) and X ′ = X+

imply that (X ′, µ(X ′, X)) is complete by Corollary 3.6 in Webb [1968].
Let K ⊆ X ′ be σ(X ′, X) compact. By Krein’s theorem [Köthe, 1969,
24.4.(4)], the completeness of (X ′, µ(X ′, X)) implies that the absolutely
convex cover of K is also σ(X ′, X) compact. By the fact that τ is the
Mackey topology, every absolutely convex compact set in (X ′, σ(X ′, X))
is equi-continuous [Köthe, 1969, 21.4.(1)]. This implies that K is also equi-
continuous.

As an application of Lemma 8.2.2, we have the following proposition, which
states that strong continuity is determined by local properties of the semi-
group.

Proposition 8.2.4. A semigroup {T (t)}t≥0 of continuous operators on a
strong Mackey space is strongly continuous if and only if the following two
statements hold
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(i) There is a dense subset D ⊆ X such that limt→0 T (t)x = x for every
x ∈ D.

(ii) {T (t)}t≥0 is locally equi-continuous.

In the Banach space setting, strong continuity of the semigroup is equiva-
lent to strong continuity at t = 0, see Proposition I.5.3 in Engel and Nagel
[2000]. In the more general situation, this equivalence does not hold, see
Example 5.2 in Kunze [2009].

Proof. Suppose that {T (t)}t≥0 is strongly continuous. (i) follows immedi-
ately and (ii) follows from Lemma 8.2.2.

For the converse, suppose that we have (i) and (ii) for the semigroup
{T (t)}t≥0. First, we show that limt↓0 T (t)x = x for every x ∈ X . Pick
some x ∈ X and let xα be an approximating net in D and let p be a con-
tinuous semi-norm and �x ε > 0. We have

p(T (t)x− x) ≤ p(T (t)x− T (t)xα) + p(T (t)xα − xα) + p(xα − x).

Choose α large enough such that the �rst and third term are smaller than
ε/3. This can be done independently of t, for t in compact intervals, by the
local equi-continuity of {T (t)}t≥0. Now let t be small enough such that the
middle term is smaller than ε/3.

We proceed with the proving the strong continuity of {T (t)}t≥0. The pre-
vious result clearly gives us lims↓t T (s)x = T (t)x for every x ∈ X , so we
are left to show that lims↑t T (s)x = T (t)x.
For h > 0 and x ∈ X , we have T (t−h)x−T (t)x = T (t−h) (x− T (h)x),
so the result follows by the right strong continuity and the local equi-
continuity of the semigroup {T (t)}t≥0.

A second consequence of Lemma 8.2.2, for quasi complete spaces, follows
from Proposition 1 in Albanese et al. [2012].

Proposition 8.2.5. Suppose that we have a semigroup of continuous opera-
tors {T (t)}t≥0 on a quasi complete strong Mackey space. Then the semigroup
is strongly continuous if and only if it is weakly continuous and locally equi-
continuous.

Proposition 8.2.6. Suppose that (X,µ(X,X ′)) and (X ′, µ(X ′, X)) are
quasi-complete and let {T (t)}t≥0 be a SCLE semigroup. Then, the dual semi-
group {T ′(t)}t≥0 is SCLE for the Mackey topology µ(X ′, X) on X ′.
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Proof. Clearly, the dual semigroup is strongly continuous for σ(X ′, X).
Therefore, {T ′(t)}t≥0 is strongly continuous for µ(X ′, X) if we can show
that it is locally equi-continuous.
Pick a σ(X,X ′) compact set K ⊆ X and �x t0 > 0. We need to
prove that U = {T (t)f | f ∈ K, t ≤ t0} is weakly compact. Pick a net
gα = T (tα)fα ∈ U , for tα ≤ t0 and fα ∈ K . Pick a subnet β ⊆ α
such that fβ → f and tβ → t. We show that T (tβ)fβ converges to T (t)f .
Fix µ ∈ X ′.

|〈T (tβ)fβ, µ〉 − 〈T (t)f, µ〉|
≤ |〈T (tβ)fβ, µ〉 − 〈T (tβ)f, µ〉| − |〈T (tβ)f, µ〉 − 〈T (t)f, µ〉|
≤
∣∣〈fβ, T ′(tβ)µ〉 − 〈f, T ′(tβ)µ〉

∣∣− |〈T (tβ)f, µ〉 − 〈T (t)f, µ〉| .

The �rst term on the right hand side converges to 0 by the local equi-
continuity of {T (t)}t≥0. The second term clearly also converges to 0. The
result follows by Proposition 8.2.5.

As in the Banach space situation, it would be nice to have some condition
that implies that the semigroup, suitably rescaled is globally bounded. We
directly run into major restrictions.

Example 8.2.7. Consider C∞c (R) the space of test functions, equipped
with its topology as a countable strict inductive limit of Fréchet spaces.
This space is complete [Treves, 1967, Theorem 13.1], Mackey [Treves, 1967,
Propositions 34.4 and 36.6] and C∞c (R)+ = C∞c (R)′ as a consequence of
[Treves, 1967, Corollary 13.1.1].
De�ne the semigroup {T (t)}t≥0 by setting (T (t)f) (s) = f(t + s). This
semigroup is strongly continuous, however, even if exponentially rescaled,
it can never be globally bounded by 19.4.(4) Köthe [1969].

So even if (X, τ) is strong Mackey, we can have semigroups that have
undesirable properties. This issue is serious. For example, in the above
example, formally writing the resolvent corresponding to the semigroup
in its integral form, yields a function which is not in C∞c (R). One can
work around this problem, see for example Dembart [1974], Kōmura [1968],
Ōuchi [1973] which were already mentioned in the introduction.
However, motivated by the study of Markov processes, where the resolvent
informally corresponds to evaluating the semigroup at an exponential ran-
dom time, we would like to work in a framework in which the ordinary
integral representation for the resolvent holds.
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8.3 a suitable structure of bounded sets

In this section, we shift our attention to another type of locally convex
spaces. As a �rst major consequence, we are able to show in Corollary
8.3.7 an analogue of the exponential boundedness of a strongly continuous
semigroup on a Banach space. This indicates that we may be able to mimic
major parts of the Banach space theory.
Suppose that (X, τ) is a locally convex space, and suppose that X can be
equipped with a norm ||·||, such that τ is weaker than the norm topology. It
follows that bounded sets for the norm are bounded sets for τ . This means
that if we have a τ -continuous semi-norm p, then there exists someM > 0
such that supx:||x||≤1 p(x) ≤ M . Therefore, p(x) ≤ M ||x|| for every x, i.e.
every τ -continuous semi-norm is dominated by a constant times the norm.

De�nition 8.3.1. Let (X, τ) be equipped with a norm ||·|| such that τ
is weaker than the norm topology. Denote by N the τ -continuous semi-
norms that satisfy p(·) ≤ ||·||. We say that N is countably convex if for any
sequence pn of semi-norms in N and αn ≥ 0 such that

∑
n αn = 1, we

have that p(·) :=
∑

n αnpn(·) ∈ N .

We start with exploring the situation where τ and ||·|| have the same
bounded sets.

Condition (Boundedness condition B). A locally convex space (X, τ) also
equipped with a norm ||·||, denoted by (X, τ, ||·||), satis�es Condition B if
(a) τ is weaker than the norm topology.
(b) Both topologies have the same bounded sets.

Remark 8.3.2. Suppose that (X, τ) is a locally convex space, and suppose
that ||·|| is a norm onX such that the norm topology is stronger than τ , but
such that the norm topology has less bounded sets than τ .
In this case, it is useful to consider the mixed topology γ = γ(||·|| , τ), in-
troduced in Wiweger [1961]. In Section 8.8, we study the relation of bi-
continuous semigroups for τ with SCLE semigroups for γ.

We introduce some notation. We write X ′n := (X, ||·||)′ and X ′τ := (X, τ)′.
Also, we denote Bn := {x′ ∈ X ′n | ||x′||

′ ≤ 1}, where ||·||′ is the operator
norm on X ′n. Finally, we set Bτ = Bn ∩X ′τ . We start with a well known
theorem that will aid our exposition.

Theorem 8.3.3 (Bipolar Theorem). Let (X, τ) be a locally convex space
and let ||·|| be a norm on X . Let p be a τ lower semi-continuous semi-norm
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such that p ≤ ||·||. Then there exists a absolutely convex weakly bounded set
S := {p ≤ 1}◦ ⊆ Bτ such that

p(x) = sup
x′∈S
|〈x, x′〉|.

Furthermore, p is continuous if and only if S is an equi-continuous set.

Proof. The result follows from 20.8.(5) and 21.3.(1) in Köthe [1969]. The fact
that S ⊆ Bτ is a consequence of p ∈ N .

Lemma 8.3.4. Let (X, τ) be sequentially complete locally convex space, and
||·|| a norm on X such that the norm topology is stronger than τ . Then the
following are equivalent.

(a) The norm bounded sets equal the τ bounded sets.

(b) ||·|| is τ lower semi-continuous.

(c) The norm can be expressed as ||x|| = supx′∈Bτ |〈x, x
′〉|.

In all cases, the topology generated by ||·|| is the β(X,X ′τ ) topology and is
Banach. The norm can equivalently be written as

||x|| = sup
p∈N

p(x). (8.3.1)

Proof. We start with the proof of (a) to (b). De�ne the β(X,X ′τ ) continuous
norm |||x||| := supx′∈Bτ |〈x, x

′〉|. Note that |||·||| ≤ ||·|| by construction. It
follows that the ||·|| topology is stronger than the |||·||| topology, which is in
turn stronger than τ . The bounded sets of the two extremal topologies are
the same, so the ||·|| and the |||·||| bounded sets coincide. Thus, there is some
c ≥ 1 such that |||·||| ≤ ||·|| ≤ c |||·|||. But this means that ||·|| is β(X,X ′τ )
continuous, and thus τ lower semi-continuous.
Now assume (b), we prove (a). Because τ is weaker than the norm topol-
ogy, it follows that the norm topology has less bounded sets. On the
other hand, as the norm is τ lower semi-continuous, it is continuous for
the strong topology β(X,X ′τ ). Therefore, the strong topology has less
bounded sets than the norm topology. Because (X, τ) is sequentially com-
plete, the Banach-Mackey theorem, 20.11.(3) in Köthe [1969] shows that
the strongly bounded sets and the τ bounded sets coincide, which implies
(a).
(c) clearly implies (b) and (b) implies (c) by the Bipolar theorem.
(X, τ) is Banach by 18.4.(4) in Köthe [1969].
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The usefulness ofN becomes clear from the next three results. Intuitively,
the next two lemmas tell us that in the study of semigroups on these locally
convex spaces the collection N replaces the role that the norm plays for
semigroups on Banach spaces.

Lemma 8.3.5. Let (X, τ, ||·||) satisfy Condition B. Let I be some index set
and let (Tα)α∈I be (X, τ) to (X, τ) continuous operators. Then the following
are equivalent

(a) The family {Tα}α∈I is τ -equi-continuous and supα∈I ||Tα|| ≤M .

(b) For every p ∈ N , there is q ∈ N such that supα∈I p(Tαx) ≤Mq(x) for
all x ∈ X .

Furthermore, if the family {Tα}α∈I is τ -equi-continuous, then there exists
M ≥ 0 such that these properties hold.

Proof. The implication (b) to (a) follows from (8.3.1). For the proof of
(a) to (b), �x some semi-norm p ∈ N . Because the family {Tα}α∈I
is τ -equi-continuous, there is some continuous semi-norm q̂ such that
supα∈I p(Tαx) ≤ q̂(x). This implies that q(x) := M−1 supα∈I p(Tαx)
is τ -continuous. We conclude that q ∈ N by noting that

q(x) =
1

M
sup
α∈I

p(Tαx) ≤ 1

M
sup
α∈I
||Tαx|| ≤ ||x|| .

If the family {Tα}α∈I is τ -equi-continuous, it is τ -equi-bounded which
implies that there is someM ≥ 0 such that supα∈I ||Tα|| ≤M by Condition
B.

In particular, we have the following result.

Lemma 8.3.6. Let (X, τ, ||·||) satisfy Condition B and {T (t)}t≥0 be a semi-
group of continuous operators. Then the following are equivalent.

(a) {T (t)}t≥0 is locally equi-continuous.

(b) For every t ≥ 0 there exists M ≥ 1, such that for every p ∈ N there
exists q ∈ N such that for all x ∈ X

sup
s≤t

p(T (s)x) ≤Mq(x).

As a corollary, we obtain an exponential growth bound.
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Corollary 8.3.7. Let (X, τ, ||·||) satisfy Condition B. For a locally equi-
continuous semigroup {T (t)}t≥0, there is M ≥ 1 and ω ∈ R such that
for every T ≥ 0 and every p ∈ N there is a q ∈ N such that for all x ∈ X

sup
t≤T

e−ωtp(T (t)x) ≤Mq(x).

Proof. PickM ≥ 1 such that for every p ∈ N there exists q ∈ N such that

sup
t≤1

p(T (t)x) ≤Mq(x) (8.3.2)

for every x ∈ X . Without loss of generality, we can always choose q ∈ N
to dominate p. We use this property to construct an increasing sequence of
semi-norms in N .
Fix some p ∈ N and pick q0 ≥ p such that it satis�es the property in equa-
tion (8.3.2). Inductively, let qn+1 ∈ N be a semi-norm such that qn+1 ≥ qn
and supt≤1 qn+1(T (t)x) ≤ Mqn(x). Now let t ≥ 0. Express t = s + n
where n ∈ N and 0 ≤ s < 1, then it follows that

p(T (t)x) ≤Mq0(T (n)) ≤ · · · ≤Mn+1qn(x) ≤Met logMqn(x).

Settingω = logM , we obtain supt≤T e
−ωtp(T (t)x) ≤MqdT e(x) for every

x ∈ X .

This last result inspires the following de�nition, which is clearly analogous
to the situation for semigroups in Banach spaces.

De�nition 8.3.8. We say that a semigroup on a space (X, τ, ||·||) that sat-
is�es Condition B is of type (M,ω), M ≥ 1 and ω ∈ R, if for every p ∈ N
and T ≥ 0 there exists q ∈ N such that

sup
t≤T

e−ωtp(T (t)x) ≤Mq(x)

for all x ∈ X . We say that it is of type (M,ω)∗ if

sup
t≥0

e−ωtp(T (t)x) ≤Mq(x).

Furthermore, we de�ne the growth bound ω0 of {T (t)}t≥0 by

ω0 := inf {ω ∈ R | ∃M ≥ 1 such that {T (t)}t≥0 is of type (M,ω)} .
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It follows that if a semigroup is of type (M,ω) for some M and ω, then it
is locally equi-continuous. Furthermore, if it is of type (M,ω)∗ it is quasi
equi-continuous.

Condition (Convexity condition C). A locally convex space (X, τ) also
equipped with a norm ||·||, denoted by (X, τ, ||·||), satis�es Condition C if
(a) (X, τ) is sequentially complete.
(b) τ is weaker than the norm topology.
(c) Both topologies have the same bounded sets.
(d) N is countably convex.

We give some conditions that imply that N is countably convex. Inter-
estingly, the same spaces that are strong Mackey, if equipped with a suit-
able norm, also turn out to satisfy Condition C. The countable convexity
is equivalent to property (L), see Theorem 2.2 in Saxon and Sánchez Ruiz
[1997].
We say that a space (X, τ) is transseparable if for every open neighbour-
hood U of 0, there is a countable subset A ⊆ X such that A + U = X .
Note that a separable space is transseparable.

Proposition 8.3.9. Let (X, τ) be a sequentially complete locally convex
space that is also equipped with some norm ||·|| such that τ is weaker than
the norm topology and such that both topologies have the same bounded sets.
The set N is countably convex if either of the following hold

(a) τ+ = τ .

(b) (X, τ) is Mackey and (X ′τ , σ(X ′τ , X)) is locally complete.

(c) (X, τ) is transseparable and (X ′τ , σ(X ′τ , X)) is sequentially complete.

(d) τ equals the weak topology σ(X,X ′τ ) and (X ′τ , σ(X ′τ , X)) is locally
complete.

Furthermore, (b) holds for all three classes of spaces mentioned in Proposition
8.2.3.

Note that τ+ = τ is satis�ed if τ is sequential. This holds for example if
(X, τ) is Banach or Fréchet. Local completeness of (X ′τ , σ(X ′τ , X)) is im-
plied by sequential completeness of (X ′τ , σ(X ′τ , X)) [Carreras and Bonet,
1987, Corollary 5.1.8]. If (X ′τ , σ(X ′τ , X)) is locally complete, then (X, τ) is
called dual locally complete, Saxon and Sánchez Ruiz [1997].
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Proof of Proposition 8.3.9. Pick pn ∈ N and αn ≥ 0, such that
∑

n αn = 1.
De�ne p(·) =

∑
n αnpn(·). First of all, it is clear that p is a semi-norm.

Thus, we need to show that p is τ continuous.

Suppose that τ+ = τ . By Theorem 7.4 in Wilansky [1981] a sequentially
continuous semi-norm is continuous. Thus it is enough to show sequen-
tial continuity of p. This follows directly from the dominated convergence
theorem, as every pn is continuous and pn(·) ≤ ||·||.

For the proof of (b), (c) and (d), we need the explicit form of the semi-norms
in N given in Theorem 8.3.3. Recall that Bτ := {x′ ∈ (X, τ)′ | ||x′||′ ≤ 1}.
If q ∈ N , then there is an absolutely convex closed and equi-continuous
set S ⊆ B such that

q(·) = sup
x′∈S
|〈·, x′〉|.

We proceed with the proof of (b). The sequence of semi-norms pn are all
of the type described above. So let Sn be the equi-continuous subset ofBτ
that corresponds to pn. De�ne the set

S :=

{
lim
n→∞

n∑
i=1

αiui

∣∣∣∣∣ui ∈ Si

}
.

The dual local completeness of (E, τ) shows that these limits exists by The-
orem 2.3 in Saxon and Sánchez Ruiz [1997]. Under the stronger assumption
that (X ′τ , σ(X ′τ , X)) is sequentially complete this is obvious.
To �nish the proof of case (b), we prove two statements. The �rst one is
that p(x) = supx′∈S |〈x, x′〉|, the second is that S is τ equi-continuous.
Together these statements imply that p is τ continuous.

We start with the �rst statement. For every x ∈ X , there are x′n ∈ Sn such
that pn(x) = 〈x, x′n〉 by construction. Therefore,

p(x) =
∞∑
n=1

αn〈x, x′n〉 = 〈x,
∞∑
n=1

αnx
′
n〉 = sup

x′∈S
|〈x, x′〉|.

On the other hand,

sup
y′∈S
|〈x, y′〉| = sup

y′n∈Sn
n≥1

|〈x,
∞∑
n=1

αny
′
n〉|

≤
∞∑
n=1

αn sup
y′n∈Sn

|〈x, y′n〉| ≤ p(x).
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Combining these statements, we see that p(x) = supx′∈S |〈x, x′〉|.

We prove the equi-continuity of S. Consider Sn equipped with the
restriction of the σ(X ′τ , X) topology. De�ne the product space P :=∏∞
n=1 Sn and equip it with the product topology. Because every closed

equi-continuous set is σ(X ′τ , X) compact by the Bourbaki-Alaoglu theo-
rem [Köthe, 1969, 20.9.(4)], P is also compact.
Let φ : P → S be the map de�ned by φ({x′n}n≥1) =

∑
n≥1 αnx

′
n. Clearly,

φ is surjective. We prove that φ is continuous. Let β 7→ {x′β,n}n≥1 be a
net converging to {x′n}n≥1 in P . Fix ε > 0 and f ∈ X . Now let N be
large enough such that

∑
n>N αn <

1
4||f ||ε and pick β0 such that for every

β ≥ β0 we have
∑

n≤N |〈f, x′β,n − x′n〉| ≤
1
2ε. Then, it follows for β ≥ β0

that ∣∣φ({x′β,n}n≥1)− φ({x′n}n≥1)
∣∣

≤
∑
n≤N

αn|〈f, x′β,n − x′n〉|+
∑
n>N

αn|〈f, x′β,n − x′n〉|

≤ 1

2
ε+

∑
n>N

αn ||f ||
∣∣∣∣x′β,n − x′n∣∣∣∣′

≤ 1

2
ε+ 2 ||f || 1

4 ||f ||
ε

= ε,

where we use in line four that all x′β,n and x′n are elements of Bτ . As a
consequence, S, as the continuous image of a compact set, is σ(X ′τ , X)
compact. S is also absolutely convex, as it is the image under an a�ne
map of an absolutely convex set. Because (X, τ) is Mackey, this yields that
S is equi-continuous, which in turn implies that p is τ continuous.

The proof of (d) follows immediately from the proof of (b) as the set S is a
singleton and is thus weakly equi-continuous for trivial reasons.

The proof of (c) follows along the lines of the proof of (b). The proof changes
slightly as we can not use that a σ(X ′τ , X) compact set is equi-continuous.
We replace this by using transseparability. We adapt the proof of (b).
Because (X, τ) is transseparable, the σ(X ′τ , X) topology restricted to Sn

is metrisable by Lemma 1 in P�ster [1976]. This implies that the product
space P :=

∏∞
n=1 Sn with the product topology T is metrisable.

By 34.11.(2) in Köthe [1979], we obtain that S, as the continuous image
of a metrisable compact set, is metrisable. The equi-continuity of S now
follows from corollaries of Kalton’s closed graph theorem, see Theorem 2.4
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and Theorem 2.6 in Kalton [1971] or 34.11.(6) and 34.11.(9) in Köthe [1979].
Note that we need the weak sequential completeness of the dual space for
the closed graph theorem.

We show that that the spaces mentioned in Proposition 8.2.3 satisfy (b). If
(X, τ) is Mackey and X ′ = X+, then τ+ = τ by Theorem 7.4 and Corol-
lary 7.5 in Wilansky [1981]. A sequentially complete bornological space
is barrelled, so to complete the proof, we only need to consider barrelled
spaces. The topology of a barrelled space coincides with the strong topol-
ogy, therefore a weak Cauchy sequence in X ′τ is equi-continuous and thus
has a weak limit [Treves, 1967, Proposition 32.4].

8.4 infinitesimal properties of semigroups

We now start with studying the in�nitesimal properties of a semigroup. Be-
sides the local equi-continuity which we assumed for all results in previous
section, we will now also assume strong continuity.
We directly state the following weaker form of Proposition 8.2.4 for later
reference.

Lemma 8.4.1. Let {T (t)}t≥0 be a locally equi-continuous semigroup on a
locally convex space (X, τ). Then the following are equivalent.

(a) {T (t)}t≥0 is strongly continuous.

(b) There is a dense subsetD ⊆ X such that limt↓0 T (t)x = x for all x ∈ X .

The generator (A,D(A)) of a SCLE semigroup {T (t)}t≥0 on a locally con-
vex space (X, τ) is the linear operator de�ned by

Ax := lim
t↓0

T (t)x− x
t

for x in the set

D(A) :=

{
x ∈ X

∣∣∣∣ limt↓0 T (t)x− x
t

exists
}
.

We say that (A,D(A)) is closed if {(x,Ax) |x ∈ D(A)} is closed in the
product space X × X with the product topology. We say that D is a core
for (A,D(A)), if the closure of {(x,Ax) |x ∈ D} in the product space is
{(x,Ax) |x ∈ D(A)}. We say that the operator (B,D(B)) is closable, if
the closure of the graph of B is the graph of an operator. We will denote
this operator by (B,D(B)) and call B the closure of B.
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As in the Banach space setting, see Lemma 2.1.3, the generator (A,D(A))
satis�es the following well known properties. The proofs can be found for
example as Propositions 1.2, 1.3 and 1.4 in Kōmura [1968].

Lemma 8.4.2. Let (X, τ) be a locally convex space. For the generator
(A,D(A)) of a SCLE semigroup {T (t)}t≥0, we have

(a) D(A) is closed and dense in X .

(b) For x ∈ D(A), we have T (t)x ∈ D(A) for every t ≥ 0 and d
dtT (t)x =

T (t)Ax = AT (t)x.

(c) For x ∈ X and t ≥ 0, we have
∫ t

0 T (s)xds ∈ D(A).

(d) For t ≥ 0, we have

T (t)x− x = A

∫ t

0
T (s)xds if x ∈ X

=

∫ t

0
T (s)Axds if x ∈ D(A).

The integral in (d) should be understood as a τ Riemann integral. This is
possible due to the strong continuity and the local-equi continuity of the
semigroup. The proof of the next useful result follows by the obvious gen-
eralisation of the proofs of Propositions II.1.7 and II.1.8 in Engel and Nagel
[2000].

Proposition 8.4.3. Let (X, τ, ||·||) satisfy Condition C. Let {T (t)}t≥0 be a
SCLE semigroup with generator (A,D(A)). If D ⊂ D(A) is dense in (X, τ)
and if D is invariant under the semigroup, then D is a core for (A,D(A)).
Consequentially, D(A∞) is dense in (X, τ).

We will now introduce the resolvent of A. The notation in this section is
slightly di�erent to the notation in the rest of the Thesis. This is because the
literature on semigroup theory has a di�erent de�nition for the resolvent
as the literature on Markov processes.
De�ne the resolvent set of (A,D(A)) by ρ(A) :=
{λ ∈ C |1− λA is bijective} and for λ ∈ ρ(A) the resolvent
R(λ,A) = (1− λA)−1.

Proposition 8.4.4. Let (X, τ, ||·||) satisfy Condition C. Let {T (t)}t≥0 be a
SCLE semigroup with growth bound ω0.

(a) If λ ∈ C is such that the improper Riemann-integral

R(λ)x :=

∫ ∞
0

e−λtT (t)xdt
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exists for every x ∈ X , then λ ∈ ρ(A) and R(λ,A) = R(λ).

(b) Suppose that the semigroup is of type (M,ω). We have for every λ ∈ C
such that Reλ > ω and x ∈ X that

R(λ)x :=

∫ ∞
0

e−λtT (t)x dt

exists as an improper Riemann integral. Furthermore, λ ∈ ρ(A).

(c) If Reλ > ω0, then λ ∈ ρ(A).

Proof. The proof of the �rst item is standard. We give the proof of (b) for
completeness. Let λ be such that Reλ > ω. First, for every a > 0 the inte-
gralRa(λ)x :=

∫ a
0 e
−λtT (t)xdt exists as a τ Riemann integral by the local

equi-continuity of {T (t)}t≥0 and the sequential completeness of (X, τ).
The sequence n 7→ Rn(λ)x is a τ Cauchy sequence for every x ∈ X ,
because for every semi-norm p ∈ N and m > n ∈ N there exists a semi-
norm q ∈ N such that

p (Rm(λ)x−Rn(λ)x) ≤ p
(∫ m

n
e−tλT (t)xdt

)
≤ p

(∫ m

n
e−t(λ−ω)e−ωtT (t)xdt

)
≤Mq(x)

∫ m

n
e−t(Reλ−ω)dt

≤M ||x|| e
−λm − e−λn

Reλ− ω
.

Therefore, n 7→ Rn(λ)x converges by the sequential completeness of
(X, τ). (c) follows directly from (a) and (b).

We have shown that if Reλ > ω0, then λ ∈ ρ(A). We can say a lot more.

Theorem 8.4.5. Let (X, τ, ||·||) satisfy Condition C. Let {T (t)}t≥0 be a SCLE
semigroup of growth bound ω0. For λ > ω0,R(λ,A) is a τ continuous linear
map. Furthermore, if {T (t)}t≥0 is of type (M,ω), then there exists for every
λ0 > ω0 and semi-norm p ∈ N a semi-norm q ∈ N such that

sup
Reλ≥λ0

sup
n≥0

(Reλ− ω)np ((nR(nλ))n x) ≤Mq(x) (8.4.1)

for every x ∈ X . If {T (t)}t≥0 is of type (M,ω)∗, then the last statement can
be strengthened to

sup
Reλ>ω

sup
n≥0

(Reλ− ω)np ((nR(nλ))n x) ≤Mq(x).
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The proof of the proposition directly yields the following corollary.

Corollary 8.4.6. Let (X, τ, ||·||) satisfy Condition C. Let I be some index
set. Let {Tα(t)}t≥0,α∈I be a collection of SCLE semigroups with generators
(Aα,D(Aα)) that satisfy the following stability condition. Suppose there is
someM ≥ 1 such that for every T ≥ 0 and p ∈ N there exists q ∈ N such
that

sup
t≤T

e−ωtp (Tα(t)x) ≤Mq (x) (8.4.2)

for all x ∈ X . Then, we have

sup
α∈I

sup
Reλ≥λ0

sup
n≥0

(Reλ− ω)np ((nR(nλ,Aα))n x) ≤Mq(x)

for every x ∈ X .

For the proof of Theorem 8.4.5, we will make use of Cherno�’s bound and
the probabilistic concept of stochastic domination. A short explanation and
some basic results are given in Appendix 8.10.

Proof of Theorem 8.4.5. In the proof, we will write dse for the smallest in-
teger n ≥ s. Clearly, the τ continuity of R(λ,A) follows directly from
the result in equation (8.4.1), so we will start to prove (8.4.1). Without loss
of generality, we can rescale and prove the result for a semigroup of type
(M, 0).

Let λ0 > 0. Fix some semi-norm p ∈ N . By the local equi-continuity of
{T (t)}t≥0, we can �nd semi-norms qn ∈ N , increasing in n, such that
sups≤n p(T (s)x) ≤Mqn(x).
By iterating the representation of the resolvent given in Proposition 8.4.4,
we see

(nReλR(nλ))n x =

∫ ∞
0

(nReλ)nsn−1

(n− 1)!
e−snλT (s)xds,

which implies

p ((nReλR(nλ))n x) ≤M
∫ ∞

0

(nReλ)nsn−1

(n− 1)!
e−snReλqdse(x)ds

for every x ∈ X . On the right hand side, we have the semi-norm

qn,Reλ :=

∫ ∞
0

(nReλ)nsn−1

(n− 1)!
e−snReλqdseds
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in N by the countable convexity of N and the fact that we integrate with
respect to a probability measure. We denote this measure on [0,∞) by

µn,Reλ(ds) =
(nReλ)nsn−1

(n− 1)!
e−snReλds,

and with Bn,Reλ a random variable with this distribution. As a conse-
quence, we have the following equivalent de�nitions:

qn,Reλ =

∫ ∞
0

qdseµn,Reλ(ds) = E
[
qdBn,Reλe

]
.

To show equi-continuity of (nReλ)nR(λn)n, we need to �nd one semi-
norm q ∈ N that dominates all qn,Reλ for n ≥ 0 and Reλ ≥ λ0. Because
s 7→ qdse(x) is an increasing and bounded function for every x ∈ X , the
result follows from Lemma 8.10.2, if we can �nd a random variable Y that
stochastically dominates all Bn,Reλ.
In other words, we need to �nd a random variable that dominates the tail of
the distribution of all Bn,Reλ. To study the tails, we use Cherno�’s bound,
Proposition 8.10.4.

Let g(s, α, β) := βαsα−1

Γ(α) e−βs, s ≥ 0, α, β > 0 be the density
with respect to the Lebesgue measure of a Gamma(α, β) random vari-
able. Thus, we see that Bn,Reλ has a Gamma(n, nReλ) distribution.
A Gamma(n, nReλ) random variable, can be obtained as the n-fold
convolution of Gamma(1, nReλ) random variables, i.e. exponential ran-
dom variables with parameter nReλ. Probabilistically, this means that a
Gamma(n, nReλ) can be written as the sum of n independent exponential
random variables with parameter nReλ. An exponential random variable
η that is Exp(β) distributed has the property that 1

nη is Exp(nβ) distributed.
Therefore, we obtain that Bn,Reλ = 1

n

∑n
i=1Xi,Reλ where {Xi,β}i≥1 are

independent copies of an Exp(β) random variable Xβ .
This implies that we are in a position to use a Cherno� bound to control
the tail probabilities of the Bn,Reλ. An elementary calculation shows that
for 0 < θ < (Reλ), we have E[eθXReλ ] = Reλ

Reλ−θ . Evaluating the in�mum
in Cherno�’s bound yields for c ≥ (Reλ)−1 that

P[Bn,Reλ > c] < e−n(cReλ−1−log cReλ).

De�ne the non-negative function

φ : [λ−1
0 ,∞)× [λ0,∞)→ [0,∞)

(c, α) 7→ cα− 1− log cα
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so that for c ≥ λ−1
0 and λ such that Reλ ≥ λ0 we have

P[Bn,Reλ > c] < e−nφ(c,Reλ). (8.4.3)

We use this result to �nd a random variable that stochastically dominates
all Bn,Reλ for n ∈ N and Reλ ≥ λ0. De�ne the random variable Y on
[λ−1

0 ,∞) by setting P[Y > c] = exp{−φ(c, λ0)}.
First note that for �xed c ≥ λ−1

0 , the function α 7→ φ(c, α) is increasing.
Also note that φ ≥ 0. Therefore, it follows by (8.4.3) that for λ such that
Reλ ≥ λ0 and c ≥ λ−1

0 , we have

P[Bn,Reλ > c] < e−nφ(c,Reλ) ≤ e−φ(c,Reλ) ≤ e−φ(c,λ0) = P[Y > c].

For 0 ≤ c ≤ λ−1
0 , P[Y > c] = 1 by de�nition, so clearly P[Bn,Reλ > c] ≤

P[Y > c]. Combining these two statements gives Y � Bn,Reλ for n ≥ 1
and λ such that Reλ ≥ λ0. This implies by Lemma 8.10.2 that

p ((nReλR(nλ))n x) ≤ E
[
qdBn,Reλe(x)

]
≤ E

[
qdY e(x)

]
=: q(x).

By the countable convexity of N , q is continuous and in N , which proves
the second statement of the theorem.

The strengthening to the case where the semigroup is of type (M,ω)∗ is
obvious, as it is su�cient to consider just one semi-norm q ∈ N for every
p ∈ N .

8.5 generation results

The goal of this section is to prove a Hille-Yosida result for locally equi-
continuous semigroups. First, we start with a basic generation result for
the semigroup generated by a continuous linear operator.

Lemma 8.5.1. Let (X, τ, ||·||) satisfy Condition C. Suppose we have some
τ continuous and linear operator G : X → X . Then G generates a SCLE
semigroup de�ned by

S(t)x :=
∑
k≥0

tkGkx

k!
. (8.5.1)

Proof. First, we show that the in�nite sum in equation (8.5.1) is well de�ned.
Because τ is weaker than the norm-topology, it is su�cient to prove that
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the sum exists as a norm limit. By Condition C and Lemma 8.3.4, (X, ||·||)
is a Banach space. Therefore, we need to show for some �xed t ≥ 0 and
x ∈ X that the sequence yn =

∑n
k=0

tkGkx
k! is Cauchy for ||·||. Note that as

G is τ continuous, it is also norm continuous. Suppose that n ≥ m, then
we have

||yn − ym|| ≤
∑

m<k≤n

tk

k!
||G||k ||x||

≤ ||x||
∑
k>m

tk

k!
||G||k .

which can be made arbitrarily small by choosing m large.

We proceed with showing that the τ continuous operators Sn(t) : X → X

de�ned for x ∈ X by Sn(t)x :=
∑n

k=0
tkGkx
k! are equi-continuous. As in

the proof of Lemma 8.3.5, the fact that G is τ continuous implies that for
every p ∈ N , there exists q ∈ N such that p(Gx) ≤ ||G|| q(x) for all x ∈ X .
Use this method to construct for a given p ∈ N an increasing sequence of
semi-norms qn ∈ N , q0 := p, such that qn(Gx) ≤ ||G|| qn+1(x) for every
n ≥ 0 and x ∈ X . As a consequence, we obtain

p(Sn(t)x) = p

(
n∑
k=0

tkGkx

k!

)
≤

n∑
k=0

tk

k!
p(Gkx)

≤
∑
k≥0

tk

k!
p(Gkx)

≤ et||G||
∑
k≥0

(||G|| t)k

k!
e−t||G||qk(x)

≤ et||G||qt(x),

where

qt(x) :=
∑
k≥0

(||G|| t)k

k!
e−t||G||qk(x)

is a continuous semi-norm in N by Condition C (d). The semi-norm qt is
independent of n which implies that {Sn(t)}n≥1 is τ equi-continuous. It
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follows that S(t) is τ continuous: pick a net xα in X that converges to
x ∈ X with respect to τ . Let p ∈ N , then

p (S(t)xα − S(t)x)

≤ p (S(t)xα − Sn(t)xα) + p (Sn(t)xα − Sn(t)x)

+ p (Sn(t)x− S(t)xα)

≤ p (S(t)xα − Sn(t)xα) + qt (xα − x) + p (Sn(t)x− S(t)xα) .

By �rst choosingα, and thenn large enough, we see p (S(t)xα − S(t)x)→
0.
By stochastic domination of Poisson random variables, Lemmas 8.10.2 and
8.10.3, it follows that for t ≤ T , we have that

sup
t≤T

e−t||G||p(S(t)x) ≤ sup
t≤T

qt(x) = qT (x).

To prove strong continuity, it su�ces to check that limt↓0 S(t)x = x for
every x ∈ X by Lemma 8.4.1. To that end again consider p ∈ N , we see

p(S(t)x− x) = p

∑
k≥0

tkGkx

k!
− x

 ≤∑
k≥0

tk

k!
p(Gkx− x).

Note that the �rst order term vanishes. Therefore, the Dominated conver-
gence theorem implies that the limit is 0 as t ↓ 0.

In the proof of the Hille-Yosida theorem on Banach spaces, the semigroup
is constructed as the limit of semigroups generated by the Yosida approxi-
mants. In the locally convex context, we need to take special care of equi-
continuity of the approximating semigroups.
Suppose we would like to generate a locally equi-continuous semigroup
etA for some operator operator (A,D(A)).
The next lemma will yield joint local equi-continuity of the semigroups gen-
erated by the Yosida approximants by taking Hn = nR(n,A). We prove a
more general version, as it will also be used for the proof of Theorem 8.7.1.
We write dze for the smallest integer n such that n ≥ z.

Lemma 8.5.2. Let (X, τ) satisfy Condition C and let I be some index set.
Furthermore, let φ : I → R+ be some function. Let {Hα}α∈I be a family of
operators in L(X, τ) such that for every p ∈ N there exists q ∈ N such that

sup
α∈I

sup
k≤dφ(α)e

p(Hk
αx) ≤ q(x) (8.5.2)
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for all x ∈ X . Then, the semigroups et(φ(α)Hα−φ(α)) are jointly locally equi-
continuous.

Proof. By Lemma 8.5.1, we can de�ne the semigroups Sα(t) :=
et(φ(α)Hα−φ(α)). We see that

Sα(t)x :=
∑
k≥0

(tφ(α))kHk
αx

k!
e−tφ(α),

which intuitively corresponds to taking the expectation of k 7→ Hk
αx under

the law of a Poisson random variable with parameter tφ(α). We exploit
this point of view, to show equi-continuity of the family {Sα(t)}t≤T,α∈I
for some arbitrary �xed time T ≥ 0.
Forµ ≥ 0, let the random variableZµ have a Poisson(µ) distribution and for
t ≥ 0 and α ∈ I let Bα,t := dZtφ(α)

dφ(α)ee. In other words, the random variable
Bα,t is obtained from Ztφ(α) as follows: 0 is mapped to 0, and the values
{ldφ(α)e+k}φ(α)

k=1 are mapped to l+ 1. Fix some α and let n = dφ(α)e. Fix
a semi-norm p ∈ N , and use equation (8.5.2), to construct an increasing
sequence of semi-norms in N : q0 = p, q1, . . . such that every pair ql, ql+1

satis�es the relation in (8.5.2). As a consequence, we obtain

p(Sα(t))

≤ p

∑
k≥0

(tφ(α))kHk
αx

k!
e−tφ(α)


≤ p(x)e−tφ(α) +

∑
l≥0

n∑
k=1

(nt)nl+k

(nl + k)!
e−tφ(α)p

(
Hnl+k
α x

)
≤ q0(x)e−tφ(α) +

∑
l≥0

n∑
k=1

(nt)nl+k

(nl + k)!
e−tφ(α)ql+1(x)

= P[Bα,t = 0]q0(x) +
∑
l≥0

P[Bα,t = l + 1]ql+1(x)

= E
[
qBα,t(x)

]
.

(8.5.3)

We see that, as in the proof of the second property in Theorem 8.4.5, we
are done if we can �nd a random variable Y that stochastically dominates
all Bα,t for α ∈ I and t ≤ T .
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Again for some �xed α, we calculate the tail probabilities of Bα,t in the
case that t > 0. If t = 0, all tail probabilities are 0. Recall that we write
n = dφ(α)e. By de�nition and Lemma 8.10.3,

P[Bα,t > k] = P
[

1

n
Ztφ(α) > k

]
≤ P

[
1

n
Znt > k

]
.

Because Znt is Poisson(nt) distributed, we can write it as Znt =
∑n

i=1Xi

where {Xi}i≥0 are independent and Poisson(t) distributed. This implies
that we can apply Cherno�’s bound to 1

nZnt, see Proposition 8.10.4. First
of all, for all θ ∈ R, we have E

[
eθX

]
= exp{t(eθ − 1)}. Evaluating the

in�mum in Cherno�’s bound for k ≥ dT e, T ≥ t yields

P[Bα,t > k] ≤ P
[

1

n
Znt > k

]
< e−n(k log k

t
−k+t).

De�ne the function

φ : [dT e,∞)× (0, T ]→ [0,∞)

(a, b) 7→ a log
a

b
− a+ b,

so that for k ≥ dT e, T ≥ t, we have P[Bα,t > k] < e−nφ(k,t).
We de�ne a new random variable Y on {n ∈ N |n ≥ dT e} by putting
P[Y = dT e] = 1 − e−φ(dT e,T ), and for k ≥ dT e: P[Y > k] = e−φ(k,T ), or
stated equivalently P[Y = k+ 1] = e−φ(k,T )− e−φ(k+1,T ). In other words,
we construct Y so that the tail variables agree with e−φ(k,T ).
For k < dT e, we have by de�nition that P[Y > k] ≥ P[Bα,t > k] as the
probability on the left is 1. For k ≥ dT e, an elementary computation shows
that for t ≤ T the function φk(t) := φ(k, t) is decreasing in t. This implies
that

P[Bα,t > k] ≤ e−nφ(k,t) ≤ e−φ(k,t) ≤ e−φ(k,T ) = P[Y > k].

In other words, as α was arbitrary, we see Y � Bα,t for all α ∈ I and
0 < t ≤ T . For the remaining cases, where t = 0, the result is clear as
Bα,t = 0 with probability 1. By Lemma 8.10.2 and equation (8.5.3), we
obtain that

p(Sα(t)) ≤ E
[
qBα,t(x)

]
≤ E [qY (x)] =: q(x).

For the second inequality, we use that Y stochastically dominates Xα,t

for all α ∈ I and t ≤ T . The semi-norm q(x) is in N by the count-
able convexity of N . We conclude that the family {Sα(t)}t≤T,α∈I is equi-
continuous.
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Lemma 8.5.3. Let (X, τ, ||·||) satisfy Condition C. Let (A,D(A)) be a closed,
densely de�ned operator such that there exists an ω ∈ R such that (ω,∞) ⊆
ρ(A) and such that for every λ0 > ω and semi-norm p ∈ N , there is a
continuous semi-norm q such that supλ≥λ0

p((λ − ω)R(λ)x) ≤ q(x) for
every x ∈ X . As λ→∞, we have

(a) λR(λ)x→ x for every x ∈ X ,

(b) λAR(λ)x = λR(λ)Ax→ Ax for every x ∈ D(A).

The lemma can be proven as in the Banach space case [Engel and Nagel,
2000, Lemma II.3.4]. We have now developed enough machinery to prove
a Hille-Yosida type theorem which resembles the equivalence between (a)
and (b) of Theorem 16 in Kühnemund [2003].
Theorem 8.5.4. Let (X, τ, ||·||) satisfy Condition C. For a linear operator
(A,D(A)) on (X, τ), the following are equivalent.

(a) (A,D(A)) generates a SCLE semigroup of type (M,ω).

(b) (A,D(A)) is closed, densely de�ned and there exists ω ∈ R andM ≥ 1
such that for every λ > ω one has λ ∈ ρ(A) and for every semi-norm
p ∈ N and λ0 > ω there exists a semi-norm q ∈ N such that for all
x ∈ X one has

sup
n≥1

sup
λ≥λ0

p ((n(λ− ω)R(nλ))n x) ≤Mq(x). (8.5.4)

(c) (A,D(A)) is closed, densely de�ned and there exists ω ∈ R andM ≥ 1
such that for every λ ∈ C satisfying Reλ > ω, one has λ ∈ ρ(A) and
for every semi-norm p ∈ N and λ0 > ω there exists a semi-norm q ∈ N
such that for all x ∈ X and n ∈ N

sup
n≥1

sup
Reλ≥λ0

p ((n(Reλ− ω)R(nλ))n x) ≤Mq(x).

Remark 8.5.5. We will refer to the estimate in equation (8.5.4) as the Hille-
Yosida estimate.

By a simpli�cation of the arguments, or arguing as in Section IX.7 in Yosida
[1978], we can also give a necessary and su�cient condition for the gen-
eration of a quasi equi-continuous semigroup of type (M,ω)∗, which cor-
responds with the result obtained in Theorem 8.4.5. Theorem 3.5 in Kunze
[2009] states a similar result.
Suppose we have a semigroup of type (M,ω) and let ω′ > ω. Equation
(8.5.4) yields

sup
n≥1

sup
λ>ω′

p
((
n(λ− ω′)R(nλ)

)n
x
)
≤Mq(x) (8.5.5)
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which implies that the semigroup is of type (M,ω′)∗. We state this as a
corollary.

Corollary 8.5.6. Suppose that (X, τ, ||·||) satis�es Condition C. If a semi-
group is of type (M,ω), then it is of type (M,ω′)∗ for all ω′ > ω.

As Equation (8.5.4) implies (8.5.5), it is su�cient, for the construction of
a semigroup, to use the weaker result as in Kunze [2009]. However, one
obtains that the semigroup is of type (M,ω′) for ω′ > ω, which does not
give any control if the semigroup is rescaled by e−ωt. A semigroup that is
of type (M ′, ω′) for all ω′ > ω is not necessarily of type (M,ω) for any
M ≥M ′ as is shown in Example I.5.7(ii) in Engel and Nagel [2000].
The proof of the Hille-Yosida theorem stated here, however, gives explicit
control on the semigroup rescaled by e−ωt via the construction in Lemma
8.5.2 and gives a result as strong as the equivalence of (a) and (b) of Theorem
16 in Kühnemund [2003].

Proof of Theorem 8.5.4. (a) to (c) is the content of Theorem 8.4.5 and (c) to
(b) is clear. So we need to prove (b) to (a).

First note that we can always assume that ω = 0 by a suitable rescaling.
We start by proving the result for ω = 0 and M = 1. We follow the lines
of the proof of the Hille-Yosida theorem for Banach spaces in [Engel and
Nagel, 2000, Theorem II.3.5].
De�ne for every n ∈ N \ {0} the Yosida approximants

An := nAR(n) = n2R(n)− n1.

These operators commute and for every n An satis�es the condition in
Lemma 8.5.1. Furthermore, we can apply Lemma 8.5.2 to the operators
Hn = nR(n). Note that Equation (8.5.2) is satis�ed as a consequence of
Equation (8.5.4), as the latter implies

sup
k

sup
λ∈{n

k
|n≥k}

p
(

(λkR(λk))kx
)
≤ q(x)

for all x, which in turn can be rewritten to

sup
n

sup
k≤n

p
(

(nR(n))kx
)
≤ q(x)

for all x ∈ X . Hence, we obtain that the operators An generate jointly
locally equi-continuous strongly continuous commuting semigroups t 7→
Tn(t) of type (1, 0). We show that there exists a limiting semigroup.
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Let x ∈ D(A) and t ≥ 0, the fundamental theorem of calculus applied to
s 7→ Tm(t− s)Tn(s)x for s ≤ t, yields

Tn(t)x− Tm(t)x =

∫ t

0
Tm(t− s) (An −Am)Tn(s)xds

=

∫ t

0
Tm(t− s)Tn(s) (Anx−Amx) ds.

By Lemma 8.5.2, we obtain that for every semi-norm p ∈ N there exists
q ∈ N such that

p(Tn(t)x− Tm(t)x) ≤ tq(Anx−Amx). (8.5.6)

Hence, for x ∈ D(A) the sequence n 7→ Tn(s)x is τ -Cauchy uniformly for
s ≤ t by Lemma 8.5.3 (b). The joint local equi-continuity of {Tn(t)}t≥0,n≥1

implies that this property extends to all x ∈ X .
De�ne the point-wise limit of this sequence by T (s)x := limn Tn(s)x. This
directly yields that the family {T (s)}s≤t is equi-continuous, because it is
contained in the closure of an equi-continuous set of operators, Proposition
32.4 in Treves [1967]. Consequently, this shows that {T (t)}t≥0 is a locally
equi-continuous set of operators of type (1, 0).

The family of operators {T (t)}t≥0 is a semigroup, because it is the point-
wise limit of the semigroups {Tn(t)}t≥0. We show that it is strongly con-
tinuous by using Lemma 8.4.1. Let p ∈ N and x ∈ D(A), then for every
n:

p(T (t)x− x) ≤ p(T (t)x− Tn(t)x) + p(Tn(t)x− x).

Because p(T (t)x− Tn(t)x)→ 0, uniformly for t ≤ 1, we can �rst choose
n large to make the �rst term on the right hand side small, and then t small,
to make the second term on the right hand side small.

We still need to prove that the semigroup {T (t)}t≥0 has generator
(A,D(A)). Denote with (B,D(B)) the generator of {T (t)}t≥0. For x ∈
D(A), we have for a continuous semi-norm p that

p

(
T (t)x− x

t
−Ax

)
≤ p

(
T (t)x− Tn(t)x

t

)
+ p

(
Tn(t)x− x

t
−Anx

)
+ p(Anx− Ax),
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for some continuous semi-norm q. By repeating the argument that led to
(8.5.6), we can rewrite the �rst term on the second line to obtain

p

(
T (t)x− x

t
−Ax

)
≤ q (Ax−Anx) + p

(
Tn(t)x− x

t
−Anx

)
+ p(Anx−Ax).

By �rst choosing n large and then t small, we see that x ∈ D(B) and
Bx = Ax. In other words, (B,D(B)) extends (A,D(A)).
For λ > 0, we know that λ ∈ ρ(A), so λ − A : D(A) → X is bijective.
Because B generates a semigroup of type (1, 0), we also have that λ−B :
D(B)→ X is bijective. ButB extendsA, which implies that (A,D(A)) =
(B,D(B)).

We extend the result for general M ≥ 1. The strategy is to de�ne a
norm on X that is equivalent to ||·|| for which the semigroup that we
want to construct is (1, 0) bounded. Equations (8.3.1) and (8.5.4) imply that
||µnR(µ)n|| ≤M . De�ne

||x||µ := sup
n≥0
||µnR(µ)nx||

and then de�ne |||x||| := supµ>0 ||x||µ. This norm has the property that
||x|| ≤ |||x||| ≤ M ||x|| and |||λR(λ)||| ≤ 1 for every λ > 0, see the proof
of Theorem II.3.8 in Engel and Nagel [2000]. Use this norm to de�ne a new
set of continuous semi-norms as in De�nition 8.3.1 by

N ∗ := {p | p is a τ continuous semi-norm such that p(·) ≤ |||·|||}.

As a consequence of |||λR(λ)||| ≤ 1 and the τ continuity of λR(λ), we
obtain that for every p ∈ N ∗ there exists q ∈ N ∗ such that p(λR(λ)x) ≤
q(x) for every x ∈ X . Likewise, we obtain for every λ0 > 0 that for every
p ∈ N ∗ there exists q ∈ N ∗ such that

sup
λ≥λ0

sup
n≥1

p ((nλR(nλ))nx) ≤ q(x).

This means that we can use the �rst part of the proof to construct a SCLE
semigroup {T (t)}t≥0 that has bound (1, 0) with respect to N ∗.
Let T ≥ 0. Pick a semi-norm p ∈ N . It follows that p ∈ N ∗, so there exists
a q ∈ N ∗ such that supt≤T p(T (t)x) ≤ q(x) for all x ∈ X .
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Because |||·||| ≤ M ||·||, it follows that N ∗ is a subset of MN which implies
that q̂ := 1

M q ∈ N . We obtain supt≤T p(T (t)x) ≤Mq̂(x) for all x ∈ X .
In other words, A generates a SCLE semigroup {T (t)}t≥0 of type (M, 0).

8.6 approximation results

Our next goal is to prove the Trotter-Kato-Approximation theorems. We
follow the approach taken in Engel and Nagel [2000], and specify where
the methods need to be adapted to the setting of locally convex setting. We
start by introducing pseudo-resolvents and state a number of well known
results.

8.6.1 Pseudo-resolvents

Let Λ ⊂ C, and consider operators J(λ) ∈ L(X, τ) for λ ∈ Λ. The family
{J(λ)}λ∈Λ is called a pseudo-resolvent if it satis�es the resolvent equation

J(λ)− J(µ) = (µ− λ)J(λ)J(µ) (8.6.1)

for λ, µ ∈ Λ. We give a number of basic results for pseudo-resolvents.

Proposition 8.6.1. Let (X, τ, ||·||) satisfy Condition C. Let {Tn(t)}t≥0,n∈N
be SCLE semigroups with generators (An,D(An)). Suppose the following sta-
bility condition is satis�ed. For every T ≥ 0 and p ∈ N there exists q ∈ N
such that

sup
t≤T

p (Tn(t)x) ≤ q (x) for all x ∈ X.

Assume that for some λ0 > 0 the limit limn→∞R(λ0, An)x exists for every
x ∈ X . Then, the limit R(λ)x := limnR(λ,An)x exists for all λ > 0 and
de�nes a pseudo-resolvent that satis�es the Hille-Yosida estimate in equation
(8.5.4) with withM = 1 and ω = 0.

Proof. The existence of the limit R(λ)x := limnR(λ,An)x for all λ such
that Reλ > 0 follows as in the proof of Proposition III.4.4 in Engel
and Nagel [2000]. The result of Corollary 8.4.6 and the convergence of
R(λ,An)x to R(λ) yields directly that R(λ) satis�es the Hille-Yosida esti-
mate, equation (8.5.4).
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The next three results also follow as in the Banach space case and do not
need the assumption that (X, τ, ||·||) satis�es Condition C. For proofs see
Section III.4.a in Engel and Nagel [2000].

Lemma 8.6.2. Let {J(λ) |λ ∈ Λ} be a pseudo-resolvent on (X, τ). For
λ, µ ∈ Λ, we have J(λ)J(µ) = J(µ)J(λ), ker J(λ) = ker J(µ), and
rg J(λ) = rg J(µ).

Proposition 8.6.3. Let {J(λ) |λ ∈ Λ} be a pseudo-resolvent. The following
are equivalent:

(a) ker J(λ0) = {0} and rg J(λ0) = X for some λ0 ∈ Λ,

(b) ker J(λ) = {0} and rg J(λ) = X for all λ ∈ Λ,

(c) there exists a closed densely de�ned operator (A,D(A)) such that Λ ⊂
ρτ (A) and J(λ) = R(λ,A).

The next corollary follows as Corollary III.4.7 in Engel and Nagel [2000].

Corollary 8.6.4. Let {J(λ) |λ ∈ Λ} be a pseudo-resolvent. If there is an
unbounded sequence {λn}n≥1 ⊂ Λ such that limn λnJ(λn)x = x for all
x ∈ X , then {J(λ) |λ ∈ Λ} is the resolvent of a closed densely de�ned
operator (A,D(A)).

In particular, this holds if the range of J(λ) is dense and if there is some
M ≥ 1 such that for every p ∈ N there is q ∈ N such that

sup
n≥1

p (λnJ(λn)x) ≤Mq (x)

for all x ∈ X .

8.6.2 The Trotter-Kato theorems

For the proof of the �rst Trotter-Kato theorem, we will need the following
result

Lemma 8.6.5. Let (X, τ, ||·||) satisfy Condition C. Let {T (t)}t≥0 and
{S(t)}t≥0 be SCLE semigroups on (X, τ) with generators (A,D(A)) and
(B,D(B)) with growth bounds ωA, ωB . Suppose thatD(A)∩D(B) is dense
in X . For x ∈ X and λ > ωA ∨ ωB , we have

R(λ,A) [T (t)− S(t)]R(λ,B)x

=

∫ t

0
T (s) [R(λ,A)−R(λ,B)]S(t− s)xds.
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Note that the lemma can be proven without the assumption that D(A) ∩
D(B) is dense inX as in Lemma 3.3 in Albanese and Mangino [2004]. The
next proof under this slightly stronger assumption is faster.

Proof. For x ∈ D(A) ∩ D(B), we have

R(λ,A) [T (t)− S(t)]R(λ,B)x

=

∫ ∞
0

∫ ∞
0

e−λ(a+b) [T (a+ t)S(b)− T (a)S(b+ t)]xdadb

=

∫ t

0

∫ ∞
0

∫ ∞
0

e−λ(a+b)T (a+ s) [A−B]S(b+ t− s)xdadbds

=

∫ t

0

∫ ∞
0

∫ ∞
0

e−λ(a+b)T (a+ s) [λ−B]S(b+ t− s)xdadbds

−
∫ t

0

∫ ∞
0

∫ ∞
0

e−λ(a+b)T (a+ s) [λ−A]S(b+ t− s)xdadbds

=

∫ t

0
T (s) [R(λ,A)−R(λ,B)]S(t− s)xds.

Theorem 8.6.6 (First Trotter-Kato Theorem). Let (X, τ, ||·||) satisfy Condi-
tion C. Let {T (t)}t≥0 and {Tn(t)}t≥0, n ≥ 1 be SCLE semigroups on (X, τ)
with generators (A,D(A)) and (An,D(An)), and assume that there exist
M ≥ 1, ω ∈ R such that for every p ∈ N and T ≥ 0, there exists q ∈ N
such that

sup
t≤T

e−ωt
[
p(T (t)x) ∨ sup

n
p(Tn(t)x)

]
≤Mq(x)

for all x ∈ X . Let D be a core for (A,D(A)). Consider the following state-
ments

(a) D ⊂ D(An) for all n ≥ 1 and Anx→ Ax for all x ∈ D.

(b) For each x ∈ D there exists xn ∈ D(An) such that xn → x and Axn →
Ax.

(c) R(λ,An)x→ R(λ,A)x for all x ∈ X some λ > ω.

(d) Tn(t)x→ T (t)x for all x ∈ X uniformly for t in compact intervals.

The implications (a)⇒ (b)⇔ (c)⇔ (d) hold.

Proof. Without loss of generality, we rescale and assume that ω = 0.
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The implication (a) to (b) is clear. The proof from (b) to (c) follows as in the
Banach space case, the proof of Theorem III.4.8 in Engel and Nagel [2000],
as the family {R(λ,An)}n≥0∪{R(λ,A)} is equi-continuous by Corollary
8.4.6. Also the implication from (c) to (b) follows as in the Banach space
case. For the proof of (c) to (d), the Banach space proof can be adapted by
simply replacing the norm by semi-norms from N .
For the proof from (c) to (d) we follow the strategy of Albanese and
Mangino [2004]. Fix some T ≥ 0. Let x ∈ D(A2). Set x1 = (λ − A)x
and x2 = (λ−A)x1 = (λ−A)2x. We obtain

p (Tn(t)x− T (t)x) ≤ p (Tn(t) (R(λ,A)−R(λ,An))x1)

+ p (R(λ,An) (Tn(t)− T (t))x1)

+ p ((R(λ,An)−R(λ,A))T (t)x1) .

(8.6.2)

The �rst term converges to 0 uniformly in t ≤ T as n goes to in�nity by
the uniform local equi-continuity of the semigroups {Tn}n≥0.

To show that the third term of equation (8.6.2) converges to 0 uni-
formly for t ≤ T , �rst note that Tn(t) and T (t) are jointly lo-
cally equi-continuous, which implies by Corollary 8.4.6 that the family
{R(λ,An)}n≥0 ∪ {R(λ,A)} is equi-continuous. Let q be the semi-norm
in N such that supn p (R(λ,An)y) ∨ p (R(λ,A)y) ≤ q(y) for all y ∈ X .
Fix ε > 0. Because [0, T ] is compact and t 7→ T (t)x1 is τ continuous, the
set K = {T (t)x1 | t ∈ [0, T ]} is τ compact. This compactness implies that
we can �nd y1, . . . , yk ∈ K such that K ⊂ ∪i≤k{y | q(y − yi) < ε}.
Pick y ∈ K . By the construction above, there is some i such that
q(y − yi) ≤ ε. Let N be large enough such that for n ≥ N , we have
p (R(λ,An)yi −R(λ,A)yi) ≤ ε. Therefore, for n ≥ N ,

p (R(λ,An)y −R(λ,A)y) ≤ p (R(λ,An)y −R(λ,An)yi)

+ p (R(λ,An)yi −R(λ,A)yi)

+ p (R(λ,A)yi −R(λ,A)y)

≤ 2q (xi − y) + ε

≤ 3ε.

The choice of ε > 0 was arbitrary, which implies that the third term of
equation (8.6.2) converges to 0.
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By Lemma 8.6.5 and the joint local equi-continuity of {Tn(t)}t≥0,n∈N, we
get the following bound on the second term of equation (8.6.2):

p (R(λ,An) (Tn(t)− T (t))x1)

≤
∫ t

0
p (Tn(s) [R(λ,An)−R(λ,A)]T (t− s)x2) ds

≤
∫ t

0
q ([R(λ,An)−R(λ,A)]T (t− s)x2) ds.

As in the argument for the third term, the integrand converges to 0 uni-
formly. This implies that the second term of equation (8.6.2) converges to
0 uniformly for t ≤ T .

We conclude that p (Tn(t)x− T (t)x)→ 0 for x ∈ D(A2). D(A2) is dense
in (X, τ) by Proposition 8.4.3, which together with the joint local equi-
continuity of {Tn}n≥0 and T , yields the �nal result.

Theorem 8.6.7 (Second Trotter-Kato Theorem). Let (X, τ, ||·||) satisfy Con-
dition C. Let {Tn(t)}t≥0, n ≥ 1 be SCLE semigroups on (X, τ) with genera-
tors (An,D(An)), and assume that there existM ≥ 1, ω ∈ R such that for
every p ∈ N and T ≥ 0, there exists q ∈ N such that

sup
t≤T

sup
n
e−ωtp(Tn(t)x) ≤Mq(x) (8.6.3)

for all x ∈ X . For some λ0 > ω consider the following statements.

(a) There exits a densely de�ned operator (A,D(A)) such that Anx → Ax
for all x in a coreD of (A,D(A)) and such that the range rg(λ0−A) is
dense in X .

(b) The operators R(λ0, An), n ≥ 1 converge strongly to a continuous oper-
ator R with dense range.

(c) The semigroups {Tn(t)}t≥0, n ≥ 1 converge strongly, and uniformly for
t in compact intervals to a SCLE semigroup {T (t)}t≥0, with generatorB
such that R = R(λ0, B).

The implications (a)⇒ (b)⇔ (c) hold. In particular, if (a) holds, thenB = A.

Proof. We prove the theorem for ω = 0.
The proof of (a) to (b) follows as in the Banach space case, see the proof
of Theorem III.4.9 in Engel and Nagel [2000], by using that the family
{R(λ0, An)}n≥0 is equi-continuous by Corollary 8.4.6. The implication (c)
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to (b) follows by Theorem 8.6.6. We prove (b) to (c). Proposition 8.6.1 gives
us that

R(λ)x := lim
n
R(λ,An)x, for λ > 0

is a pseudo-resolvent for which the Hille-Yosida estimate holds. By the as-
sumption on the range ofR and Lemma 8.6.2,R(λ) has dense range for all
λ > 0. As a consequence, Corollary 8.6.4 shows there is a closed operator
(B,D(B)) such thatR(λ) = R(λ,B). The Hille-Yosida theorem, Theorem
8.5.4 implies that (B,D(B)) generates a semigroup {T (t)}t≥0. The �nal
result now follows from the �rst Trotter-Kato theorem.
The proof that A = B follows again as in the Banach space case.

8.7 conseqences of the trotter-kato theorem

Theorem 8.7.1 (Cherno� product formula). Let (X, τ, ||·||) satisfy Condi-
tion C. Consider a function V : R+ → L(X, τ) satisfying V (0) = I . Suppose
that there existsM ≥ 1 and ω ∈ R such that for every p ∈ N and T ≥ 0,
there exists q ∈ N such that

sup
t≤T

sup
m≥1

e−tmωp

(
V

(
t

m

)m
x

)
≤Mq(x) (8.7.1)

for all x ∈ X . Assume thatAx := limt↓0
V (t)x−x

t exists for all x ∈ D, where
D and (λ0 − A)D are dense in X for some λ0 > ω. Then the closure A of
A generates a SCLE semigroup {T (t)}t≥0 of type (M,ω), which is obtained
by T (t)x = limn V

(
t
n

)n
x for all x ∈ X and uniformly for t in compact

intervals.

If the supremum over t ≤ T in equation (8.7.1) can be extended to a supre-
mum over t ≥ 0, then {T (t)}t≥0 is of type (M,ω)∗.

Proof. Clearly, the theorem follows by rescaling by the result for ω = 0.
We start with the case M = 1 and use this to obtain the general result
afterwards. For s > 0 de�ne the continuous operators

As :=
V (s)− I

s

so that Asx → Ax as s → 0 for x ∈ D. Every As generates a SCLE
semigroup {Ts(t)}t≥0 by Lemma 8.5.1. We show that these semigroups
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satisfy the stability condition, equation (8.6.3), of Theorem 8.6.7, for which
we use Lemma 8.5.2. Set I = (0, 1], Hs = V (s) and φ(s) = 1

s .
Equation (8.7.1), for T = 2, implies for M = 1 and ω = 0 that

sup
s≤2

sup
m≤ 2

s

p (V (s)mx) ≤ q(x),

by making the substitution s = t
m . This yields

sup
s≤1

sup
m≤dφ(s)e

p (V (s)mx) ≤ q(x).

Therefore, Lemma 8.5.2 yields the joint equi-continuity of the semigroups
{etAs}t≥0 for s ≤ 1.

The second Trotter-Kato theorem, Theorem 8.6.7, gives a semigroup
{T (t)}t≥0 with generatorA. Furthermore, we have for every p ∈ N , T ≥ 0
and x ∈ X that

lim
s↓0

sup
t≤T

p
(
T (t)x− etAsx

)
= 0,

which directly implies

lim
n→∞

sup
t≤T

p
(
T (t)x− etA t

n x
)

= 0 (8.7.2)

for every p ∈ N , T ≥ 0 and x ∈ X . On the other hand, we have for p ∈ N
that

p

(
e
tA t

n x−
[
V

(
t

n

)]n
x

)
≤
∣∣∣∣∣∣∣∣etA t

n x−
[
V

(
t

n

)]n
x

∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣en(V ( tn)−1)x−

[
V
(n
t

)]n
x
∣∣∣∣∣∣

≤
√
n

∣∣∣∣∣∣∣∣V ( tn
)
x− x

∣∣∣∣∣∣∣∣
=

1√
n

∣∣∣∣∣∣A t
n
x
∣∣∣∣∣∣ ,

where we have used Lemma III.5.1 from Engel and Nagel [2000] in line
three. The sequence

∣∣∣∣∣∣A t
n
x
∣∣∣∣∣∣ is bounded, so we obtain

p

(
e
tA t

n x−
[
V

(
t

n

)]n
x

)
→ 0
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for every x ∈ D, uniformly for 0 < t ≤ T . Because V (0) = 1, this extends
to t = 0. Together with equation (8.7.2), this yields for every p ∈ N and
x ∈ D that

sup
t≤T

p

(
T (t)x−

[
V

(
t

n

)]n
x

)
→ 0.

The local equi-continuity of {T (t)}t≥0 and equation (8.7.1) extend the re-
sult to all x ∈ X .

We now extend the result to the case where M > 1. By (8.3.1) on page 243,
Equation (8.7.1) implies that

sup
m≥1

sup
t≥0

∣∣∣∣∣∣∣∣V ( t

m

)m∣∣∣∣∣∣∣∣ ≤M.

De�ne the norm

|||x||| = ||x|| ∨ sup
m≥1

sup
t≥0

∣∣∣∣∣∣∣∣V ( t

m

)m
x

∣∣∣∣∣∣∣∣ = sup
m≥0

sup
t≥0
||V (t)mx|| ,

and let N ∗ be the τ continuous semi-norms that are bounded by |||·|||. We
clearly have ||x|| ≤ |||x||| ≤ M ||x||, and more importantly, |||V (t)||| ≤ 1 for
all t ≥ 0. This implies by Lemma 8.3.5 on 244 for |||·||| andN ∗ that for every
p ∈ N ∗ there exists q ∈ N ∗ such that

sup
t≤T

sup
m≥1

p

(
V

(
t

m

)m
x

)
≤ q(x).

This implies by the argument above, that the semigroup {T (t)}t≥0 is of
type (1, 0) for N ∗. We obtain the result for N instead of N ∗ by noting
that ||x|| ≤ |||x||| ≤ M ||x|| implies N ⊂ N ∗ ⊂ MN . So for T ≥ 0 and
p ∈ N ⊂ N ∗, we �nd q ∈ N ∗ such that

sup
t≤T

p (T (t)x) ≤ q (x)

for all x ∈ X . However, asN ∗ ⊂MN , there exists some q′ ∈ N such that
q = Mq′, which concludes the proof.

Theorem 8.7.2 (Trotter product formula). Let (X, τ, ||·||) satisfy Condi-
tion C. Let {T (t)}t≥0 and {S(t)}t≥0 be SCLE semigroups with generators
(A,D(A)) and (B,D(B)). Suppose that there is M ≥ 1 and ω ∈ R such
that for all p ∈ N and T ≥ 0 there exists q ∈ N such that

sup
t≤T

sup
n≥1

e−ωtp
([
T
(x
n

)
S
(x
n

)]n
x
)
≤Mq(x). (8.7.3)
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ConsiderA+B onD = D(A)∩D(B) and suppose thatD and (λ0−A−B)D
are dense in X for some λ0 > ω. Then A+B generates a SCLE semigroup
{U(t)}t≥0 of type (M,ω) given by the Trotter product formula

U(t)x = lim
n→∞

[
T
(x
n

)
S
(x
n

)]n
x

for all x ∈ X , with uniform convergence for t in compact intervals.

If the supremum over t ≤ T in equation (8.7.3) can be extended to a supre-
mum over t ≥ 0, then {U(t)}t≥0 is of type (M,ω)∗.

Proof. De�ne V (t) := T (t)S(t) for t ≥ 0. Using the local equi-continuity
of {T (t)}t≥0, we obtain that limt↓0

V (t)x−x
t = (A+B)x for x ∈ D. There-

fore, the result follows from Theorem 8.7.1.

8.8 relating bi-continuous semigroups to scle semigroups

Bi-continuous semigroups were introduced by Kühnemund [2003] to study
semigroups on Banach spaces that are strongly continuous with respect
to a weaker locally convex topology τ and where τ has good sequential
properties on norm bounded sets. We will consider themixed topology γ :=
γ(||·|| , τ), introduced by Wiweger [1961], also see Cooper [1987], which
is the strongest locally convex topology that coincides with τ on norm
bounded sets. We will show that if γ satis�es γ+ = γ, then bi-continuity
of a semigroup for τ is equivalent to being SCLE for γ.
We start with the assumptions underlying bi-continuous semigroups.

Condition 8.8.1. Let (X, ||·||) be a Banach space with continuous dualX ′n
and dual unit ballBn. Let τ be another, coarser, locally convex topology on
X , with continuous dualX ′τ and dual unit ballBτ = Bn∩X ′τ that has the
following two properties.
(a) The space (X, τ) is sequentially complete on norm bounded sets.
(b) X ′τ is norming for (X, ||·||), i.e. ||x|| = supx′∈Bτ |〈x, x

′〉|.

An operator family {T (t)}t≥0 of norm continuous operators onX is called
locally bi-continuous if for any t0 ≥ 0 and for any norm bounded sequence
{xn}n≥0 that converges to x in X with respect to τ , we have

τ − lim
n→∞

T (t)(xn − x) = 0

uniformly for t ≤ t0. Kühnemund [2003] then introduces bi-continuous
semigroups.
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De�nition 8.8.2. A semigroup {T (t)}t≥0 of norm continuous operators
on X is called a bi-continuous semigroup of type (M,ω) if it satis�es the
following properties.
(a) {T (t)}t≥0 is τ strongly continuous.
(b) {T (t)}t≥0 is locally bi-continuous as an operator family.
(c) The semigroup is exponentially bounded: ||T (t)|| ≤Meωt for all t ≥ 0.

We will compare bi-continuous semigroups for τ to SCLE semigroups for
mixed topology γ := γ(||·|| , τ).

Proposition 8.8.3. Let (X, τ, ||·||) satisfy Condition 8.8.1. Then, γ is se-
quentially complete, has the same bounded sets as the norm topology and
(X, γ, ||·||) satis�es Condition C.

For the proof of countable convexity of N , we introduce some notation.
Pick some locally convex space (Y, τY ). Pick an absolutely convex absorb-
ing subset A of Y . De�ne τYA to be the �nest locally convex topology on
Y that coincides with τY on A. We say that (Y, τY ) satis�es property (L)
if τY = τYA for any absolutely convex absorbing subset A, see Saxon and
Sánchez Ruiz [1997].

Proof of Proposition 8.8.3. By Condition 8.8.1, τ and ||·|| satisfy properties
(n), (o) and (d) in Wiweger [1961]. Thus, it follows by the Corollary of 2.4.1
in Wiweger [1961] that the γ bounded sets equal the norm bounded sets.
By 2.2.1 in Wiweger [1961], γ coincides with τ on norm bounded sets,
which implies that γ is sequentially complete.
We are left to prove thatN is countably convex, which is equivalent to prov-
ing that γ satis�es property (L) by [Saxon and Sánchez Ruiz, 1997, Theorem
2.2].

Pick an arbitrary absolutely convex absorbing set A ⊆ X . Denote by B
the unit ball for ||·||. We start by showing that there exists λ > 0 such that
λB ⊆ A. Because A is absorbing, we �nd by Theorem 8-4-12 in Wilansky
[1978] thatA◦ is bounded. By Lemma 8.3.4 on page 243, the norm topology
is Banach and equal to the strong topology β(X, (X, γ)′). Therefore, The-
orem 20.11.8 in Köthe [1969] implies that A◦ is also bounded for the dual
norm. That it, there exists a α > 0 such that A◦ ⊆ αB◦, which implies
α−1B ⊆ A◦◦.

The strong closure of A is a barrel, and as the norm topology equals the
strong topology, The semi-norm de�ned by pA(x) := infλ>0{x ∈ λA} is
strongly continuous. Thus 2−1α−1B ⊆ A.
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Hence, we can assume that there exists λ > 0 such that λB ⊆ A. Then
the �nest locally convex topology coinciding with γ on A, denoted by γA,
is weaker then the �nest locally convex topology γλB coinciding on λB
with γ. In other words, γ ⊆ γA ⊆ γλB . But γ is the mixed topology, and
hence the strongest locally convex topology that coincides with τ on norm
bounded sets, which implies that γ = γλB , yielding γA = γ.

The de�nition of bi-continuous semigroups is given using the convergence
of sequences. Therefore, we expect a connection to SCLE semigroups if
γ+ = γ.
Theorem 8.8.4. Let (X, τ, ||·||) satisfy Condition 8.8.1 and let γ be such that
γ+ = γ. {T (t)}t≥0 is bi-continuous for τ if and only if it is SCLE for γ.

This theorem is an extension of Theorem 3.4 in Farkas [2011], which proves
the next result for the strict topology on X = Cb(E) for a Polish space E,
see also Section 8.9.1.

Proof. Let {T (t)}t≥0 be bi-continuous for τ . Fix t0 > 0. Because
supt≤t0 ||T (t)|| < ∞, it follows from 2.2.1 in Wiweger [1961] and the τ
strong continuity of {T (t)}t≥0 that the semigroup is also γ strongly con-
tinuous.
Because a γ converging sequence is norm bounded, it converges for τ . Thus
{T (t)}t≤t0 is sequentially equi-continuous for γ by the local bi-continuity
of {T (t)}t≥0. It follows that for a γ continuous semi-norm p there exists a
sequentially continuous semi-norm q such that

sup
t≤t0

p (T (t)x) ≤ q(x)

for all x ∈ X . However, using that γ+ = γ and Theorem 7.4 in Wilan-
sky [1981], q is γ continuous. In other words, {T (t)}t≥0 is locally equi-
continuous.
Now let Let {T (t)}t≥0 be SCLE for γ. The semigroup is exponentially
bounded by Corollary 8.3.7. Thus, 2.2.1 in Wiweger [1961] implies that
t 7→ T (t)x is τ continuous for every x ∈ X and that {T (t)}t≥0 is τ lo-
cally bi-continuous.

8.9 the strict topology

We give two examples where a strict topology can be de�ned. In both cases,
this topology is strongly Mackey and satis�es Condition C.
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For the �rst example, letE be a Polish space. We will de�ne the strict topol-
ogy β on Cb(E) which is a particularly nice topology as the continuous
dual of (Cb(E), β) is the space of Radon measures on E of �nite total vari-
ation. Therefore, this topology is useful for, for example, the study of tran-
sition semigroups of Markov processes.
For the second example, we take a Hilbert space H and consider the strict
topology β on B(H), the space of bounded operators on H. The dual of
(B(H), β) is the space of normal linear functionals, which are at the ba-
sis of non-commutative measure theory, see Takesaki [1979], Kadison and
Ringrose [1986], Bratelli and Robinson [1979]. As a consequence, the space
(B(H), β) is suitable for the study of quantum dynamical semigroups.

8.9.1 De�nition and basic properties of the strict topology on Cb(E)

Recall the strict topology β introduced in Section 2.5.2. Let E be a Polish
space. We repeat the construction of β.
For every compact set K ⊆ E, de�ne the semi-norm pK(f) :=
supx∈K |f(x)|. Pick a non-negative sequence an in R such that an → 0
and pick an arbitrary sequence of compact sets Kn ⊆ E. De�ne

p(Kn),(an)(f) := sup
n
anpKn(f). (8.9.1)

The strict topology β = γ(||·|| , κ) de�ned on Cb(E) is generated by the
semi-norms{

p(Kn),(an)

∣∣Kn compact, an ≥ 0, an → 0
}
.

Obviously, Cb(E) can also equipped with the sup norm topology. In this
situation, the set N contains all semi-norms of the type given in Equation
(8.9.1) such that supn an ≤ 1.
Sentilles [1972] studied the strict topology and gives, amongst many others,
the following results.

Theorem8.9.1. The space (Cb(E), β) is complete, Mackey, satis�es β+ = β
and β = µ(Cb(E),M(E)).

Additionally, we have that β has the same bounded sets as the norm topology
and that the norm topology equals β(Cb(E),M(E)).

Proof. Most of these properties have been stated before in Theorem 2.5.8.
Equality of the norm and the strong topology follows from Lemma 8.3.4.
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The next result follows directly from Propositions 8.2.3 and 8.3.9.

Corollary 8.9.2. The locally convex space (Cb(E), β) together with the sup
norm is strong Mackey and satis�es Condition C.

Note that (d) implies that fn
β→ f if and only if supn ||fn|| <∞ and fn

κ→
f . This reminds us somewhat of the bounded and pointwise convergence
concept de�ned on Mb(E).

8.9.2 De�nition and properties of the bounded pointwise topology onMb(E)

A second de�nition of convergence of functions that is often used in the
study of generators of Markov processes is the notion bounded point-
wise(bp) on Mb(E), where E is Polish. We say that fn → f bounded and
pointwise if
(a) supn ||fn|| <∞,
(b) fn(x)→ f(x) for all x ∈ E.
Clearly, this notion of convergence is well suited in the context of measure
theory because of the dominated convergence theorem.
We will show that this type of convergence can be embedded into the weak
topology σ(Mb(E),M(E)) and show that this topology is related to the
strict topology.

Lemma 8.9.3. The space σ(Mb(E),M(E)) is sequentially complete, the
supremum norm topology equals β(Mb(E),M(E)) and weakly bounded
sets equal norm bounded sets.

Finally, (Mb(E), σ(Mb(E),M(E))) satis�es Convexity condition C.

Proof. We start by proving the sequential completeness of
(Mb(E), σ(Mb(E),M(E))). Suppose we have a Cauchy sequence
fn that is not norm bounded.
Without loss of generality we can �nd xn ∈ E such that |fn(xn)| > n. We
can also assume that all xn are distinct, because if some point y appears
in�nitely often in the sequence {xn}n≥1, we see that fn(y) diverges.
Now consider the map φ : Mb(E) → l∞, de�ned by φ(f) = {f(xn)}n≥1.
We show that this map is continuous from σ(Mb(E),M(E)) to σ(l∞, l1).
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For any sequence a = {an}n≥1 in l1, we de�ne a measure µa ∈M(E) by
setting

µ(A) =
∑
n

an1{xn∈A}.

It follows that 〈φ(f), a〉 = 〈f, µa〉 which implies the continuity of φ. Be-
cause l∞ = (l1, ||·||)′, the norm and weakly bounded sets coincide in l∞
by the Principle of Uniform boundedness, see for example Theorem V.1.10
in Conway [2007]. Because φ(fn) is Cauchy in (l∞, σ(l∞, l1)), it is norm
bounded, which contradicts the fact that |fn(xn)| > n.

We conclude that supn ||fn|| <∞. Clearly, as fn(x) is Cauchy for all x ∈ E,
we can de�ne a pointwise limit f ∈Mb(E). By the dominated convergence
theorem we obtain 〈fn, µ〉 → 〈f, µ〉 for all µ ∈ M(E). In other words,
(Mb(E), σ(Mb(E),M(E)) is sequentially complete.

For the second and the third claim, note that ||f || = supx∈E |〈f, δx〉|,
therefore ||·|| is lower semi-continuous for σ(Mb(E),M(E)). It follows by
Lemma 8.3.4 that the norm topology equals β(Mb(E),M(E)) and that the
norm and σ(Mb(E),M(E)) bounded sets coincide.

Convexity property C follows from Proposition 8.3.9 (d).

We proceed with the result that connects bp convergence to weak conver-
gence. This Lemma can also be found as Proposition 3.1 in the Appendix
of Ethier and Kurtz [1986].

Lemma 8.9.4. Consider the weak topology σ(Mb(E),M(E)). A sequence

fn inMb(E) converges weakly to f ∈Mb(E) if and only if fn
bp→ f .

Proof. Clearly, by the dominated convergence theorem, if fn
bp→ f , then

fn → f for σ(Mb(E),M(E)). On the other hand, if fn → f for
σ(Mb(E),M(E)), then we obtain fn(x) → f(x) for all x by consider-
ing the Dirac measures δx ∈ M(E). Boundedness follows from Lemma
8.9.3.

As a �nal question, we consider the relation between Mb(E) and Cb(E).
First note that Mb(E) is a weakly sequentially closed subspace of the
σ(Cb(E),M(E)) completion of Cb(E) by a theorem of Grothendieck,
21.2.(2) Köthe [1969].
Not every element in Mb(E) can be weakly approximated by a sequence
of elements from Cb(E) as can be seen from the indicator function of Q.
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However, writing Q = {q1, q2, . . . }, it is clear we can approximate the
function fk = 1{q1,...,qk} by a sequence of continuous functions for the
weak topology. Additionally, fk → 1Q for the weak topology.
This raises the question whetherMb(E) is the smallest sequentially closed
subspace of the weak completion of Cb(E) that is sequentially closed. In
some sense, the following result is the functional analytic counterpart of
the fact that the smallest σ algebra containing all closed balls is the Borel
σ algebra.

Proposition 8.9.5. The spaceMb(E) is the smallest sequentially closed sub-
space in the σ(Cb(E),M(E)) completion of Cb(E).

Proof. If E is metric, letBr(x) be the closed metric ball of radius r centred
at x. Clearly, the sequence of functions

fn(y) = (1− nd(y,Br(x))) ∨ 0

decreases pointwise to 1Br(x). Therefore, the sequence converges in the
σ(Mb(E),M(E)) topology.
The result follows by a monotone class argument, see Theorem 4.3 in the
Appendix of Ethier and Kurtz [1986].

8.9.3 De�nition and basic properties of the strict topology on B(H)

Let H be a Hilbert space and let (B(H), ||·||) be the Banach space of bounded
linear operators on H. Furthermore, letK(H) and T (H) be the subspace of
compact and trace class operators onH. Note thatB(H) = T (H)′ = K(H)′′

as Banach spaces by Theorems II.1.6 and II.1.8 in Takesaki [1979].
We de�ne four additional topologies on B(H).
(a) The strong* (operator) topology generated by the semi-norms {pξ | ξ ∈

H}, where pξ(A) :=
√
||Aξ||2 + ||A∗ξ||2.

(b) The ultraweak (operator) topology generated by the family of semi-
norms {pT |T ∈ T (H)}, where pT (A) := |Tr(AT )|.

(c) The ultrastrong* (operator) topology generated by the family of semi-
norms {pT |T ∈ T (H), T ≥ 0}, where pT (A) :=

√
Tr(TA∗A).

(d) The strict topology β de�ned by the set of semi-norms pB(A) := ||AB||
and qB(A) := ||BA|| for compact operators B ∈ K(H).

The ultraweak topology is the weak topology of the dual pair (B(H), T (H))
and also the ultrastrong* topology is a topology of this pair, see for example



278 semigroups on locally convex spaces

[Takesaki, 1979, Lemma II.2.4]. The strict topology is the Mackey topology
of this dual pair by Theorem 3.9 in Busby [1968] and Corollary 2.8 in Taylor
[1970].

The linear functionals on B(H) that are continuous with respect to any
topology of the dual pair (B(H), T (H)) are called normal, to distinguish
them from the larger class of linear functionals on B(H) that are continu-
ous for the norm, see also the reference that were mentioned before Take-
saki [1979], Kadison and Ringrose [1986], Bratelli and Robinson [1979]. The
distinction between the two classes of functionals is analogous to the dif-
ference between Radon measures on Cb(E), E non-compact and Polish,
and the linear functionals on Cb(E) that are norm continuous.

Proposition 8.9.6. The space (B(H), β) is complete, strong Mackey,
the bounded sets equal the operator norm bounded sets, and
(T (H), σ(T (H),B(H)) is sequentially complete.

Proof. Proposition 3.6 in Busby [1968] gives completeness. The principle
of uniform boundedness gives equality of the bounded sets. To show that
β is strong Mackey, we need to verify that the absolutely convex hull
of a σ(T (H),B(H)) compact set is also compact. This follows directly
from Krein’s theorem, 24.5.(4) in Köthe [1969] as the Mackey topology
µ(T (H),B(H)) is the Banach topology generated by the Trace norm. The
�nal statement follows from Corollary III.5.2 in Takesaki [1979].

Corollary 8.9.7. The space (B(H), β) together with the operator norm is
strong Mackey and satis�es Condition C.

If H is separable, we additionally have the following result.

Proposition 8.9.8. If H is separable, then (B(H), β) is separable and β+ =
β

Proof. SupposeH is separable. ThenK(H) is norm separable by Lemma 1 in
Goldberg [1959] which implies that it is separable for β. By Proposition 3.5
in Busby [1968],K(H) is β dense inB(H), which implies the �rst statement.
By Theorem II.2.6 and Proposition II.2.7 in Takesaki [1979]
(B(H), ultrastrong∗) is Mazur. Consider the topology (ultrastrong∗)+.
By Theorem 7.5 in Wilansky [1981], (ultrastrong∗)+ is a topology of the
dual pair (B(H), T (H)), hence must be coarser than the strict topology.
By Theorem III.5.7 in Takesaki [1979] the strict topology coincides on
bounded sets with the ultrastrong∗ topology. Hence, both have the



8.10 appendix: stochastic domination and the chernoff bound 279

same convergent sequences, which implies that (ultrastrong∗)+ is �ner
than the strict topology. Therefore, they coincide. This also implies that
β+ = β.

Let {Pt}t≥0 be a strongly continuous semigroup on H. The semigroup
{T (t)}t≥0 de�ned on B(H) by T (t)A = P ∗(t)AP (t) is a basic example in
the study of quantum dynamical semigroups, which are normally de�ned
to be merely continuous for the ultraweak topology Fagnola [1999].

Proposition 8.9.9. The semigroup {T (t)}t≥0 is a SCLE semigroup for the
strict topology.

It is of interest to see whether more quantum dynamical semigroups are
in fact continuous for the strict topology. This, however, goes beyond the
scope of this thesis.

Proof. FixA ∈ B(H). The strong continuity of {P (t)}t≥0 implies the opera-
tor strong* continuity of t 7→ T (t)A. Therefore, the trajectory t 7→ T (t)A
is locally bounded for the strong* topology, and hence, by the principle
of uniform boundedness for the norm topology. Because the strict topol-
ogy coincides with the strong* topology on bounded sets [Takesaki, 1979,
Lemma II.2.5 and Theorem III.5.7] t 7→ T (t)A is continuous for the strict
topology. The semigroup is locally equi-continuous by Lemma 8.2.2.

8.10 appendix: stochastic domination and the chernoff
bound

In this appendix, we recall the de�nition of stochastic domination [Lindvall,
1992, Section IV.1] and give a number of useful results.

De�nition 8.10.1. Suppose that we have two random variables η1 and η2

taking values in R. We say that η1 stochastically dominates η2, denoted by
η1 � η2 if for every r ∈ R we have P[η1 > r] ≥ P[η2 > r].

Lemma 8.10.2. For two real valued random variables η1, η2, we have that
η1 � η2 if and only if for every bounded and increasing function φ, we have
E[φ(η1)] ≥ E[φ(η2)].

We say that a random variable η is Poisson(γ) distributed, γ ≥ 0, denoted
by η ∼ Poisson(γ) if P[η = k] = γk

k! e
−γ .
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Lemma 8.10.3. If η1 ∼ Poisson(γ1) and η2 ∼ Poisson(γ2) and γ1 ≥ γ2,
then η1 � η2.

Using the theory of couplings [Lindvall, 1992, Section IV.2], a proof follows
directly from the fact that if γ1 ≥ γ2, then η1 is in distribution equal to
η2 + ζ , where ζ ∼ Poisson(γ1 − γ2).

The next result, introduced by Cherno� [1952], is useful in the context of
stochastic domination.

Proposition 8.10.4. Let X be a random variable on R for which there ex-
ists θ0 > 0, such that for θ < θ0, the Laplace transform E[eθX ] exists. Let
{Xi}i≥1 be independent and distributed as X . Then for c ≥ E[X], we have

P

[
1

n

n∑
i=1

Xi > c

]
< exp

{
−n inf

0<θ<θ0

{
cθ − logE[eθX ]

}}
.

We give a proof for completeness.

Proof. For all 0 < θ < θ0, we have

P

[
1

n

n∑
i=1

Xi > c

]
= P

[
eθ
∑n
i=1 Xi > enθc

]
< exp

{
−
(
nθc− logE

[
eθ
∑n
i=1Xi

])}
,

where we used Markov’s inequality in line 2. Because the Xi are indepen-
dent, logE

[
eθ
∑n
i=1 Xi

]
= n logE

[
eθX

]
, which yields the �nal result.
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M A R T I N G A L E P R O B L E M A N D T H E T R A N S I T I O N
S E M I G R O U P

Equipped with the knowledge of Chapter 8, we consider the setting of the
martingale problem of Section 2.3.4. In particular, we will establish that,
under a compact containment condition, the transition semigroup of the
solution of a well-posed martingale problem gives rise to a strongly con-
tinuous and locally equi-continuous semigroup on the space of bounded
continuous functions equipped with the strict topology.

9.1 preliminaries

We shortly recall some notions. We work with a complete separable metric
space (E, d).

De�nition 9.1.1 (The martingale problem). Let A : D(A) ⊆ Cb(E) →
Cb(E) be a linear operator. For (A,D(A)) and a measure ν ∈ P(E), we
say that P ∈ P(DE(R+)) solves the martingale problem for (A, ν) if for
all f ∈ D(A)

Mf (t) := f(X(t))− f(X(0))−
∫ t

0
Af(X(s))ds

is a mean 0 FX = {FXt }t≥0 martingale under P, and if PX(0)−1 = ν.

We denote the set of all solutions to the martingale problem, for varying
initial measures ν, byMA. We say that uniqueness holds for the martingale
problem if for every ν ∈ P(E) the set {P ∈MA |PX(0)−1 = ν} is empty
or a singleton. Furthermore, we say that the martingale problem is well-
posed if this set is a singleton.

Additionally, we will consider restricted martingale problem. Let Γ ⊆MA

and denote

Γν :=
{
P ∈ Γ

∣∣PX(0)−1 = ν
}
.

We write Γx for Γδx . We say that the Γ-restricted martingale problem is
well posed if Γν is a singleton for all ν ∈ P(E).

281
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An example of where this latter construction occurs is in the construction
of measure valued di�usion processes. See for example Section II.5 Perkins
[2002] or Chapter 1 in Etheridge [2000], where Γ is of the form

Γ := {P ∈MA | ∀ f ∈ D(A) :< Mf >t= φf (t)} ,

where < Mf > denotes the quadratic variation process of Mf and where
{φf (t)}f∈D(A) is some collection of increasing deterministic function.

The construction of solutions to the martingale problem can often be done
via approximating processes. Classically, uniqueness for the martingale
problem is proven via duality. Costantini and Kurtz [2015], however, intro-
duced a method based on viscosity solutions. In the light of other results
based on viscosity solutions in this thesis, we will sketch shortly how this
works in the case that Γ =MA.
For λ > 0 and h ∈ Cb(E), consider the equation

f(x)− λAf(x)− h(x) = 0. (9.1.1)

For a function h ∈ Cb(E), λ > 0 and P ∈ P(DE(R+)) de�ne

R(λ, h,P) := EP
[∫ ∞

0

1

λ
e−λ

−1th(X(t))dt

]
,

and use this to de�ne for h ∈ Cb(E) and x ∈ E and λ > 0

R+(λ)h(x) = sup
P∈Γx

R(λ, h,P)

R−(λ)h(x) = inf
P∈Γx

R(λ, h,P).

The following lemma is Lemma 3.5 in Costantini and Kurtz [2015].

Lemma 9.1.2. For λ > 0 and h ∈ Cb(E),R+(λ)h is a viscosity subsolution
to (9.1.1) and R−(λ)h is a viscosity supersolution to (9.1.1).

Clearly, if the comparison principle is satis�ed for h ∈ Cb(E) and λ > 0,
we obtain R+(λ)h = R−(λ)h. In fact, if this holds for su�ciently many
h ∈ Cb(E) then we obtain uniqueness for martingale problem.

Theorem 9.1.3 (Theorem 3.7 in Costantini and Kurtz [2015]). Let D ⊆
Cb(E) be β dense. If the comparison principle holds for f − λAf − h = 0
for all λ > 0 and h ∈ D, then uniqueness holds for the martingale problem.
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Note that the results in Costantini and Kurtz [2015] also hold for alter-
native de�nitions of viscosity solutions. The important meta-statement is
that any de�nition of viscosity solution such thatR+(λ)h andR−(λ)h are
viscosity sub- and supersolutions to (9.1.1), for which one can also show
the comparison principle, su�ces to prove uniqueness to the martingale
problem.

9.2 the transition semigroup is strongly continuous and
locally eqi-continuous with respect to the strict
topology

In the setting that uniqueness holds for the martingale problem, e.g. if the
comparison principle holds as above, we obtain a strengthened version of
Theorem 4.5.11, Ethier and Kurtz [1986].

Theorem 9.2.1. Let A ⊆ Cb(E)× Cb(E) and let Γ be a set of solutions to
the martingale problem for A. Suppose that the closed convex hull of D(A)
is β dense in Cb(E). Suppose that for all ν ∈ P(E) Γν 6= ∅ and that for all
compact K ⊆ P(E), ε > 0 and T > 0, there exists a compact set K ′ =
K ′(K, ε, T ) such that for all P ∈ Γ, we have

P
[
X(t) ∈ K ′ for all t < T,X(0) ∈ K

]
≥ (1−ε)P [X(0) ∈ K] . (9.2.1)

Suppose in addition that uniqueness holds for the Γ-martingale problem for
A, then the solutions correspond to strong Markov processes with a β-SCLE
semigroup {S(t)}t≥0 onCb(E) de�ned by S(t)f(x) = E[f(X(t)) |X(0) =
x].

In particular, this holds if there is a β dense set D ⊆ Cb(E) such that the
comparison principle is satis�ed for f − λAf − h = 0 for all λ > 0 and
h ∈ D.

Proof of Theorem 9.2.1. The proof that the solutions are strong Markov and
correspond to a semigroup

S(t)f(x) = E[f(X(t)) |X(0) = x]

that maps Cb(E) into Cb(E) follows as in the proof of (b) and (c) of The-
orem 4.5.11 Ethier and Kurtz [1986]. We are left to show that {S(t)}t≥0 is
SCLE for β, which we do in Lemma 9.2.2 and Proposition 9.2.3.

Lemma 9.2.2. Let {S(t)}t≥0 be the semigroup introduced in Theorem 9.2.1.
The family {S(t)}t≥0 is locally equi-continuous for β.
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Proof. Fix T ≥ 0. We will prove that {S(t)}t≤T is β equi-continuous by
using Theorem 2.5.8 (c) and (d). Pick a sequence fn converging to f with
respect to β. It follows that supn ||fn|| ≤ ∞, which directly implies that
supn supt≤T ||S(t)fn|| <∞.
We also know that fn → f uniformly on compact sets. We prove that this
implies the same for S(t)fn and S(t)f uniformly in t ≤ T . Fix ε > 0 and
a compact set K ⊆ E, and let K̂ be the set introduced in Equation (9.2.1)
for T . Then we obtain that

sup
t≤T

sup
x∈K
|S(t)f(x)− S(t)fn(x)|

≤ sup
t≤T

sup
x∈K

Ex |f(X(t))− fn(X(t))|

≤ sup
t≤T

sup
x∈K

Ex
∣∣∣(f(X(t))− fn(X(t)))1{X(t)∈K̂}

+ (f(X(t))− fn(X(t)))1{X(t)∈K̂c}

∣∣∣
≤ sup

t≤T
sup
y∈K̂
|f(y)− fn(y)|+ sup

n
||fn − f || ε.

As n→∞ this quantity is bounded by supn ||fn − f || ε as fn converges to
f uniformly on compacts. As ε was arbitrary, we are done.

Proposition 9.2.3. Let {S(t)}t≥0 be the semigroup introduced in Theorem
9.2.1. Then {S(t)}t≥0 is β strongly continuous.

For the proof, we recall one de�nition from Section 8.2. We say that a semi-
group is weakly continuous if for all f ∈ Cb(E) and µ ∈ M(E) the trajec-
tory t 7→ 〈S(t)f, µ〉 is continuous in R.

Proof of Proposition 9.2.3. First, recall that (Cb(E), β) is strong Mackey
and complete. By Lemma 9.2.2 the semigroup {S(t)}t≥0 is locally equi-
continuous. Therefore, Proposition 8.2.5 implies that we only need to prove
weak continuity. So let f ∈ Cb(E) and µ ∈ M(E). Write µ as the Hahn-
Jordan decomposition: µ = c+µ+ − c−µ−, where c+, c− ≥ 0 such that
µ+, µ− ∈ P(E).
We show that t 7→ 〈S(t)f, µ〉 is continuous, by showing that t 7→
〈S(t)f, µ+〉 and t 7→ 〈S(t)f, µ−〉 are continuous. Clearly, it su�ces to
do this for either of the two.

Let P be the unique measure in Γµ+ . It follows by Theorem 4.3.12 in Ethier
and Kurtz [1986] that P[X(t) = X(t−)] = 1 for all t > 0, so t 7→ X(t) is
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continuous P almost surely. Fix some t > 0, we show that our trajectory is
continuous for this speci�c t.∣∣〈S(t)f, µ+〉 − 〈S(t+ h)f, µ+〉

∣∣ ≤ EP |f(X(t)− f(X(t+ h))| .

By the almost sure convergence of X(t + h) → X(t) as h → 0, and
the boundedness of f , we obtain by the dominated convergence theorem
that this di�erence converges to 0 as h → 0. As t > 0 was arbitrary, the
trajectory is continuous for all t > 0. Continuity at 0 follows by the fact
that all trajectories in DE(R+) are continuous at 0.
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A B A N A C H - D I E U D O N N É T H E O R E M F O R T H E S PA C E
O F B O U N D E D C O N T I N U O U S F U N C T I O N S

The identi�cation of the strict topology on the space of bounded continu-
ous functions as the correct space in relation to measure theory in Section
8.9.1 and Chapter 9 causes the question to arise which properties of the
space (Cb(X), ||·||) carry over to (Cb(X), β) if we replace a compact met-
ric space X by a Polish space X . A list of properties for which this is the
case has been given in Theorem 2.5.8.
Speci�c to the theory of Banach spaces, i.e. when X is compact, are the
closed graph, inverse- and open mapping theorems. Given that measure
theory, i.e. the study of the continuous dual of (Cb(X), β) is in some sense
not dependent on the fact that X is compact, leads to the conjecture that
these results can be obtained for non-compact Polish X as well. These re-
sults have been obtained in:

Richard Kraaij. A Banach-Dieudonné theorem for the space of bounded
continuous functions on a separable metric space with the strict topology.
Topology and its Applications, 2016c. ISSN 0166-8641. doi: 10.1016/j.topol.
2016.06.003.

10.1 introduction and results

Let (E, t) be a locally convex space. Denote by E′ the continuous dual
space of (E, t) and denote by σ = σ(E′, E) the weak topology on E′. We
consider the following additional topologies on E′:

• σf , the �nest topology coinciding with σ on all t-equi-continuous
sets in E′.

• σlf , the �nest locally convex topology coinciding with σ on all t-
equi-continuous sets in E′.

• t◦ the polar topology of t de�ned onE′. t◦ is de�ned in the following
way. Let N be the collection of all t pre-compact sets in E. A pre-

287
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compact set, is a set that is compact in the completion of (E, t). Then
the topology t◦ on E′ is generated by all semi-norms of the type

pN (µ) := sup
f∈N
|〈f, µ〉| N ∈ N .

The Banach-Dieudonné theorem for locally convex spaces is the following,
see Theorems 21.10.1 and 21.9.8 in Köthe [1969].

Theorem 10.1.1 (Banach-Dieudonné). Let (E, t) be a metrizable locally
convex space, then the topologies σf and t◦ on (E, t)′ coincide. If (E, t) is
complete, these topologies also coincide with σlf .

The Banach-Dieudonné theorem is of interest in combination with the
closed graph theorem. For the discussion of closed graph theorems, we
need some additional de�nitions. Considering a locally convex space (E, t),
we say that
(a) E′ satis�es the Krein-Smulian property if every σf closed absolutely

convex subset of E′ is σ closed;
(b) (E, t) is a Pták space if every σf closed linear subspace ofE′ is σ closed;
(c) (E, t) is a infra Pták space if every σ dense σf closed linear subspace

of E′ equals E′.
Infra-Pták spaces are sometimes also called Br complete and Pták spaces
are also known as B complete or fully complete. Finally, Theorem 1 of Kel-
ley [1958] shows that the Krein-Smulian property for E′ is equivalent to
hypercompleteness ofE: the completeness of the space of absolutely convex
closed neighbourhoods of 0 in (E, t) equipped with the Hausdor� unifor-
mity.
Clearly, we have thatE hypercomplete impliesE Pták impliesE infra Pták.
Additionally, ifE is a infra Pták space, then it is complete by 34.2.1 in Köthe
[1979]. See also Chapter 7 in Carreras and Bonet [1987] for more properties
of Pták spaces.
We have the following straightforward result, using that the absolutely con-
vex closed sets agree for all locally convex topologies that give the same
dual.

Proposition 10.1.2. If σlf and σf coincide on E′, then E is hypercomplete.

Theorem 10.1.3 (Closed graph theorem, cf. 34.6.9 in Köthe [1979]). Every
closed linear map of a barrelled space E to an infra-Pták space F is continu-
ous.
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Because Banach and Fréchet spaces are metrizable, they are infra-Pták
space by Theorem 10.1.1 and Proposition 10.1.2. Additionally, they are both
barrelled spaces, which implies that the closed graph theorem holds for
closed linear maps from a Fréchet space to a Fréchet space. As a conse-
quence, also the inverse and open mapping theorems hold.

In this chapter, we study the space of bounded and continuous functions
on a separable metric spaceX equipped with the strict topology β. For the
de�nition and a study of the properties of β, see Sentilles [1972]. Note that
this setting is slightly more general than in previous chapters where we
considered spaces that were metrizable by a complete separable metric. A
di�erence is that for the strict topology on a separably metrizable space,
the dual space equals the spaceMτ (X) of τ -additive Borel measures on
X . A Borel measure µ is called τ -additive if for any increasing net {Uα}α
of open sets, we have

lim
α
|µ|(Uα) = |µ| (∪αUα) .

As in the previous chapter, if X is metrizable by a complete separable met-
ric, the space of τ additive Borel measures equals the space of Radon mea-
sures.

The space (Cb(X), β) is not barrelled unlessX is compact, Theorem 4.8 of
Sentilles [1972] so Theorem 10.1.3 does not apply for this class of spaces.
Thus, the following closed graph theorem by Kalton is of interest, as it puts
more restrictions on the spaces serving as a range, relaxing the conditions
on the spaces allowed as a domain.

Theorem 10.1.4 (Kalton’s closed graph theorem, Theorem 2.4 in Kalton
[1971], Theorem 34.11.6 in Köthe [1979]). Every closed linear map from a
Mackey space E with weakly sequentially complete dual E′ into a transsep-
arable infra-Pták space F is continuous.

Remark 10.1.5. Note that this result is normally stated for separable infra-
Pták spaceF . In the proof of Kalton’s closed graph theorem 34.11.6 in Köthe
[1979], separability is only used to obtain that weakly compact sets of the
dual E′ are metrizable. For this transseparability su�ces by Lemma 1 in
P�ster [1976].

A class of spaces, more general than the class of Fréchet spaces, satisfying
the conditions for both the range and the domain space in Kalton’s closed
graph theorem, would be an interesting class of spaces to study. In this
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chapter, we show that (Cb(X), β), for a separable metric space X belongs
to this class. In particular, the main result in this chapter is that (Cb(X), β)
satis�es the conclusions of the Banach-Dieudonné theorem.
First, we introduce an auxiliary result and the de�nition of a k-space, which
are relevant in view of the de�ning properties of σf .

Proposition 10.1.6. (Cb(X), β) is a strong Mackey space. In other words, β
is a Mackey topology and the weakly compact sets inMτ (X) and the weakly
closed β equi-continuous sets coincide.

Proof. This follows by Theorem 5.6 in Sentilles [1972], Corollary 6.3.5 and
Proposition 7.2.2(iv) in Bogachev [2007].

We say that a topological space (Y, t) is a k-space if a setA ⊆ Y is t-closed
if and only ifA∩K is t-closed for all t-compact setsK ⊆ Y . The strongest
topology on Y coinciding on t-compact sets with the original topology t is
denoted by kt and is called the k-i�cation of t. The closed sets of kt are the
sets A in Y such that A∩K is t-closed in Y for all t-compact sets K ⊆ Y .
We see that for a strong Mackey space E, σf = kσ on E′.

Theorem 10.1.7. LetX be a separably metrizable space. Consider the space
(Cb(X), β), where β is the strict topology. Then σlf , σf , kσ and β◦ coincide
onMτ (X).

In the process of proving the theorem, we will obtain various auxiliary
results, we will mention a result that is relevant in view of Kalton’s closed
graph theorem.

Lemma 10.1.8. LetX be a separably metrizable space. Then (Cb(X), β) is
transseparable.

Additionally, we have the following known result, Theorem 8.7.1 in Bo-
gachev [2007].

Lemma 10.1.9. Let X be separably metrizable, then the dualMτ (X) of
(Cb(X), β) is weakly sequentially complete.

We immediately note that a second proof of this lemma can be given using
the theory of Mazur spaces.

Remark 10.1.10 (Second proof). β is the Mackey topology on (Cb(X), β)
by Proposition 10.1.6, we �ndMτ (X) is weakly sequentially complete by
Theorem 8.1 in Sentilles [1972], Theorem 7.4 in Wilansky [1981] and Propo-
sitions 4.3 and 4.4 in Webb [1968].
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As a consequence of Theorem 10.1.7 and Lemma’s 10.1.8 and 10.1.9,
(Cb(X), β) satis�es both the conditions to serve as a range, and as a do-
main in Kalton’s closed graph theorem. We have the following important
corollaries.

Corollary 10.1.11 (Closed graph theorem). Let X,Y be separably metriz-
able spaces, then a closed linear map from (Cb(X), β) to (Cb(Y ), β) is con-
tinuous.

Corollary 10.1.12 (Inverse mapping theorem). Let X,Y be separably
metrizable spaces. Let T : (Cb(X), β) → (Cb(Y ), β) be a bijective con-
tinuous linear map. Then T−1 : (Cb(Y ), β)→ (Cb(X), β) is continuous.

Corollary 10.1.13 (Open mapping theorem). LetX,Y be separablymetriz-
able spaces. Let T : (Cb(X), β) → (Cb(Y ), β) be a surjective continuous
linear map. Then T is open.

10.2 identifying the finest topology coinciding with σ on
all β eqi-continuous sets

Denote by Mτ ,+ (X ) the subset of non-negative τ -additive Borel mea-
sures on X and denote by σ+ the restriction of σ toMτ ,+ (X ). Consider
the mapq : Mτ ,+ (X ) × Mτ ,+ (X ) → Mτ (X )

q(µ, ν ) = µ − ν.

Note that by the Hahn-Jordan theorem the map q is surjective.

De�nition 10.2.1. Let T denote the quotient topology onMτ (X ) of the
map q with respect to σ+ × σ+ onMτ ,+(X ) × Mτ ,+ (X ).

The next few lemma’s will provide some key properties of T , which will
lead to the proof that T = σf .

Lemma 10.2.2. (Mτ (X ), T ) is a k-space.

Proof. First of all, the topology σ+ is metrizable by Theorem 8.3.2 in Bo-
gachev [2007]. This implies that σ2

+ is metrizable. Metrizable spaces are
k-spaces by Theorem 3.3.20 in Engelking [1989]. Thus (Mτ (X ), T ) is
the quotient of a k-space which implies that (Mτ (X ), T ) is a k-space by
Theorem 3.3.23 in Engelking [1989].
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Lemma 10.2.3. The topology T is stronger than σ . Both topologies have the
same compact sets and on the compact sets the topologies agree.

Proof. For f ∈ Cb(X), denote by if : Mτ (X) → R the map de�ned
by if (µ) =

∫
fdµ. Because T is the �nal topology under the map q, if is

continuous if and only if if ◦q :Mτ,+(X)×Mτ,+(X)→ R is continuous.
This, however, is clear as if ◦ q(µ, ν) =

∫
fd(µ− ν) and the de�nition of

the weak topology onMτ,+(X).

σ is the weakest topology making all if continuous, which implies that
σ ⊆ T .

For the second statement, note �rst that as σ ⊆ T , the �rst has more com-
pact sets. Thus, suppose that K ⊆ Mτ (X) is σ compact. By Proposition
10.1.6 K is β equi-continuous, so by Theorem 6.1 (c) in Sentilles [1972],
K ⊆ K1−K2, where K1,K2 ⊆Mτ,+(X) and where K1,K2 are σ+ and
hence σ compact. It follows that q(K1,K2) is T compact. Because K is a
closed subset of q(K1,K2), it is T compact. We conclude that the σ and T
compact sets coincide.

Let K be a T and σ compact set. The identity map i : K → K is T to σ
continuous, so it maps compacts to compacts. Because all closed sets are
compact, i is homeomorphic, which implies that σ and T coincide on the
compact sets.

Proposition 10.2.4. T is the k-i�cation of σ. In other words, T is the �nest
topology that coincides with σ on all σ compact sets. In particular, we �nd
that T = σf .

Proof. By Lemma 10.2.2, T is a k-space. By Lemma 10.2.3 the compact sets
for σ and T coincide. It follows that T = kσ = σf .

We prove an additional lemma that will yield transseparability of
(Cb(X), β), before moving on to the study of the quotient topology T .

Lemma 10.2.5. The σ, or equivalently, T compact sets in Mτ (X) are
metrizable.

Proof. Let K be a σ compact set inMτ (X). In the proof of Lemma 10.2.3,
we saw that K ⊆ q(K1,K2), where K1,K2 are compact sets of the
metrizable spaceMτ,+(X). Because q is a continuous map, we �nd that
q(K1,K2) and hence K is metrizable by Lemma 1.2 in Kalton [1971] or
34.11.2 in Köthe [1979].
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Proof of Lemma 10.1.8. The σ compact sets are metrizable by Lemma 10.2.5,
which implies that (Cb(X), β) is transseparable by Lemma 1 in P�ster
[1976].

10.2.1 (Mτ (X), T ) is a locally convex space.

This section will focus on proving that the topology T onMτ (X) turns
Mτ (X) into a locally convex space. Given the identi�cation T = kσ = σf

obtained in Propositions 10.1.6 and 10.2.4, this is the main ingredient for
the proof of Theorem 10.1.7. Indeed, for a general locally convex space
the topology σf is in general not a vector space topology, cf. Section 2 in
Kōmura [1964].

Proposition 10.2.6. (Mτ (X), T ) is a locally convex space.

The proof of the proposition relies on two lemma’s.

Lemma 10.2.7. The map q : (Mτ,+(X)2, σ2
+)→ (Mτ (X), T ) is an open

map.

Proof. Before we start proving that the map q is open, we start with two
auxiliary steps.
Step 1. We �rst prove that the map ⊕ : (M2

τ,+(X)×Mτ (X), σ2
+ × σ)→

(M2
τ (X), σ2), de�ned by ⊕(µ, ν, ρ) = (µ+ ρ, ν + ρ) is open.

It su�ces to show that⊕(V ) is open for V in a basis for σ2
+×σ by Theorem

1.1.14 in Engelking [1989]. Hence, choose A and B be open for σ+ and
C open for σ. Set U := ⊕(A × B × C). Choose (µ, ν) ∈ U . We prove
that there exists an open neighbourhood of (µ, ν) contained in U . Because
(µ, ν) ∈ U = ⊕(A × B × C), we �nd µ0 ∈ A, ν0 ∈ B and ρ0 ∈ C such
that µ = µ0 + ρ0 and ν = ν0 + ρ0.
Because σ is the topology of a topological vector space, the sets µ0 +C and
ν0+C are open for σ. Thus, the setH := (µ0+C)×(ν0+C) is open for σ2.
By construction (µ, ν) ∈ H , and additionally, H ⊆ U = ⊕(A×B × C).
We conclude that ⊕ is an open map.

Step 2. Denote G := ⊕−1(Mτ,+(X)2) and by ⊕r : G → Mτ,+(X)2 the
restriction of⊕ to the inverse image ofMτ,+(X)2. If we equipG with the
subspace topology inherited from (M2

τ,+(X)×Mτ (X), σ2
+×σ), the map

⊕r is open by Proposition 2.1.4 in Engelking [1989] and the openness of⊕.

Step 3: The proof that q is open.
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Let V be an arbitrary open set in (Mτ,+(X)2, σ2
+). As a consequence, V ×

Mτ (X) is open in (M2
τ,+(X) ×Mτ (X), σ2

+ × σ). By de�nition of the
subspace topology, (V ×Mτ (X)) ∩ G is open for the subspace topology
onG. By the openness of⊕r , we conclude that V̂ := ⊕r((V ×Mτ (X))∩G)
is open in (Mτ,+(X)2, σ2

+).

Because⊕r((V ×Mτ (X))∩G) = ⊕(V ×Mτ (X))∩Mτ,+(X)2, we �nd
that

V̂ =
{

(µ, ν) ∈Mτ,+(X)2
∣∣ ∃ρ ∈Mτ (X) : (µ− ρ, ν − ρ) ∈ V

}
=
{

(µ, ν) ∈Mτ,+(X)2
∣∣ ∃ρ ∈Mτ (X) : (µ+ ρ, ν + ρ) ∈ V

}
.

Thus, we see that V̂ = q−1(q(V )). Because V̂ is open and q is a quotient
map, we obtain that q(V ) is open.

Lemma 10.2.8. Themap q2 : (Mτ,+(X)4, σ4
+)→ (Mτ (X)2, T 2), de�ned

as the product of q times q, i.e.

q2(ν+
1 , ν

−
1 , ν

+
2 , ν

−
2 ) = (ν+

1 − ν
−
1 , ν

+
2 − ν

−
2 ),

is an open map. As a consequence, T 2 is the quotient topology of σ4
+ under

q2.

Proof. By Proposition 2.3.29 in Engelking [1989] the product of open sur-
jective maps is open. Thus, q2 is open as a consequence of Lemma 10.2.7.
An open surjective map is always a quotient map by Corollary 2.4.8 in En-
gelking [1989].

Proof of Proposition 10.2.6. We start by proving that (Mτ (X) ×
Mτ (X), T 2) → (Mτ (X), T ) de�ned by +(ν1, ν2) = ν1 + ν2 is
continuous. Consider the following spaces and maps:

(Mτ (X)×Mτ (X), T 2) (Mτ (X), T )

(Mτ,+(X)4, σ4) (Mτ,+(X)2, σ2
+)

+

q2

+2

q

q and + are the quotient and sum maps de�ned above. q2 was introduced
in Lemma 10.2.8 and +2 is de�ned as

+2(ν+
1 , ν

−
1 , ν

+
2 , ν

−
2 ) = (ν+

1 + ν+
2 , ν

−
1 + ν−2 ).
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Note that the diagram commutes, i.e. q ◦+2 = + ◦ q2.
Fix an open set U in (Mτ (X), T ), we prove that +−1(U) is T 2 open in
Mτ (X)×Mτ (X). By construction, q is continuous. Also, +2 is continuous
as it is the restriction of the addition map on a locally convex space. We
obtain that V := +−1

2 (q−1(U)) = (q2)−1(+−1(U)) is σ4
+ open. By Lemma

10.2.8 q2 is a quotient map, which implies that +−1(U) is T 2 open. We
conclude that + : (Mτ (X)2, T 2)→ (Mτ (X), T ) is continuous.

We proceed by proving that the scalar multiplication map m : (Mτ (X)×
R, T × t) → (Mτ (X), T ) de�ned by m(µ, α) = αµ is continuous. Here,
t denotes the usual topology on R. Consider the following diagram:

(Mτ (X)× R, T × t) (Mτ (X), T )

(Mτ,+(X)2 × R, σ2
+ × t) (Mτ (X)2, σ2

+)

m

q × I

m2

q

Here, I : R → R denotes the identity map and m2 : Mτ,+(X)2 × R →
M2

τ,+(X) is de�ned by

m2(µ1, µ2, α)


(−αµ2,−αµ1) if α < 0

(0, 0) if α = 0

(αµ1, αµ2) if α > 0.

Note that, using this de�nition of m2, the diagram above commutes. It is
straightforward to verify that m2 is a σ2

+ × t to σ2
+ continuous map as

σ is the restriction of the topology of a topological vector space. By the
Whitehead theorem, Theorem 3.3.7 in Engelking [1989], the map q × I is
a quotient map. We obtain, as above, that m is continuous.

The continuity of + and m yield that (Mτ (X), T ) is a topological vector
space. To prove that the space is locally convex, we prove that T has a basis
of open convex sets for 0.
Let U ⊆ Mτ (X) be open and such that 0 ∈ U , we prove that there is an
open convex subset U0 ⊆ U such that 0 ∈ U0.

Because q : (Mτ,+(X)2, σ2
+) → (Mτ (X), T ) is continuous, the set

q−1(U) is σ2
+ open. Additionally, q−1(U) contains (0, 0). By construction
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of σ+, there exists a σ2 open set V ⊆ Mτ (X)2 that contains (0, 0) and
such that

V ∩Mτ,+(X)2 = q−1(U).

Because (Mτ (X)2, σ2) is locally convex, we can �nd a σ2 open convex
neighbourhood V0 ⊆ V of 0. By Lemma 10.2.7 q is open, additionally it is
linear on its domain, thus we �nd that

U0 := q(V0 ∩Mτ,+(X)2) ⊆ U

is T open and convex. By construction, U0 contains 0.
We conclude that (Mτ (X), T ) is a locally convex space.

10.2.2 The proof of Theorem 10.1.7 and its corollaries

We �nalize with the proof of our main result and its consequences.

Proof of Theorem 10.1.7. We already noted that kσ = σf by Proposition
10.1.6.
By Proposition 10.2.4, we �nd T = σf . By Proposition 10.2.6 T is locally
convex. Because σlf is the strongest locally convex topology coinciding
with σ on all weakly compact sets, we conclude by Proposition 10.2.6 that
σlf = σl.

By Proposition 10.1.2 the space (Cb(X), β) is hypercomplete, and thus,
complete. It follows by 21.9.8 in Köthe [1969] that σlf = β◦.

Proof of Corollary 10.1.11. By Theorem 10.1.7 and 10.1.2, we obtain that
(Cb(Y ), β) is an infra-Pták space. By Lemma 10.1.8 (Cb(X), β) is transsep-
arable and by Lemma 10.1.9Mτ (X) is weakly sequentially complete.
The result, thus, follows from Kalton’s closed graph theorem 10.1.4.

Proof of Corollary 10.1.12. Let X,Y be separably metrizable spaces. Let T :
(Cb(X), β) → (Cb(Y ), β) be a bijective continuous linear map. We prove
that T−1 : (Cb(Y ), β)→ (Cb(X), β) is continuous.
The graph of a continuous map is always closed. Therefore, the graph of
T−1 is also closed. The result follows now from the closed graph theorem.
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Proof of Corollary 10.1.13. Let X,Y be separably metrizable spaces. Let T :
(Cb(X), β)→ (Cb(Y ), β) be a surjective continuous linear map. We prove
that T is open.
First, note that the quotient map π : (Cb(X), β) → (Cb(X)/ker T, βπ) is
open, where βπ is the quotient topology obtained from β, see 15.4.2 Köthe
[1969]. The map T factors into Tπ ◦ π, where Tπ is a bijective continuous
linear map from (Cb(X)/ker T, βπ) to (Cb(Y ), β).
We show that Tπ is an open map. We can apply the inverse mapping theo-
rem to Tπ as (Cb(X)/ker T, βπ) is a Pták space by 34.3.2 in Köthe [1979].
Additionally, it is transseparable as it is the uniformly continuous image
of a transseparable space. It follows that T−1

π is continuous and that Tπ is
open.
We �nd that the composition T = Tπ ◦ π is open as it is the composition
of two open maps.
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S U M M A R Y

This thesis is dedicated to the study of large deviations of trajectories of
Markov processes and functional analytic methods that facilitate the study
of the associated semigroups of a Markov process.
In the �rst chapters, we focus on large deviation principles for the tra-
jectories of averages of mean-�eld interacting Markov processes and ap-
plications thereof. In Chapter 3, we consider variants of Glauber dynam-
ics for the Curie-Weiss model. As an example, we consider n processes
(σ1(t), . . . , σn(t)) on {−1, 1} that interact via their mean. Denote xn(t) =
1
n

∑
i≤n σ

i(t). If the mean xn(0) satis�es the large deviation principle

P [xn(0) ≈ α] ≈ e−nI0(α),

for some rate function I0, then we prove under appropriate conditions that
the same holds for the whole trajectory of averages. In particular, we prove
that

P [{xn(t)}t≥0 ≈ {γ(t)}t≥0] ≈ e−nI(γ),

for γ : [0,∞)→ [−1, 1]. I takes the form

I(γ) =

I0(γ(0)) +
∫∞

0 L(γ(s), γ̇(s))ds if γ ∈ AC,

∞ otherwise,

where L : [−1, 1] × R → [0,∞] is some non-negative lower semi-
continuous function andAC is the space of absolutely continuous trajecto-
ries in [−1, 1].

We use this large deviation framework to in Chapter 4 to �nd a natural
Lyapunov function for the associated McKean-Vlasov dynamics and study
the exponential decay of this Lyapunov function.
In Chapter 5, we use the associated Hamilton equations to study the trajec-
tories that optimize

It(a) = inf
γ∈AC
γ(t)=a

I0(γ(0)) +

∫ t

0
L(γ(s), γ̇(s))ds,
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which is of importance in the study of Gibbs-non-Gibbs transitions.

In Chapter 6, we prove the large deviation principle with a rate function in
Lagrangian form for the trajectories of the empirical distribution

1

n

∑
i≤n

δXi(t)

of independent copies X1, X2, . . . of a Feller process X that takes its val-
ues in a locally compact metric space.
In Chapter 7, we consider a translation invariant Markov process σ(t) on
{−1, 1}Zd that evolves by spin-�ip dynamics. Set Λn = Zd ∩ [−n, n]d. In
this setting, we prove the large deviation principle for trajectories of the
empirical measure

1

|Λn|
∑
i∈Λn

δθiσ(t),

where θi is the operation that shifts a con�guration (θiη)j = ηi+j . We do
not prove a Lagrangian representation for the rate function, but make a
conjecture on such a form.

In Chapter 8, we consider strongly continuous and locally equi-continuous
semigroups on a special class of locally convex spaces. We prove a Hille-
Yosida and Trotter-Kato approximation theorem. We show that this theory
can be applied to the strict topology on the space of bounded continuous
functions on a Polish space.
In Chapter 9, we show that the transition semigroup of a Markov process
on a Polish space that is the solution to a well-posed martingale process is
strongly continuous and locally equicontinuous for the strict topology on
the space of bounded and continuous functions.
Finally, we show in Chapter 10 that the strict topology on the space of
bounded and continuous functions on a separable metric space satis�es the
conclusion of the Banach-Dieudonné theorem. In particular, this implies
that the closed graph, open mapping and inverse mapping theorems hold
for maps between spaces of this kind.



S A M E N VAT T I N G ( D U T C H S U M M A R Y )

Dit proefschrift bestudeert de grote afwijkingen van trajecten van
Markovprocessen en de functionaal analytische methoden die gebruikt
worden voor de studie van de semigroepen die corresponderen met een
Markovproces.
In de eerste hoofdstukken behandelen we de grote afwijkening van de tra-
jecten van gemiddeldes van ‘mean-�eld’ interagerende Markov processen
en kijken naar de toepassingen van de resultaten. In hoofdstuk 3 bestud-
eren we varianten van Glauber dynamica voor het Curie-Weiss model. Als
voorbeeld bekijken we n processen (σ1(t), . . . , σn(t)) op {−1, 1} die in-
terageren via hun gemiddelde. We schrijven xn(t) = 1

n

∑
i≤n σ

i(t) voor
het gemiddelde van deze variabelen. Als het gemiddelde xn(0) van de vari-
abelen op tijd 0 aan het grote afwijkingen principe voldoet, i.e.,

P [xn(0) ≈ α] ≈ e−nI0(α),

voor een gegeven ‘rate’ functie I0, dan bewijzen we, onder geschikte voor-
waarden, dat ook het hele traject van de gemiddeldes aan het grote afwi-
jkingen principe voldoet. In het bijzonder bewijzen we dat

P [{xn(t)}t≥0 ≈ {γ(t)}t≥0] ≈ e−nI(γ),

waar γ : [0,∞)→ [−1, 1]. De rate functie I is van de vorm

I(γ) =

I0(γ(0)) +
∫∞

0 L(γ(s), γ̇(s))ds if γ ∈ AC,

∞ otherwise,

waar L : [−1, 1]× R→ [0,∞) een beneden half-continue functie is.

We gebruiken het grote afwijkingen principe in hoofdstuk 4 om een natu-
urlijke Lyapunov functie te vinden voor de geassocieerde McKean-Vlasov
dynamica. We geven condities waaronder deze Lyapunov functie exponen-
tieel snel afvalt onder deze dynamica.
In hoofdstuk 5 gebuiken we de Hamilton vergelijkingen om trajecten te
bestuderen die optimal zijn in de volgende variationele uitdrukking:

It(a) = inf
γ∈AC
γ(t)=a

I0(γ(0)) +

∫ t

0
L(γ(s), γ̇(s))ds. (?)
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Deze optimale trajecten zijn van belang in de studie van Gibbs-niet-Gibbs
overgangen in de zin dat ‘slechte’ con�guraties a, i.e. essentië discontinu-
iteiten van de conditionele waarschijnlijkheden, overeenkomen met het
bestaan van meerdere optimale trajecten in (?).

In hoofdstuk 6 bewijzen we het grote afwijkingen principe met een rate-
functie in Lagrangiaanse vorm voor de trajecten van de empirische dis-
tributie

1

n

∑
i≤n

δXi(t)

van onafhankelijke kopieën X1, X2, . . . van een Feller proces X dat zijn
waarden aanneemt in een locaal compacte metrische ruimte.
In hoofdstuk 7 bestuderen we een translatie invariant proces σ(t) op
{−1, 1}Zd dat evolueert onder de invloed van spin-�ip dynamica. We
de�niëren Λn = Zd ∩ [−n, n]d. In deze context bewijzen we het grote
afwijkingen principe voor de trajecten van de emprische maat

1

|Λn|
∑
i∈Λn

δθiσ(t).

Hier is θi de operatie die een con�guratie η ∈ {−1, 1}Zd i plaatsen op-
schuift: (θiη)j = ηi+j . We bewijzen geen Lagrangiaanse representatie van
de rate functie, maar formuleren een vermoeden over wat deze represenatie
zou moeten zijn.

In hoofdstuk 8 bestuderen we sterk continue en locaal equicontinue semi-
groepen op een speciale classe van locaal convexe ruimten. We bewijzen
in deze context een Hille-Yosida en Trotter-Katto approximatiestelling. We
laten zien dat deze theorie gebruikt kan worden voor de strikte topologie
op de ruimte van begrensde continue functies op een Poolse ruimte.
In hoofdstuk 9 laten we zien dat de semigroep van conditionele waarschi-
jnlijkheden van een Markovproces op een Poolse ruimte dat de oplossing
is van een martingaal probleem sterk continu en locaal equicontinu is op
de ruimte van continue begrensde functies.
Tot slot bewijzen we in hoofdstuk 10 dat de strikte topologie op de ruimte
van continue begrensde functies op een separabele metrische ruimte vol-
doet aan de conclusies van de Banach-Dieudonné stelling. Als gevolg
verkrijgen we dat de gesloten graaf, open afbeelding en inverse afbeeld-
ing stelling gelden voor lineare afbeeldingen tussen ruimtes van dit type.
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