
D
el

ft
U

ni
ve

rs
it

y
of

Te
ch

no
lo

gy

Graph Attention for
Alzheimer's Disease
Gene Prioritization
Master Thesis
Timo Verlaan



Graph Attention for
Alzheimer's Disease 
Gene Prioritization

by

Timo Verlaan
Student Name Student Number

Timo Verlaan 4687108

to obtain the degree of Master of Science
at the Delft University of Technology,

to be defended publicly on Monday July 10th, 2023 at 15:00.

Thesis Committee: Prof. Dr. Ir. M. J. T. Reinders TU Delft, Supervisor
Dr. M. Khosla TU Delft
Ir. G. Bouland TU Delft

Project Duration: September, 2022 - July, 2023
Faculty: Faculty of Electrical Engineering,

Mathematics & Computer Science, Delft



Graph Attention for Alzheimer’s Disease Gene Prioritization

Timo Verlaan July 4, 2023

Abstract

Identifying key genes in Alzheimer’s Disease (AD) is important in increasing understanding about its 
pathogenesis, and discovering potential therapeutic targets. Recent advances in single-cell RNA se-
quencing (scRNAseq) technology have provided unprecedented opportunities to study the molecular 
mechanisms underlying AD at the cellular level. In this study, we have trained a Graph Attention 
Network (GAT) to predict disease status of single cells from the SEA-AD scRNAseq dataset. Fur-
thermore, we propose a method for interpreting the learned attention weights of the GAT to score 
genes on their importance for the prediction, treating gene prioritization as a feature importance 
problem. We have identified several genes associated with AD, including RBFOX1, NRG1, NRG3, 
GPC6, HNRNPC and CSMD1. We also found significant gene set enrichment in several terms 
related to AD and dementia, warranting future research about the presented top genes.

Introduction

Alzheimer’s Disease (AD) is a progressive neurode-
generative disorder that primarily affects the elderly,
causing symptoms such as memory loss, cognitive de-
cline, and behavioral changes. The disease progres-
sion is typically slow, spanning several years, and
eventually leads to the loss of independent function,
and ultimately death [1].
AD is increasingly becoming a public health con-

cern due to the aging global population. Advances in
modern medicine have increased life expectancy, re-
sulting in a larger proportion of elderly individuals
who are at risk of developing AD. Current estimates
suggest that around 50 million people worldwide are
living with dementia, with AD accounting for the ma-
jority of these cases. This number is expected to triple
by 2050. The disease has a profound economic impact,
with costs associated with healthcare and caregiving.
The global worldwide cost of dementia, of which AD
constitutes the majority, is estimated to be a trillion
US dollars per year [2] [3].

The disease involves the accumulation of amyloid-
beta plaques and tau tangles in the brain, leading to
neuronal death [4], but many details of the pathogen-
esis of AD remain elusive. Specifically, discovery of
the genes involved, and their interactions, could aid in
understanding disease mechanisms and finding ther-
apeutic targets [5]. To this end, genome-wide associ-
ation studies (GWAS) are performed, where we look
for single-nucleotide polymorphisms (SNPs) that are
associated with the disease. It is through such studies,
that we now know about variants of genes, including
APOE4, APP, PSEN1, and PSEN2, that are associ-
ated with increased AD risk [6]. However, in many
other cases it is difficult to match the loci found in
GWAS directly to a gene because the majority are
found in non-coding parts of the genome. Knowing
the affected genes is paramount in studying the effects
of the variant, and their role in the disease. Further-
more, the consideration of only the genome does not

unveil the cascade of changes in expression and inter-
action between genes, that can provide more insight
in the disease.

To this end, gene expression is measured through
RNA sequencing (RNAseq), where expression levels
of individual genes are measured. Recent advances
in technology now even allow for the measurement of
gene expression at the individual cell level, through
single-cell RNA sequencing (scRNAseq). This was not
possible in traditional “bulk” RNAseq, where expres-
sion needs to be averaged over many cells to get a
sufficiently accurate estimate of expression level, thus
masking potentially important variability between in-
dividual cells [7]. Capturing this heterogeneity in the
cellular landscape enables researchers to study indi-
vidual cell types and states, and their roles in disease
[8] [9] [10].

Analysis of the vast amounts of data produced
by scRNAseq experiments requires dealing with new
challenges, including high dimensionality, high levels
of noise, and sparsity [11]. In bulk RNAseq analysis,
differential expression was applied to find genes that
have altered expression levels in diseased cells [12]
[13]. But in single-cell analyses, it lacks precision in
capturing cell type-specific effects or lowly expressed
genes that might still be relevant, and may yield false
positives [14]. Even the calculation of differential
expression between clusters of cells [15] [16] [17] is
limited because over-clustering yields false positives
and under-clustering causes us to miss genes. These
limitations call for more advanced analysis methods
that can capture highly heterogeneous and sometimes
lowly expressed signals, while scaling well to the ever-
increasing dimensionality of scRNAseq datasets.

An approach that is being applied increasingly in
many fields, including bioinformatics, is to represent
the data in graphs, rather than in a tabular form.
This allows us to integrate information from neigh-
boring samples, that are connected in the graph if
they have a high similarity. In scRNAseq data specif-
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Figure 1: A visual schematic of the model architecture and proposed gene prioritization method, and performed
analyses. A first Graph Attention Network (GAT) layer constructs embeddings for each node, that include
learned representations of neighbors. These embeddings can be used directly, to visualize the latent space, or
be passed through yet another GAT layer, to assign a label. Attention weights from the first GAT layer are
used to rank genes using the proposed attention correlation technique.

ically, this means we can integrate the gene expression
from neighboring cells, in addition to a cell’s own ex-
pression levels. This helps estimate missing values,
thus combatting the sparsity issue inherent to scR-
NAseq data, or more precisely estimate the expres-
sion level of a particular gene, thereby reducing noise.
Furthermore, this allows us to use complementary sig-
nals from neighboring cells in the graph, enhancing
the overall data interpretation. This is particularly
relevant as cells with highly similar gene expression
are likely to be physically close to each other in the
brain. Considering these cells simultaneously might
allow us to pick up on some communication between
cells, which would be missed when considering cells in
isolation.

Graph Neural Networks (GNNs) [18][19] are a class
of deep learning models that generalize many of the
techniques in the deep learning fields to graph data.
Similarly to (convolutional) neural networks, layers
with learnable weights are stacked, to find embeddings
of cells that integrate information from neighboring
cells, optimized for a specific task, like disease or cell-
type classification. Additionally, GNNs are scalable,
making them useful for processing vast amounts of
graph data, and allowing them to discover more com-

plex non-linear patterns, by increasing the number of
model weights and layers. This property directly ad-
dresses the limitations of existing models, that have
trouble discovering the highly heterogeneous expres-
sion profiles present in single cell data. A Graph
Attention Network (GAT) [20] is a specific subtype,
that assigns weights to neighboring nodes, based on
how important they are in the downstream predic-
tion task. These weights are referred to as attention
scores, and have the added benefit of providing insight
in the model’s reasoning, that is often not available
in similar models [21].

In this work, we harness the interpretability of these
attention scores to find genes that are involved in
Alzheimer’s disease. We propose to train a GAT
model on scRNAseq data, to predict disease status of
each cell, which in this case corresponds to the clinical
diagnosis of the donor the cell belonged to. We then
consider the resulting attention scores, and propose a
novel attention correlation technique, that allows us
to derive the importance of each gene in the classifi-
cation task. Because we train the model on a predic-
tion task, rather than gene priorities directly, we do
not require existing functional annotations of genes,
or known disease associated genes, which many exist-
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ing methods do [22][23][24]. Resulting highly ranking
genes can be compared with genes known to be in-
volved in AD, and previously undiscovered genes may
warrant further research.
Neither the use of GNNs in the context of single-

cell data, nor the interpretation of attention weights,
are novel techniques. But to our knowledge, this is
the first attempt to address the challenges in disease
gene prioritization through interpretation of the at-
tention weights, especially in the context of AD. As
such, this work underscores the potential of integrat-
ing advanced deep learning techniques, like GATs,
with cutting-edge scRNAseq biological data, to un-
ravel the complexities of human diseases such as AD.

Results

In the following sections, we present the achieved re-
sults. Before we do so, however, we briefly discuss the
dataset we used, and the proposed method, to provide
context to the results. A thorough explanation of the
method can be found in the final Method section. The
results are first analysed in terms of disease classifica-
tion accuracy, which reveals biological patterns that
characterize changes in the transcriptomic landscape
due to AD. Next, we present the genes identified by
our proposed method, which are compared to knowl-
edge from existing literature in the discussion. In the
discussion, we also recommend directions for future
work.

Dataset

In this study, we use the SEA-AD [25] dataset, which
includes single cell RNAseq data of 84 brain donors,
from various demographics and stages of AD, pro-
viding a comprehensive view of the disease and its
progression. After pre-processing (see Methods), 49
donors remained, totaling 744, 503 cells. Of these re-
maining donors, 21 were diagnosed with AD, and 28
are age-matched controls. The AD and control donors
comprised 426, 761 cells (57%) and 317, 742 (43%) re-
spectively. Overall, the average cell count per donor
is 15, 194, with a standard deviation of 2, 587. The
dataset also provides celltype annotations, including
18 neuronal and 6 non-neuronal celltypes. Each donor
was also assigned a made-up name, to allow easy re-
ferral to them in the results. Names start with A for
donors from the AD class, and with C for the CT
class.
We also consider the most important demographi-

cal, pathological, and genetic features of the donors in
the dataset (Figure 2). First, we note how the classes
of Alzheimer’s disease (AD) and the control group
(CT) are reasonably age-, sex- and race-matched, al-
though the donors labeled as ‘White’ in the dataset
are significantly over-represented. In terms of pathol-
ogy, AD individuals are more represented in higher
Thal- and Braak stages, which represent the progres-
sion of amyloid-beta plaques and neurofibrillary tan-

gles (intracellular accumulations of tau protein) re-
spectively. This is to be expected, as both are hall-
mark symptoms of AD [4]. Similarly, higher neu-
ropathological change is found in AD individuals. The
LATE-stage and primary location of found Lewy bod-
ies do not show significant imbalance between disease
classes, but in both, a significant portion of donors
is not assigned a class altogether, limiting the inter-
pretability of these variables. Finally, we consider the
APOE4 status. Individuals with a positive APOE4
status (that is, they have at least one copy of the
APOE E4 allele) are more represented in the AD
class, which is to be expected because this is asso-
ciated with an increased risk of getting AD.

Graph Attention Network (GAT) for
Alzheimer’s Disease Prediction

In this study, we used Graph Attention Networks
(GATs) to predict the disease states of single cells.
The input consists of a KNN graph per individual,
where each node represents a single cell from that pa-
tient. Nodes are connected to their k-nearest neigh-
bors based on the smallest Euclidean distance in the
input feature space. In this study, we set k = 30.

GATs, a subtype of Graph Neural Networks
(GNNs), incorporate an attention mechanism, which
enables the model to assign varying degrees of impor-
tance to connected nodes in the graph. This property
allows GATs to compute adaptive weights for neigh-
boring nodes, in a way that can be transferred to un-
seen graphs. These attention weights determine the
contribution of each neighbor’s features when calcu-
lating the latent representation of a given node. These
attention weights also enable downstream interpreta-
tion, which is valuable for our goal of identifying the
most important genes or features associated with the
disease.

In Figure 1, we show the proposed model architec-
ture, with its two GAT layers. The first layer uses
eight parallel attention heads, which allows different
parts of the embeddings to use different attention
weights for the neighbors. The concatenation of these
parts from each of the attention heads gives us a single
embedding per cell, that includes the learned repre-
sentation of the target node and their direct neigh-
bors, optimized for separating the input classes. The
second layer is designed for the soft label assignment,
and has two output features and a single attention
head, such that it aligns with the two disease classes
(CT and AD) that we are predicting. The model is
trained using a categorical cross-entropy loss function,
and its performance is evaluated through leave-one-
out cross validation, where every donor is held out
once, and evaluated on a model trained on the re-
mainder of the dataset.

The method is described in more detail in the
Method section.
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Figure 2: Demographics of the individuals in the SEA-AD dataset, summarizing the extent of diversity in the
dataset. Each sub-figure compares the amount of diseased (AD) and control group (CT) individuals belonging
to a certain class over eleven categories. The first four figures describe the core demographics of the dataset
(disease class, sex, race and the highest level of education completed), followed by APOE4 status, which denotes
whether an individual has at least one copy of the APOE E4 allele. In the top right, we show the distribution
of ages at death between the classes. On the second row, several pathological features are presented, each
characterizing progression of the disease, and overall neurological degeneration (ADNC). In the LATE stage
and primary lewy bodies location, metadata is not available for some donors, which are marked “NI” (for not
investigated).

Embedded space shows increased sepa-
rability between disease classes

Using UMAP visualizations, we compare the input
space and the embedded space that is obtained from
the hidden dimension of our model (see Methods). We
show that the disease classes are more separable in the
latent space, and illustrate that the achieved separa-
tion is more likely to be due to biological meaningful
patterns, rather than donor-specific differences.

The embeddings produced by our model separate
healthy and diseased cells better than the input space
(Figure 3). This is further exemplified by a LISI [26]
score of 1.177 for our latent embeddings and a LISI
score of 1.707 for the input space, which means that
neighbors in the latent space are much more likely to
be of the same class. Although there is no perfect
separation between healthy and diseased cells, the in-
creased separability does suggest that the GAT model
has learned discriminating features between the dis-
ease states.

Furthermore, we find that the produced embed-
dings retain separability between cell types (Figure
3). This distinction between the celltypes is already
present in the input space, but it’s important that this
remains the case in the latent space because retention
of the heterogeneity between celltypes and states is

essential for downstream interpretability. In our em-
beddings, cell types are generally adjacent in clusters,
indicating that the prediction task the embeddings are
optimized for relies on biologically meaningful pat-
terns because otherwise these would likely not have
been so apparent in the latent space. We also note,
however, that for some celltypes the clusters are more
spread out, which is likely because the model recog-
nized the heterogeneity within these cell types. This
is somewhat apparent in each of the cell types, but es-
pecially so in the glutamatergic (excitatory) neurons,
astrocytes and oligodendrocytes.

Moreover, we observe that within the clusters that
correspond to the different celltypes, there is some
separation between the different donors (Figure 3.
This separation is not present at all in the input space,
which is likely due to the batch correction that was
applied to the original dataset [25]. We note that
some degree of separation between donors in the la-
tent space is necessary to achieve separation between
their corresponding disease classes. It is also apparent
that in many cell types, the donors are arranged on a
spectrum that corresponds to the direction in which
the disease class varies. This indicates our model rec-
ognizes various degrees of AD characteristics in these
donors, which is consistent with the fact that AD pa-
tients can exhibit various degrees of neurodegenera-
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Figure 3: UMAP visualizations of the latent space (right) compared to the input space (left). In the top row, 
each cell is colored according to the disease state of the donor it belongs to, in which we distinguish between AD 
(Alzheimer’s Disease) and CT (Control group). In the second row, cells are colored according to cell type, where 
glutamatergic (excitatory) neurons are marked "+", and GABAergic (inhibitory) neurons "-". The remaining cell 
types are non-neuronal. The third row colors cells according to the donor they belong to, where only 19 random 
donors are shown to improve comprehensibility. In the bottom row, cells are colored according to soft accuracy, 
which is defined as (1 − absolute error) and corresponds to how well each cell was classified.
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tion.

Overall, the fact that the latent space is organized
per cell type first, and by patient only within these
structures, supports the notion that the achieved sep-
aration is more likely due to disease-related patterns,
rather than donor- or batch-specific differences.

GAT Outperforms Baseline on AD Pre-
diction Task

We further evaluate the model by comparing it with
a baseline model. Specifically, we evaluate the ability
to correctly classify cells from entirely unseen donors,
based on the disease status of their donor (either CT
or AD). The baseline is a two-layer neural network
with an equally sized hidden dimension of 1024 (see
Methods). Both models are evaluated using leave-
one-out crossvalidation (LOOCV), where each donor
is evaluated on a model trained on the data of all
other donors.

The GAT model outperforms the baseline on all
metrics (Table 1). Since they have an equally size
hidden dimension, this is likely to be attributed to the
GAT’s attention mechanism, and ability to integrate
information for neighboring cells.

Moreover, we note that (in both models) the recall
and precision are very similar. This means that the
difference in accuracy between the two disease classes
can be attributed to the class imbalance. Misclassifi-
cations made in either class can be partially accounted
for by considering the nature of the data. First, cells
belonging to AD patients are not necessarily all af-
fected by the disease, so some might be harder to clas-
sify as such. Conversely, because the dataset is age-
matched, many individuals from the CT group will
exhibit neuropathological degeneration due to aging,
possibly making it hard to distinguish from degenera-
tion that is specifically due to AD. This may account
for some of the misclassification among the CT class.
Finally, we note that cells are labelled according to
their donor’s clinical diagnosis, which does not ac-
count for diseased individuals that have not been di-
agnosed before they died. This limitation is explored
further in the discussion.

Higher classification accuracy in specific
cell types suggests increased sensitivity
to AD

Analysis of classification performance compared be-
tween cell types indicates that in some cell types, the
cells are more difficult to label according to disease
state (Figure 4). In many of these cell types, this co-
incides with a low cell count for that type, which we
consider a likely cause of the decreased performance.
Some cell types, however, are frequently misclassified
despite their sufficiently large representation. Cell
types where we attribute poor classification perfor-
mance to under-representation include the Sst Chodl,
Pax6, and Chandelier GABAergic neuron types, as

Figure 4: Classification performance compared per 
cell type. We compare train and test performance 
between AD and CT cells for each cell type. Cells 
are grouped by super type and the number of cells 
per type is shown. Performance is quantified 
using “soft accuracy”, which is defined for each cell as
(1 − absolute error) and corresponds to how well each cell 
was classified.
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LOOCV Accuracy
Precision Recall F1 AUC

Full CT AD

Baseline 0.619 0.690 0.523 0.558 0.523 0.540 0.607
GAT 0.658 0.701 0.600 0.599 0.600 0.599 0.651

Table 1: Comparative performance of the proposed GAT model, and the baseline linear neural network. Both
models are evaluated through leave-one-out crossvalidation (see Methods). In all metrics, a higher score is
better. Accuracy is calculated as the fraction of correctly predicted cells in a given set, without accounting for
the class imbalance. It is also calculated for the set of CT and AD cells separately. Precision denotes the fraction
of cells that were correctly identified as having AD out of all cells classified as AD, whereas recall signifies the
fraction of cells accurately predicted as AD out of all actual AD cells. The F1 score is the harmonic mean of
the precision and recall, which expresses the performance on an imbalanced dataset better than the accuracy.
AUC denotes the area under the ROC curve, which can be found in supplementary figure S1.

well as the L5 ET glutamatergic neurons. From the
non-neuronal cell types, we expect the lower perfor-
mance for VLMC and endothelial cells to be due to
under-representation.
Furthermore, we note how in most cell types AD

cells are misclassified more often. This typically also
aligns with the class imbalance with that cell type,
with the exception of the microglia, which are signifi-
cantly more often classified as AD. This is remarkable,
because we found earlier that microglia are quite visi-
bly separated in the latent space (Figure 3). A possi-
ble cause could be that even microglial cells in healthy
individuals exhibit gene expression profiles similar to
those of AD cells. Overall, it should be noted though,
that the asymmetry in misclassifications does not nec-
essarily mean anything more than that those cells can-
not be distinguished, and an arbitrary decision bound-
ary has to be drawn somewhere.

On the other hand, for cell types that are classi-
fied correctly more often overall, we can argue that
they are therefore more easily distinguishable. Such
is the case for astrocytes and oligodendrocytes, which
are both classified more accurately than other non-
neuronal cells. Conversely, L2/3 IT glutamatergic
(excitatory) neurons, which are from the outer-most
layer present in the dataset, are misclassified rela-
tively often if we take into account how well they are
represented in the dataset. This indicates that inner-
most layers of the brain are affected more distinguish-
ably in AD, compared to the outer layers. Among the
GABAergic (inhibitory) neurons, there is very little
difference in classification performance.

Finally, we note that overall, glutamatergic neu-
rons (acc=0.68) are classified moderately better than
GABAergic neurons (acc=0.65). Although the differ-
ence is small, this could indicate glutamatergic (exci-
tatory) neurons are affected more in the disease.

Strong association between neuropatho-
logical degeneration and classification
performance

We also consider the classification accuracy per indi-
vidual donor, from the LOOCV iteration where they
were held out (Figure 5). Primarily, we note how the

performance differs quite drastically between donors
within both classes, raising the question of what is
the cause behind this. It is not likely this variation
is caused by differences in cell counts between donors
because they do not vary as much as per cell type.
All donor cell counts are between 10, 000 and 20, 000,
which is a direct result of our input processing.

If we consider the metadata available, we can ac-
count for much of the variability in accuracy between
individuals. First, we consider the age at death and
how it compares to the donors accuracy. In both
classes, the majority of donors under the age of 90 is
classified below-average (60% in AD, and 67% in CT).
Similarly, if we compare the relative performance be-
tween donors in each of the Braak and Thal stages,
we find that AD donors in a higher stage are classified
better (Figure 6). This indicates that classification is
based on features related to the extent of neurodegen-
eration. In CT donors, however, this relationship is
less apparent. Furthermore, we see an even stronger
correlation in the CERAD [27] and CAA [28] scores
and the classification accuracy of AD donors (Figure
6), where AD donors with a CAA score of “Mild”,
are classified wrong almost exclusively. There is also
a slight relationship apparent between misclassifica-
tion of CT donors and higher, CERAD/CAA scores,
albeit less pronounced.

Finally, we consider the misclassification of CT
donors in particular. Although some of them can
be attributed to their relatively high CERAD/CAA
scores, the performance throughout the difference
stages of degeneration is more-or-less stable. If we
consider the actually misclassified donors, though, of
which there are only five (named Chantal, Caleb,
Curt, Caitlyn and Candace), we see that two of them
have a high overall ADNC, and two others medium.
The remaining misclassified CT donor (Caitlyn) still
has a Braak stage of IV, which is well above average
for the CT class.

Overall, we consider the relation between degener-
ation and classification accuracy to be strong, where
AD donors with low degeneration are likely to be con-
fused for healthy individuals that may have a similar
extent of neurodegeneration due to aging.
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Acc Sex Death LATE Braak Thal ADNC APOE4

1.000 M 90+ 2 IV 4 Med. N
0.996 F 90+ 1 IV 3 Med. N
0.993 M 90+ 2 V 4 High N
0.992 M 81 1 V 0 Not AD N
0.970 M 90+ NI II 0 Not AD N
0.967 M 89 1 III 3 Med. Y
0.964 M 90+ 2 IV 2 Low N
0.957 M 90+ 2 V 2 Med. N
0.957 M 90+ 1 V 5 High N
0.946 F 82 NI IV 3 Med. N
0.940 F 90+ 2 V 4 High N
0.923 F 90+ 2 IV 2 Low N
0.893 F 90+ NI IV 0 Not AD N
0.831 F 90+ NI III 1 Low N
0.804 F 90+ 2 IV 0 Not AD N
0.781 M 90+ 2 V 4 Med. N
0.738 F 90+ 2 V 5 High N
0.682 M 78 NI 0 0 Not AD N
0.569 M 90+ 1 IV 0 Not AD N
0.554 F 87 NI III 4 Med. Y
0.549 F 90+ NI V 4 High Y
0.538 M 82 2 IV 2 Low N
0.536 M 72 NI II 1 Low N
0.255 F 90+ NI V 4 High Y
0.198 M 90+ NI IV 3 Med. N
0.123 M 83 1 V 4 High Y
0.025 F 80 NI IV 0 Not AD N
0.006 F 90+ 1 IV 3 Med. N
1.000 M 81 2 VI 5 High Y
1.000 F 81 2 VI 5 High Y
0.995 F 90+ NI V 4 High N
0.976 F 90+ 2 V 4 High N
0.974 F 65 NI VI 5 High Y
0.960 M 90+ 2 VI 5 High N
0.953 M 69 VI 4 High N
0.838 M 90+ 3 V 3 Med. N
0.791 F 90+ NI VI 5 High N
0.782 F 90+ 2 V 4 High N
0.753 M 90+ NI IV 4 Med. N
0.721 F 70 2 VI 5 High Y
0.590 F 90+ 2 V 5 High Y
0.500 F 86 2 V 4 High N
0.480 F 90+ NI IV 4 Med. N
0.140 M 90+ 1 V 5 High Y
0.102 F 90+ 3 V 5 High Y
0.086 M 86 1 V 5 High Y
0.053 M 84 2 V 5 High Y
0.035 F 87 2 VI 4 High N
0.029 M 88 3 V 3 Med. N

Figure 5: Classification performance per individual donor, compared between AD and CT donors. For the
boxplots, performance is quantified using “soft accuracy”, which is defined for each cell as (1− absolute error).
In the table on the right, we highlight several metadata columns for each of the donors, where accuracy is the
rate of correctly classified cells, “Death” refers to the age at death, LATE, Thal and Braak stages characterize
progression of neuropathological degeneration, and ADNC denotes the overall AD neuropathological change.
The right-most APOE4 column denotes whether the donors has at least one APOE E4 allele.
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Figure 6: Classification performance is compared be-
tween different stages of neuropathology. Each of the
Thal and Braak stages, as well as the CERAD and
CAA scores, characterize progression of neuropatho-
logical degeneration and AD congnitive symptoms.

Figure 7: The distribution of total received attention
per cell, that is calculated for each cell by summing
the attention paid by each neighbor (see Methods).

Figure 8: Distribution of attention correlation scores
that are found for each of the genes (µ = 0, σ =
0.006).

Attention correlation allows for priori-
tization of genes

Through interpretation of the attention scores that
are assigned by the GAT model to each neighbor of
each cell, genes can be ranked according to impor-
tance in disease classification (see Methods). Aggre-
gation of summed received attention per cell yields a
single score per cell, which is highly variable between
cells and can be interpreted as their importance ac-
cording to their neighbors. Because attention scores
are softmaxed in the GAT model, the average received
attention is 1. Notably, some cells receive up to 10x
more attention than this average (Figure 7).
We use the received attention to rank genes, accord-

ing to their importance in the classification of AD. To
achieve this, we rank genes according to the correla-
tion between their expression in each cell, and this
cell’s total received attention. Genes that have a high
correlation with received attention are likely to have
played a role during the classification of the cell. This
indicates that the gene may be related to Alzheimer’s
disease. Note that this analysis is not limited to the
genes the GAT was trained on, because correlation
can be calculated with any gene in the original SEA-
AD dataset.

Analysis of the distribution of gene-attention cor-
relation scores shows that they follow a normal distri-
bution (Figure 8). For several of the most accurately
classified cell types, we present the top 20 genes (Table
2). These include several genes that have been impli-
cated in Alzheimer’s disease (NRG1 [29], NRG3 [30],
CSMD1 [31], GPC6 [32], RBFOX1 [33], HNRNPC
[34]).

Moreover, we performed gene set enrichment anal-
ysis (GSEA) on the found genes, to find disease and
pathway gene sets in which the reported genes are
overrepresented (Figure 9). The terms that are most
enriched are not directly AD terms, but many can
be related to AD, which further supports the rele-
vance of the genes we found. This includes the vol-
umes of the lingual gyrus and cerebellum (p = 0.011
and p = 0.012 respectively) which are affected in
neurodegeneration [35][36][37][38] and Crohn’s disease
(p = 0.0008) which is associated with a more than
doubling of AD risk [39]. The remaining terms are
studied in the discussion. Finally, we consider the
enrichment of several terms directly related to AD
or dementia (Figure 9). For example, we found sig-
nificant enrichment in terms corresponding to: AD
with visuospatial impairment (p = 0.022), dementia
in Parkinson’s disease (p = 0.043), and AD in APOE
e4+ carriers (p = 0.0003). Altogether, the significant
enrichment in the terms discussed, further underline
the importance of the found genes in Alzheimer’s dis-
ease.
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Oligodendrocyte Astrocyte Microglia Excitatory Neurons Inhibitory Neurons
Rank Gene Corr Gene Corr Gene Corr Gene Corr Gene Corr

1 MIR646HG -0,099 MALAT1 0,103 PCDH9 -0,129 IDS 0,064 ATP1B1 0,067
2 GPC5 -0,092 KCNIP4 -0,072 KCNIP4 -0,120 YWHAZ 0,060 IDS 0,065
3 SDK1 -0,088 MIR646HG -0,072 LRP1B -0,110 MIR646HG -0,058 MIR646HG -0,065
4 KCNIP4 -0,087 MYO6 0,066 CSMD1 -0,108 AUXG01000058,1 0,057 CLASP2 0,064
5 RBFOX1 -0,085 HNRNPC 0,065 NRG3 -0,108 GLS 0,057 SERINC1 0,063
6 SGCZ -0,079 WDFY3 0,064 KCTD12 0,107 YWHAG 0,056 PPP6R3 0,063
7 KIAA1217 -0,076 DDR2 0,064 RBFOX1 -0,106 ACSL3 0,056 GPR155 0,062
8 CSMD1 -0,074 LRRFIP2 0,063 SYT1 -0,104 PLEKHA1 0,055 GSK3B 0,061
9 SYT1 -0,073 RALGAPA1 0,063 CADM2 -0,102 NPTN 0,055 MARCH6 0,061
10 NRG1 -0,073 PDCD6IP 0,062 CNTNAP2 -0,100 PRNP 0,055 OIP5-AS1 0,060
11 NRG3 -0,07 SOX6 0,062 ADGRB3 -0,098 ARHGEF12 0,055 DYRK1A 0,059
12 DLGAP1 -0,068 DDX17 0,062 PABPC1 0,097 PRKACB 0,054 MAP4K3 0,058
13 BAZ2B 0,068 CSMD1 -0,061 GPC5 -0,095 PJA2 0,054 ANKRD17 0,058
14 AC109466,1 -0,067 LIFR 0,061 PTPRD -0,093 GSK3B 0,054 RBFOX2 0,058
15 GPC6 -0,066 DCAF6 0,061 OPCML -0,092 KIF3A 0,054 NCOA1 0,058
16 CLSTN2 -0,066 KIF21A 0,061 COP1 0,092 ZDHHC21 0,054 GLS 0,058
17 NRXN1 -0,066 SFPQ 0,061 SGCZ -0,089 WASF1 0,053 NCKAP1 0,057
18 PCDH11X -0,066 PAPOLA 0,061 DLGAP1 -0,089 ANKRD17 0,053 PNMA2 0,056
19 AL589740,1 -0,065 ZDHHC21 0,06 WAC 0,088 NCKAP1 0,053 FRRS1L 0,056
20 DPYD 0,064 LINC01578 0,059 BIRC6 0,088 SERINC1 0,053 YWHAG 0,056

Table 2: Top 20 genes produced through the proposed attention correlation technique. Analyses were performed
for the three most well classified cell types, as well as all excitatory and inhibitory neurons. For each gene, the
attention correlation score is presented. Corrected p-values for all genes are 0, as derived from 107 iterations of
permutation testing (see Methods).

Figure 9: Gene set enrichment results of the top 20 genes that were found for each cell type. The overall top
15 terms are shown (top), as well as the 15 highest enriched terms that are explicitly related to AD (bottom).
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Discussion

We introduced a graph attention network (GAT)
model that can predict disease status of single cells
from Alzheimer’s disease (AD) and control group
(CT) donors, represented in graphs. This model sig-
nificantly outperforms the baseline model, and has the
added benefit of providing attention scores, that are
assigned to neighboring cells in the graphs, which de-
note their importance in the classification process and
provide insight in the decision-making process that
is not as apparent in alternative models. We then
used these attention scores to characterize the gene
expression of cells that were most important during
classification of their neighbors, allowing us to rank
genes based on their connection with Alzheimer’s dis-
ease. We extensively verified cell classification results
to show that the learned embeddings used to make the
predictions are biologically meaningful and not batch-
or patient-specific. Finally, we evaluated the perfor-
mance of the proposed gene prioritization technique
by performing enrichment analysis, and considering
the differential expression of the top-ranked genes. In
the remainder of this section, we further discuss some
results presented in the previous chapter, the limita-
tions of the proposed work and performed analyses,
and how they might be overcome in future work.

Embedded Space

We have shown an increased separability between the
disease classes in the embedded space, compared to
the input space. This was achieved though dimen-
sionality reduction using UMAP, and coloring each
cell according to their label, and visually confirming a
decrease in overlap between classes. Coloring cells ac-
cording to cell type or the donor it belonged to, shows
that there is still a clear separation between cell types,
whereas donors still overlap. This supports the idea
that it is likely increased class separation is achieved
through use of biologically meaningful data, rather
than batch- or patient-specific effects. Additionally,
we quantified the separability using the LISI score
[26], which provides a less subjective way to compare
the separability in both spaces.
We do have to note, though, that UMAP visualiza-

tions might not give a fully accurate view of the class
separability. Because dimensions are drastically re-
duced in a non-linear fashion, much of the variability
in the data is lost, so a single UMAP visualization can
never fully characterize the entire space spanned by
the learned representations. They do, however, show
that there is some extent of separation, that was not
visible in the input space at all. Additional analy-
ses of the latent space, for example by exploring the
latent embeddings produced by each of the separate
attention heads, may provide additional insight.

Classifyable Cell Types

We compared classification performance between dif-
ferent cell types. Poor classifications of several cell 
types were mostly likely due to low cell counts, which 
means there were too few cells to capture their 
underlying transcriptional profiles and how they 
might be affected in AD. Of the remaining cell 
types, some had substantially higher classification ac-
curacy than others.
In particular, we reported astrocytes and oligoden-

drocytes to be classified accurately most consistently. 
If we confer with existing literature, we find ample 
evidence incriminating both in Alzheimer’s disease. 
Astrocytes are known to become activated in an im-
munoresponse against β-amyloid (Aβ) [40], a major 
component of amyloid plaques, and they are linked 
with neuroinflammation in AD [41] [42]. Similarly, 
vulnerability of oligodendrocytes is known to lead to 
myelin breakdown, further progressing the disease [43]
[44] [45].

Furthermore, we noted that overall classification 
performance among glutamatergic (excitatory) neu-
rons was better. This can partially be attributed 
to their higher cell counts, as discussed in the re-
sults. If we compare this result with existing liter-
ature, however, excitatory neurons are indeed known 
to be affected strongly in AD. The over-abuntance of 
Aβ in AD brains is believed to dysregulate glutamate 
receptors, causing overactivation of excitatory neuro-
transmission [46], which causes many of the clinical 
manifestations of AD such as memory loss [47].
We also noted that classification performance seems 

to be better in the inner-most cortical layers. This is 
could be because both neurogeneration due to aging, 
as well as due to AD progress from the outside in 
[48]. However, in natural aging this is not likely to 
progress all the way to the inner-most layers of the 
cortex (V-VI), which is also reflected in the Braak 
stages of our donors: None of the CT donors have 
Braak stage VI, where pTau has progressed to the 
6th and inner-most layer [49] [50]. As such, the inner 
layers of the cortex in AD patients are more likely to 
show more degeneration than in age-matched 
controls, and therefore they are easier to classify 
accurately.

Finally, we note that a limiting factor in truly char-
acterizing the altered transcriptional profiles in dif-
ferent celltypes is the low cell count for many cells. 
Certain cell types are significantly underrepresented. 
Consequentially, the learned representation likely pri-
oritizes more frequent cell types, which have a higher 
payoff in the loss function. This can partially be aided 
by stratifying per cell type, or using weighed sampling 
during training, but preferably more data would be 
used, possibly from other studies.
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Variable Classification Performance Between 
Donors

We considered the classification performance per in-
dividual donor, and found that most of the variability 
can be accounted for by considering the metadata. 
Specifically, the extent of neurodegeneration, which 
is characterized by the Braak stage among others, 
is found to affect the classification accuracy a lot. 
AD donors in the highest Braak stages are classi-
fied accurately, as are CT donors in the lowest Braak 
stages. Donors of both classes in intermediate Braak 
stages, however, are seemingly harder to classify re-
liable. This is likely due to similarities between the 
donors that make it hard to distinguish between them. 
This also supports the claim made earlier, that the 
model relies on biologically meaningful patterns to 
make predictions. We also found that donors under 
the age of 90 are harder to classify than donors of 
age 90 and above. This may be because degeneration 
has not progressed as much in these relatively younger 
donors, and their pathology might be more similary 
to changes due to general aging.
Furthermore, we should consider the labels used 

when training and evaluating the model. Each cell 
was labelled according to the clinical diagnosis of the 
donor they belonged to. Alzheimer’s disease is diag-
nosed by physicians through several tests, including 
neuroimaging and cognitive exams that evaluate cog-
nitive function. It is, however, not impossible that 
some donors have been wrongfully diagnosed with 
AD. Especially since AD is known to have a high 
number of comorbidities, such as Parkinson and other 
types of dementia, which can have very similar symp-
toms [51][52][53][54]. Control group donors, on the 
other hand, are also not guaranteed to not have AD. 
The fact that they do not have a clinical diagnosis 
only means that they did not have severe enough 
symptoms to go to a physician. However, it is known 
that Alzheimer’s disease can progress quite far be-
fore symptoms arise, due to neuroplasticity [55] [56], 
so it’s not impossible some CT donors actually have 
Alzheimer’s disease.

Reported Genes

Through the proposed attention correlation method, 
we found genes that play an important role in the 
classification of AD in single cell data. We performed 
this analysis for several different celltypes, and for 
each a ranking of top genes was presented. Many of 
the found genes are associated with AD in literature, 
but it is beyond the scope of this work to investigate 
the role in AD for each of the presented genes. This 
requires a dedicated literature study where each of 
the genes found is thoroughly investivated. To evalu-
ate the correctness and relevance of the genes we pre-
sented however, we provide a brief overview of some 
of the top genes in found in the oligodendrocytes and 
astrocytes, several of which were also found in the 
remaining cell types.

Starting with the genes found in oligodendrocyte 
cells, we note that GPC6 is involved in the recruit-
ment of glutamate receptors, and together with RB-
FOX1, it is associated with Aβ load in the brain [32]. 
RBFOX1 is also associated with global cognitive de-
cline during life [33]. SDK1 is related to amygdala 
cell death [57], which plays a big role in AD. Neureg-
ulin (NRG) 1 is also associated with formation of 
plaques [29] and is in particular believed to be re-
sponsible for schizophrenia-like symptoms in AD with 
psychosis [58] [59]. Similarly, NRG3 is associated with 
schizophrenia symptoms [60], as well as an increased 
risk of getting AD, as well as the age at onset [30].
For the astrocytes, the top ranked gene was 

MALAT1, which is known to inhibit neuroinflamma-
tion, and plays an important role in protection against 
Aβ-induced toxicity [61] [62] [63]. The second highest 
ranked gene is KCNIP4, which interacts with prese-
nilins [64] [65], that are an important cause of ex-
cess Aβ formation [66]. We also found HNRNPC, 
which is known to promote APP transcription [34], 
which plays a key role in AD pathogenesis, due to 
its cleavage product Aβ [67]. Consequentially, HN-
RNPC indirectly incluences the amount of Aβ that 
builds up in the brain. The CSMD1 gene is in the top 
20 genes of astrocytes, as well as oligodendrocytes and 
microglia. Mutations in this gene result in inflamma-
tion in the central nervous system [31] that leads to 
familial Parkinson’s disease. Several variants are also 
associated with an increased predisposition to getting 
AD [68] [69] [70] [71].

Enriched Pathways

To further verify the found gene sets in a more hollistic 
fashion, we also performed gene set enrichment anal-
ysis, where we found significant e nrichment i n many 
AD-related gene sets. This further shows that the set 
of genes we found are significantly related to AD. We 
also found several gene sets, that are not explicitly AD 
sets, with even higher odds ratios and p-values. For 
many of them, however, there are clear connections 
to be found in existing literature.
Two of the top terms are lingual gyrus, and cerebel-

lum white matter volume, both of which are known 
to be affected in AD [35][36][37][38]. We also re-
ported enrichment in Crohn’s disease, which is known 
to more than double AD risk, and accelerate onset by 
around 7 years compared to individuals without the 
disease [39][72][73]. Furthermore, we found several 
terms that are known to be highly related to aging, 
including rheumatoid arthritis [74][75], osteoarthritis 
[76], and kidney cancer [77]. This may indicate that 
some of the aging-related processes that lie at the core 
of AD, are shared with these diseases. Moreover, we 
found enrichment in autism spectrum disorder, which 
is also known to have significant overlap with AD in 
genetics and disease mechanics [78] [79].
We also found three terms related to affected 

metabolite levels in professional athletes. The top 
term of the three concerns the level of androstene-
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dione, which is found to be involved with protective
mechanisms that mitigate development of AD [80],
and is shown to have increased levels in subjects with
AD [81]. Additionally, studies have shown that for-
mer elite athletes in general, have poorer brain health
and increased AD risk [82] [83].
Finally, we consider the term labeled “Adiponectin

Levels in Mediterranean Diet”. This is remarkable be-
cause, not only is adiponectin, a hormone involved in
several metabolic processes, is known to be involved 
in AD [84] [85], but mediterranean diets are also
shown to decrease AD risk [86] [87], improve
memory, and lead to less amyloid and pTau
pathology [88]. This could indicate that the
decreased AD risk due to mediterranean diet
adherence is due to its effect on adiponectin levels.
Further research in these, and aforementioned
pathways, can contribute to a better understanding
of AD.

Recommendations

Aside from the performed enrichment analyses, and
comparing the found genes with existing literature,
the options for evaluating the results are limited. This
is because there is no ground truth set of genes known
to be associated with AD, that we can easily com-
pare it with, as is the case in some other diseases.
One option that we have not explored in this work is
attempting to retrain the classifier on the most im-
portant genes found through attention correlation. If
prediction performance remains similar, this indicates
these genes were indeed important in the prediction.
An alternative way of validating the feature selection
capabilities of attention correlation, rather than the
found genes directly, could be to test it on a synthetic
dataset, where we control how important each of the
input features are. This way, the method can also be
compared to other feature importance techniques like
SHAP or permutation importance.

A limitation of the technique for associating the at-
tention paid to each cell with expression of the input
genes, is that it only considers one graph attention
layer at a time. In practice, GAT layers are often part
of multi-layered models, as is the case in our proposed
model too. In this work, we disregarded the attention
scores assigned by the second layer, but these might
contain valuable information. Similarly, it is likely
that better results can be achieved if the proposed at-
tention correlation technique can be extended to inter-
pret multiple attention heads. In the current imple-
mentation, attention scores from different heads are
aggregated by taking their average, but in this step
too, valuable information may be lost. An alternative
could be to do the attention correlation calculations
for each head or layer separately, and then combine
the individual rankings into a joint ranking through
a technique like majority voting. Finally, gene prior-
itization performance could be improved by training
the interpreted GAT model on more genes to start
with. This will likely improve the classification per-
formance, and with it, potentially the resulting gene

rankings.
Finally, the results of the proposed gene prioritiza-

tion may also improve through the integration of addi-
tional data types. For example, we note the availabil-
ity of chromatin accessibility (ATACseq) data in the 
SEA-AD dataset [25]. Integration of this data could
not only improve classification performance, but the 
proposed attention correlation method can be 
extended to assign priorities to genes described by the 
ATACseq data as well. Similarly, the use of spatial 
transcriptomics data can help unveil patterns of 
gene expression that are limited to specific parts of 
the brain.
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Methods

Data pre-processing

The first pre-processing step involves the removal of
all data from donors whose diagnoses are unknown.
This ensures the accuracy and relevance of our anal-
ysis, as a precise diagnosis provides a basis for un-
derstanding the cell-specific variations associated with
AD.

Next, we remove donors with under 10, 000 cells
(which is one standard deviation under the mean),
and we downsample the cells of donors with a cell
count above 20, 000 (which is one standard deviation
above the mean). As a result, cell counts differ at
most a factor 2 between donors (Figure 10). To mo-
tivate this step, we note that the expected value of
similarity between a cell and its i’th closest neighbor
is proportional to the number of cells samples from
the donor. Consequently, if donors’ cell counts vary
too much, the similarity between their cells and their
neighbors will also vary a lot. This procedure aims to
stabilize the similarity between neighbors.

The remaining cells are labeled according to the
clinical diagnosis of the donor they are derived from.
Cells from donors with diagnoses labeled as “AD
Likely” and “AD Probable” are also considered AD
donors because without them there would be too few
AD samples.

To limit computational load and focus on the most
dynamic features in the data, we train classification
models only on the 1000 most highly variable genes.
These are selected using the standard procedure in
Seurat [1], where genes are first standardized, to
calculate the normalized variance. This makes the
method less prone to selecting just the highly ex-
pressed genes, which would naturally have a higher
variance.

Finally, we construct k-Nearest Neighbor (KNN)
graphs with k = 30, for each donor separately. Each
graph consists of nodes representing cells, which are

Figure 10: Cell count distribution per patient, split
between the two label classes (AD in the top row, CT
in the bottom row). Colors show the donors that have
been excluded or downsampled, because of their too
low or high cell counts.

connected to the k cells that have the highest similar-
ity (i.e., the lowest Euclidean distance in the feature
space). Besides the reduction in computational over-
head, we argue that representing donors in separate
graphs also makes more sense from a biological per-
spective. Cells that are connected in a donor-specific
graph are likely to also have been located physically
close to each other in the donor’s brain. Therefore,
the integration of information from neighboring cells
in the KNN graph resembles the communication be-
tween the cells.

Graph Attention Network (GAT)

Disease predictions for the cells are made using a two-
layer Graph Attention Network (GAT) [2], with a to-
tal hidden dimension size of 1024. The full embed-
dings in this hidden dimension are the concatenation
of the embeddings from each of the 8 attention head,
with a size of 128 each. In each attention head, the
latent representation hi for a node i is calculated as:

hi = σ

 ∑
j∈Nk(i)

αi→jWxj


Here, Nk(i) denotes the k-neighborhood of i, xj is
the feature vector of neighbor j, and W is a learnable
linear transformation. αi→j denotes the softmaxed
attention that distinguishes GATs from other GNNs.
The attention value is derived from feature vectors of
nodes i and j, and allows the model to learn unique
weightings for neighbors, that are optimized for the
downstream prediction task. The attention αi→j that
is paid to j when calculating the embedding of i is cal-
culated following the definition of GATv2 [3], where
different weights are applied to i and j, to allow for
”dynamic” attention:

αi→j = softmaxj (a · LeakyReLU (W ′ [xi||xj ]))

where a and W ′ are learnable transformations, and
the || operator denotes the concatenation of vectors.
Note that by softmaxing over all neighbors j, the at-
tention values sum to 1, allowing us to directly take
the weighted average over the neighbors. Finally, the
results of the above calculations from each of the par-
allel attention heads are concatenated, to construct
the latent representation of size 1024.
As opposed to most implementations of GAT, we

do not include self-loops: i /∈ Nk(j). This is because
that would also divert much of the attention to nodes
themselves, which is usually not problematic if we are
merely interested in maximizing classification perfor-
mance. By not including the self-connecting edges,
however, we force the model to make predictions us-
ing neighboring nodes, improving the interpretability
of the attention scores, which better suits the main
objective in this work.
To train the model, we use a categorical cross-

entropy loss function, that minimizes the difference
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between the soft label assignment predicted by the
model and the actual class labels. Model weights
are optimized using the Adam optimizer [4], with a
learning rate of 0.0001, and to combat overfitting we
use a weight decay of 0.00005, and a dropout rate of
0.75. These hyper parameters (including hidden di-
mension size and number of heads) have been tuned
only roughly, because thorough optimization would
require averaging over too many runs to get a stable
prediction of the performance.
Mini-batches that the model is trained upon are

constructed using neighbor sampling [5], where 32
seed nodes are sampled from the different training
graphs. Sampling is done in a weighted fashion, to
correct for the For each seed node, 15 random neigh-
bors are added to the batch graph, and for each neigh-
bor, 15 additional randomly selected (1-hop) neigh-
bors are added to the batch graph. As a result, each
batch has at most 32×15×15 = 7200 nodes, though in
practice this number is smaller, because many neigh-
bors are shared. We provide the model with only
200 of such batches every training epoch, to ensure it
sees roughly the same amount of data as the baseline
model every epoch. Overall, this batching technique
reduces computational overhead, and allows us to use
class-balanced batches, which stabilizes the optimiza-
tion process. In addition, this random sampling of
neighborhoods acts as a regularization technique, sim-
ilar to node-wise dropout, enhancing generalizability
of the model.

Baseline Model (2-Layer MLP)

To evaluate classification performance, we compare
several metrics against a baseline model. We use a
two-layer neural network, with an equally sized hid-
den dimension of 1024. This allows for a fair compar-
ison with our model, that is presented the same input
samples and features. The main difference is therefore
the attention mechanism employed by the GAT that
enables it to integrate information from neighboring
cells.
The same loss function and optimizer are used for

the baseline, with slightly different hyperparameters.
The learning rate remains 0.0001, but a larger weight
decay of 0.005 was required to keep the model from
overfitting. A dropout rate of 0.5 proved best in tun-
ing experiments, and the batchsize was set to 2000,
which is roughly the same size as the average number
of nodes in the batch graphs used to train the GAT
model.

Model Performance Evaluation

To quantify the models’ abilities to generalize to un-
seen data, we employ leave-one-out crossvalidation
(LOOCV). Where the model is trained from scratch
for each individual donor, holding out just that donor,
and training on the rest of the dataset. This approach
was preferred over regular hold-out crossvalidation,
because this would have further reduced the already

limited number of donor samples, which makes assess-
ing generalizability even harder.

Classification performance of both models is quan-
tified using several metrics. We consider the accuracy,
which denotes the ratio of correctly classified samples
in the evaluation set. In the comparison with the
baseline, we also report precision, recall and the F1-
score (Table 1).

In the analyses where we explore the biological pat-
terns that underlie the differences in predictive power
between different cell types and donors, we also use
what we refer to as the “soft accuracy” (Figures 4 and
5). For each individual cell, this is defined as the dis-
tance between the predicted soft-label and the target
hard label. This measure provides insight in the cer-
tainty of classifications per individual cell that is not
available with traditional “hard accuracy”.

UMAP Visualization

We further assess the embeddings generated by the
model by visualizing them using UMAP [6], which re-
duces the dimensionality to two dimensions, to allow
for 2D visualization. The UMAP representations of
the embeddings from the GAT model are then com-
pared with UMAPs calculated for the input feature
space, to compare the different representations (Fig-
ure 3). The UMAP algorithm aims to preserve the
global structure of the data, while locally optimizing
the visual representation of distances between samples
in the original space. For both the input space and
the GAT’s latent space visualizations, first do an ini-
tial dimensionality reduction where we select the first
50 principal components using PCA. The settings of
UMAP that we used are all left to the defaults, except
n neighbors = 100.

Furthermore, we note that in order to produce the
embeddings used for the UMAPs, we separately train
a new GAT model on the entire dataset. This cir-
cumvents the bias introduced by having to use the
embeddings from one of the LOOCV iterations. Note
that the performance can be expected to be accurately
represented by the LOOCV results, because the train-
ing set is nearly the same (only one donor is added,
compared to each LOOCV iteration), and we use the
same hyper parameters.

Attention Correlation

From the GAT model trained on the full dataset, at-
tention weights can be retreived, that assign a weight
to each neighbor, for each cell. These weights sum to
1 over all neighbors of each cell. To be able to inter-
pret these, we first aggregate the received attention
of each cell, by summing over the received attention
from all neighbors. On average the received attention
is 1, but some cells receive as much as 10×more atten-
tion (Figure 7. We do this for the attention weights
from each of the eight parallel attention heads, and
then take mean over the heads for each cell, to end
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up with a score attrecv(i) for each cell i, given it’s
neighborhood N(i):

attrecv(i) =
1

nheads

∑
h∈nheads

∑
i∈N(i)

αj→i

Next, we use the received attention per cell, to as-
sign scores to each of the genes in the dataset. We
do this through a measure we refer to as ”attention
correlation”. This attention correlation scores genes
according to the correlation between the expression
of that gene in each cell, and the attention those cells
received. Given the received attention attrecv defined
as above, the attention correlation attcorr(g) for gene
g is calculated as:

attcorr(g) = ρ



attrecv(0)
attrecv(1)

...
attrecv(n)

 ,


X0,g

X1,g

...
Xn,g




Here, Xi,g denotes the (log-normalized) expression of
gene g in cell i, and ρ denotes the Pearson correlation
coefficient. A higher attention correlation indicates
the gene was used more extensively in generating the
embeddings, and during the prediction task the model
is trained on. Note that attention correlation can
also be calculated for genes that were excluded be-
fore training the GAT model (in our case, because we
only selected the most highly variable genes).
Top ranking genes were selected for each major cell

type in the dataset. Considering the attention corre-
lation on this scale allows us to find patterns in gene
expression that are not available when considering it
in it’s entirety.

To evaluate the statistical significance of the found
top genes (Table 2), we perform permutation test-
ing. Each gene’s expression is randomly permuted
107 times, and for each permutation the attention
correlation is calculated again. Scores were deemed
significant if the amount of times they are higher
than the random permutation scores exceeds the con-
fidence threshold. This threshold is derived using
p = 0.05, and correcting it for multiple testing (Bon-
ferroni correction), with the total amount of genes
ngenes = 36, 601. As such, the resulting confidence
boundary is B = 0.05/ngenes = 1.366× 10−6.
Finally, we perfomed enrichment analysis on the

top 20 genes of each of the considered cell types. For
this we used Enrichr [7], and considered the databases
GWAS Catalog (2023) [8] and DisGeNET [9] [10] [11].
The top 15 terms over all celltypes are reported in the
results, as well as the top 15 terms that are explicitly
related to Alzheimer’s disease.
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Romero, P. Liò, and Y. Bengio, “Graph Atten-
tion Networks,” version 3, 2017. doi: 10.48550/
ARXIV.1710.10903.

[3] S. Brody, U. Alon, and E. Yahav, “How Atten-
tive are Graph Attention Networks?” Version 3,
2021. doi: 10.48550/ARXIV.2105.14491.

[4] D. P. Kingma and J. Ba, “Adam: A Method for
Stochastic Optimization,” version 9, 2014. doi:
10.48550/ARXIV.1412.6980.

[5] W. L. Hamilton, R. Ying, and J. Leskovec,
“Inductive Representation Learning on Large
Graphs,” version 4, 2017. doi: 10 . 48550 /

ARXIV.1706.02216.

[6] L. McInnes, J. Healy, and J. Melville, “UMAP:
Uniform Manifold Approximation and Projec-
tion for Dimension Reduction,” version 3, 2018.
doi: 10.48550/ARXIV.1802.03426.

[7] E. Y. Chen, C. M. Tan, Y. Kou, et al., “Enrichr:
Interactive and collaborative HTML5 gene list
enrichment analysis tool,” BMC Bioinformat-
ics, vol. 14, no. 1, p. 128, Dec. 2013, issn: 1471-
2105. doi: 10.1186/1471-2105-14-128.

[8] E. Sollis, A. Mosaku, A. Abid, et al., “The
NHGRI-EBI GWAS Catalog: Knowledgebase
and deposition resource,” Nucleic Acids Re-
search, vol. 51, no. D1, pp. D977–D985, Jan. 6,
2023, issn: 0305-1048, 1362-4962. doi: 10 .

1093/nar/gkac1010.

[9] J. Pinero, N. Queralt-Rosinach, A. Bravo, et
al., “DisGeNET: A discovery platform for the
dynamical exploration of human diseases and
their genes,” Database, vol. 2015, no. 0, bav028–
bav028, Apr. 15, 2015, issn: 1758-0463. doi: 10.
1093/database/bav028.
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Figure S1: Receiver operating characteristic (ROC) curve, showing the trade-off between the true positive rate
(TPR) and false positive rate (FPR). The AUC score (between 0 and 1) is calculated as the area under this
curve, where a higher AUC corresponds to true positive requiring less false positives.

Figure S2: Donor accuracy per cell type. Donor’s whose name starts with an ‘A’ are AD donors and starting
with a ‘C’ are CT donors. Accuracy denotes the fraction of cells correctly classified in that donor, for that
celltype.
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