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Abstract

The aggressive downscaling of the transistor has led to gigantic improvements in the performance and func-
tionality of electronics. As a result, electronics have become a significant part in our daily lives whose absence
would be difficult to imagine. Our cars, for example, now consist of many sensors and small computers each
controlling certain parts of the car. A downside of the aggressive downscaling of transistor sizes is that it nega-
tively impacts the reliability and accelerated ageing, and thus a reduced lifetime, of electronics. Nevertheless,
to ensure the reliable operation of electronics, it has therefore become essential to assess the reliability of
any of its embedded components accurately. Conventionally, to combat ageing, designers use guardbanded
design; adding design margins. These margins, however, lead to a penalty in area, power, and speed. Al-
ternatively, one may investigate mitigation schemes that aim at reducing the impact of ageing to extend the
reliability and lifetime. These mitigation schemes may lead to a higher performance compared with the con-
ventional guardbanded design. This work focuses on an ageing mitigation scheme for SRAMs. SRAMs typi-
cally have the highest contribution to the total area of integrated circuits. Therefore, they are highly optimised
(i.e. their integration density is the lowest). This also makes them one of the most susceptible components
to ageing. Hence, providing appropriate ageing mitigation schemes for SRAMs is essential for the overall
reliability of ICs.

Whereas prior work has mainly investigated hardware-based ageing mitigation schemes for SRAMs, this
thesis investigates the possibility of mitigating the ageing through software. The advantages of this approach
include that it does not require circuit changes (and, thus applicable to existing circuits) and it comes at zero
area overhead. This study’s proposed software-based scheme is based on periodically running a mitigation
routine. This mitigation scheme flips the contents of the memory cells to put the transistors into relaxation
from BTI stress, the most crucial ageing mechanism in deeply scaled CMOS process. The results show that the
software-based scheme can significantly reduce the ageing of the memory at a low overhead. For example,
the degradation of the hold SNM metric of the memory cell is reduced with up to 40% at a runtime overhead of
only 1.4%. Moreover, the scheme also mitigates the ageing of other components of the memory. For example,
the degradation of the offset voltage of the sense amplifier is reduced by nearly 50%. This thesis shows that it
is possible to use software to mitigate the ageing effects in the memory components and it is worthwhile to
consider implementing it.
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1
Introduction

This chapter will introduce the thesis:

1. Section 1.1 provides motivation and the relevance of SRAM ageing and why its mitigation is useful.

2. Section 1.2 provides a brief overview of the state-of-the-art mitigation schemes and their shortcomings.

3. Section 1.3 will present the contributions this thesis has made.

4. Section 1.4 will give an outline of the thesis.

1.1. Motivation
The downscaling of the complementary metal–oxide–semiconductor (CMOS) technology has improved the
performance and functionality of Integrated Circuits (ICs). The size of the transistors is now in the order of
2 nm to 7 nm [7, 8]. Several challenges are currently reducing the rate of this aggressive downscaling. One
of the major challenges is that the reliability of transistors reduces due to accelerated ageing effects, which
results in a shorter lifetime of the circuit [9]. The bathtub curve illustrates the impact of scaling and, thus, the
reduced lifetime of ICs , as shown in figure 1.1. The bathtub curve shows the expected failure rate of a product
at a certain point in time. As also highlighted in figure 1.1, the bathtub curve consists of three phases:

• Early failure: This is the phase where chips have just been manufactured. In this phase, the failure rate
is high. This is because, during production, defects in the chips can occur. These defects will result in
a chip not working or failing early. To remove these bad chips from the production line, each chip is
tested. By filtering out the bad and the weak chips, the failure rate is reduced into an acceptable rate to
apply the chips in-field, done by burn-in testing.

• Random failure: This is the phase when the chips are sold and are, thus, put into the field. In this
phase, the failure rate is low, and it entails the expected lifetime of the chip. Failures in this phase
occurred randomly, caused by single-event upsets.

• Wear out: In this phase, the chip reaches the end of its lifetime and ageing effects inside the chip start
causing failures. As a result, the failure rate increases.

Figure 1.1 [10] shows various curves. Each of these curves depicts the failure rate for different technology
nodes. As can be seen, as the transistor dimensions decrease, the failure rate increases and the lifetime is
shortened, since smaller technologies age faster. Hence, the lifetime and reliability of ICs is decreasing.

As the lifetime of ICs is shrinking, proper actions must be taken. Conventionally, designers add margins
to the design, called worst-case-design, (i.e. guardbanding). As the impact of ageing increases with technol-
ogy scaling, higher margins must be added, resulting in a penalty in speed, area, and power consumption.
Moreover, the increased area leads to a lower yield. As an alternative to guard banding, mitigation schemes
can be incorporated into the design. These mitigation schemes aim at reducing the impact of ageing.

Within ICs, SRAM takes up a substantial percentage of the total die area [11]. Hence, the design of this
part of the chip must be as optimal as possible. Therefore, the margins of memories are highly optimised to
reduce area and power and to improve their performance. A disadvantage of this is that the memory becomes

1
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Figure 1.1: A bathtub curves shown depicting tracing the failure rate of different technologies over time. The bathtub has three phases
as shown

more susceptible to ageing. Hence, why it is vital to incorporate ageing mitigation schemes into the memory.
Therefore, this thesis focuses on developing ageing mitigation schemes for SRAMs.

When looking at the state-of-the-art ageing mitigation schemes, most solutions focus on hardware-based
mitigation schemes. The disadvantage of these schemes is that they require the original hardware to be al-
tered to accommodate the ageing mitigation scheme, leading to a penalty in area, power, and speed. In this
thesis, we research the possibility of using an alternative to hardware-based mitigation: mitigation through
software. In this case, mitigation through software means using a software co-routine that mitigates ageing.
Software-based mitigation schemes are expected to have the following advantages:

• They can be added to existing ICs; no hardware modifications are needed.
• They come at zero area overhead.
• They can be applied during idle times of the application.
• They can work in conjunction with hardware mitigation schemes.

The research question of this thesis is, therefore, as follows:

Is it possible to mitigate ageing of the whole, or a subset of the memory using software routines?

1.2. State of the Art
This section briefly overviews state of the art in ageing mitigation. First, it provides a classification of the
different ageing mitigation schemes. Next, the application of sensors to improve mitigation schemes against
ageing is discussed. Finally, it discusses the shortcomings of the state of the art.

1.2.1. Ageing mitigation schemes
Figure 1.2 gives a classification of different ageing mitigation schemes. The mitigation schemes are divided
into two categories: mitigation during design-time and mitigation during run-time. Mitigation schemes take
different input into account to decide if the hardware has had too much ageing. This decision can either be
done by prediction or with the corporation of sensing or taking no run time information into account and
maintain fixed intervals when the mitigation is run.

Mitigation during design time
One approach to mitigate ageing is to take it into account during design; guaranteeing that the chip functions
correctly during its required lifetime. The required lifetime of a chip depends on the target application of the
chip. For example, chips used in cars or the aerospace industry require a longer lifetime than chips used in
mobile phones or other non-critical or less critical hardware. When the design takes ageing into account, it
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Figure 1.2: Taxonomy of ageing mitigation schemes

needs to add extra margins (and thus more hardware). As can be seen in figure 1.2, the mitigation techniques
that are applied during design can be divided into worst-case design and design-time aware ageing balancing.
In the case of worst-case design, worst-case operating conditions and ageing for the transistors are assumed
during the design [12, 13]. Because of these worst-case assumptions, a margin is added to the chip to allow
for correct operation under ageing. A disadvantage of this technique is that it is pessimistic and results in
over-design leading to penalties in area, power, and performance.

An alternative to worst-case based design is design-time aware ageing balancing. In contrary to the worst-
case-design strategy, information about the workload is used to determine which transistors will age the most
and, thus, will fail first. An advantage of this method is that it reduces the hardware overhead compared with
worst-case-design [14, 15]. A limitation of this method is that mitigating the ageing effects of transistors
running different workloads requires having different library cells for each expected lifetime and load [16].
However as stated in the papers, implementing these different library cells requires too high effort from the
designers of these library cells. Besides, the other limitation relates to the design-time aware ageing balanc-
ing mitigation, which is workload-specific. The above two points can yield a significant amount of effort.
Moreover, the latter point may also cause a reduced lifetime when an error is made in the prediction of the
workload that will occur in the field [17]; implementing this scheme requires know what will happen during
the lifetime of this chip. The halting problem [18] limits this knowledge; proving it is not possible to predict if
a computer program halts given certain inputs. To know which static stresses could occur within a memory
component requires knowledge of the execution flow of the program given any input which could occur. As
it is not possible to tell upfront if a program will stop, this could mean it would take considerable time to
analyse the control-flow program.

Mitigation during run time
Besides the static mitigation schemes that are applied during the design, it is also possible to embed mitiga-
tion schemes into the chip that are activated during run time. Figure 1.2 illustrates the run-time mitigation
schemes consist of two different methods: dynamic schemes and schemes based on resource management.

Dynamic techniques: One way to ensure an IC works while the transistor performance degrades over
time, is by altering the requirements for the transistor over time. In this category, the performance metrics
of the chip change steadily. By altering the voltage, frequency, and temperature of a chip can extend the
lifetime. Based on sensors placed on the chip as shown in [19, 20] the voltage and frequency can be changed,
to keep the chip running. Change of the voltage or frequency comes with a disadvantage that sensing is
required, and if the chip is used in a real-time system, the timing constraints might be violated, or the power
usage increases. In [21] it is shown it is possible to determine at which point the voltage should scale to keep
the chip reliable, called static voltage scaling (SVS). In [22] the SVS method only yields a 7% improvement
over guardbanding. Changing the voltage Vdd has some disadvantage. Increasing the Vdd comes with an
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increase in power consumption. Lowering the Vdd reduces the frequency at which the chip can run as seen
in equation (1.1a) and equation (1.1b) based on the formulae from [23].

P =C ·Vdd · f +Vdd · Ileak + tsc · Isc ·Vdd (1.1a)

tpi nv ≈ tp0 · Vdd

Vdd −Vte

Vte =Vt +VDS AT /2 (1.1b)

To effectively control the Vdd and utilise supply voltage for age mitigation, it must have a control accuracy
in the range of 5 mV to 10 mV for the Vdd . Having such exact control requires high area overhead, as argued
in [24].

It is also possible to use power gating on the chip, turning off parts on the chip to improve the lifetime
[25, 26]. Computational sprinting (i.e. rush-to-idle) can yield the longest possible duration of relaxation. In
the idle time, power gating can be used to mitigate ageing effects as shown in [27].

Resource Management: Resource management can use the last mitigation technique. Either strategy can
be applied to evenly wear-out the different available resources. Adding redundant hardware would allow for
an adaptive scheme to alter which part of the hardware is used. This would still require extra hardware to be
implemented at the design phase.

A mitigation scheme without any hardware requirements would be either idle time leverage (ITL) or input
vector control (IVC). Within the scheme, ITL-software mitigation scheme can utilise the unused computation
time [28]. The IVC scheme will not take advantage of idle time in the CPU. It will use an interrupt routine to
halt the computation. IVC has been successively used in memories for example by bit flipping the memory
cells [29].

1.2.2. Sensing

Sensing

Replica circuits In-situ Deep learning

Figure 1.3: Taxonomy of sensing schemes

Sensors are popular tools to measure and subsequently act upon the ageing of the circuit. These sensors
supply extra tools to ensure the chip will continue to function correctly over time. In [17] discusses several
different ageing sensors; figure 1.3 gives an overview.The sensing scheme must be able to run without extra
external hardware to sense the ageing of transistors during operation of the chip. No or little performance
impact should be inflicted on running the application, which will result in a trade-off between area, power
and accuracy. Looking at [17], several methods of sensing are of interest, divided into replica circuits and
in-situ sensors/monitors.

The current focus of ageing sensors on chips lies on the usage of replica circuits to measure the degrada-
tion and thereby the ageing [30, 31]. Replica circuits is an extra piece of hardware not used by the CPU within
its logic to compute. Instead, this extra hardware has dummy values passed through to try and simulate the
hardware ageing effects. The replica circuit is a lot smaller compared to the complete IC and can then be ac-
tively monitored and sensed to estimate the ageing. The disadvantage of replica circuits is that they measure
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the exact amount of ageing on the circuit less accurately [32]. This limitation is because the ageing of the
circuit is not measured, but the ageing of the replica circuit, which does not fully represent the ageing of the
primary circuit.

Besides replica circuits, in-situ sensors can be embedded into the chip [33, 34]. These in-situ sensors
directly measure the performance of the (sub)circuits to measure their ageing. A disadvantage of in-situ
sensors is that they can come with a significant area and power penalties [17]. However, their accuracy is
typically higher, compared with the replica circuits.

Deep learning
As sensing the current sensing methods are not that accurate and require and high overhead. Recently, people
started research into the usage of deep neural networks to predict the ageing of a complete chip by using a
few sensors on the chip [35–37] to reduce this overhead. An advantage of this approach is that it can reduce
the overhead of the sensing network significantly [17]. Reducing the required number of sensors within the IC
reduces the overhead at which sensing comes. Deep learning can even use the BIST to sense the degradation
of the chip [37].

1.2.3. State-of-the-art limitations
The state-of-the-art analysis clearly shows that there is little work on software-based ageing mitigation schemes
and in particular for static random-access memories (SRAMs). To the best of our knowledge only one scheme
has been proposed for SRAMs [29]. In this work, the authors propose to periodically flip the contents of all
memory cells to balance the probability of storing a zero or one in them as this results in their lowest possible
degradation. Limitations of the above work and other work on SRAM mitigation are as follows: firstly, they
consider only one component (the memory cell). However, as shown in [38], the ageing of different compo-
nents of the memory affects other parts. Secondly, prior work typically uses SRAM and ageing models which
are relatively old and, thus, less accurate and relevant. Thirdly, most papers do not use realistic workloads
based on real applications.

Besides the limited work on software-based mitigation schemes for the SRAMs, none of the literature
investigates the possible performance advantage of using sensors within the IC compared to time-based rou-
tines. However, it can be expected that the use of sensors can also aid in improving the effectiveness of the
mitigation since the system can now monitor which parts degrade more and act with an appropriate response
(e.g. by putting degraded parts more often into idle mode). Hence, this gives rise to the following sub research
question:

Does the use of ageing sensors improve the performance of software-based ageing mitigation com-
pared to software-based mitigation that does not use sensing?

Besides the use of sensors, the built-in self-test (BIST) inside chips may also be an interesting tool to de-
ploy for ageing mitigations. Using BIST to mitigate the hardware ageing, this would reduce the time overhead
to mitigate hardware ageing. The BIST can be used to test the chip infield. During this testing, lots of patterns
are applied to the circuit [39]. These test patterns have a pseudo-random nature when a linear feedback shift
register (LFSR) is used to generate the vectors. Since different vectors are applied to the circuit, the circuit is
subject to various workloads. Hence, it may be possible to adapt these vectors to mitigate the circuit ageing
in the form of IVC. The literature study, however, yielded no research to adapt the BIST to apply input vector
control (IVC) patterns to reduce circuit degradation and to apply Logic-Wear-Levelling (LVL). As the literate
study did not yield anything about using BIST for ageing mitigation, it raises a second sub research question:

Can the test patterns in the BIST be altered to allow for mitigation against ageing?

1.3. Contributions
This thesis proposes a software-based mitigation scheme for SRAM memories. The scheme is based on peri-
odically flipping the contents of the memory cells reducing the duration of static stress periods is significant,
resulting in a lower overall degradation of the SRAM memory. Additionally, this software-based scheme also
helps to mitigate the ageing of the memory’s Sense Amplifiers. Besides the software mitigation scheme, a
hardware mitigation scheme has been created and tested. The hardware mitigation works similarly to the
software scheme: it flips the memory cells to reduce the static stress duration. It also changes the average
stored value in the memory, such that the probability of storing a one or zero becomes equal. In short, the
contributions of this thesis are as follows:
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• Memory access model: The authors propose an analytical model to predict the memory access pat-
terns and the workloads of the components inside the memory. Use of this model demonstrates that
the expected static stress for the SRAM cells is non-negligible and, thus, a mitigation scheme is required
(also proposed in this thesis).

• Software-based mitigation scheme: This paper proposes a mitigating scheme implemented in soft-
ware. Using this software scheme makes it possible to reduce the BTI induced ageing effect in the
SRAM cell and Sense Amplifier (SA). This mitigation scheme reduces the BTI in the memory cells up to
2.5 times, and in the sense amplifier, the offset voltage is reduced up to 50%.

• Hardware-based mitigation scheme: The authors propose a mitigating scheme implemented in hard-
ware, making it possible to reduce the BTI induced ageing effect in the SRAM cell and Sense Amplifier
(SA). This mitigation scheme reduces BTI in memory cells up to 45 times and reduces the offset voltage
in the sense amplifier up to 67%.

• Validation of mitigation schemes on a RISC-V platform for real applications.

• Improved ageing modelling over state-of-the-art: instantaneous or short-term BTI effect is included.

• Comparison between software-based and hardware-based mitigation schemes.

• The usage of BIST for mitigation of ageing within SRAM is not feasible.

• Using sensing to improve software mitigation scheme is not workable due to inaccurate and run time
constraints.

1.4. Outline
1. Chapter 2 provides background on the SRAM design.

2. Chapter 3 discusses the reliability failure mechanisms in CMOS, the prior work on SRAM reliability
modelling, and the state of the art of SRAM ageing mitigation.

3. Chapter 4 presents the developed mitigation.

4. Chapter 5 supplies the experimental results. Here, the authors evaluate and compare the performance
of both the software- and hardware-based schemes.

5. Chapter 6 gives the conclusion of this work and suggestions for future work.



2
SRAM Design

This chapter provides background on SRAM design.

1. It gives a general overview of memories in computers.

2. It discusses the SRAM organisation and, subsequently, it discusses the most important SRAM metrics.

2.1. Computer memory
There are two categories of computer memories: volatile and non-volatile. Volatile memories require power
to retain their stored data. Conversely, non-volatile memories do not require this; they keep their data even
when they are powered down. A disadvantage of non-volatile memories, however, is that they are slower than
volatile memories. Therefore, for direct computations, ICs or processors use volatile memories, while for
long-term storage they use non-volatile memories.

The two most commonly used volatile memories are DRAM and SRAM. DRAM was the main memory of
computers and processors in the early stage of computing. However, the speedup of processors created a
memory gap. This means that DRAM could not keep up with the speed of the processors [40] as illustrated
in figure 2.1. The speed of the processor increased at a faster rate than that of the memory. To combat this
memory gap, caches were introduced. These caches are small(er) memories close to the processing unit that
cache data for fast access. SRAM typically implement these caches, which is faster than DRAM [41].

Figure 2.1: CPU-memory performance gap increasing over time, showing the need for faster and improved cache policies. Figure 1 from
[1]

Fast memories need to be used, to counter the memory gap, otherwise the processor would be waiting for
data. Fast memories are available in the form of SRAM or DRAM. An overview of these memories is shown in

7
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table 2.1 [42]. Caches exploit the temporal locality and spatial locality to bridge the memory gap. Temporal
locality refers to the fact that if a value has recently been accessed, the chances are high, it will be used again
in the near future. Where as spatial locality refers if a certain value is accessed, it is expecting values close
to this value will be accessed next (e.g. a for looping traversing an array). As can be seen in the table the
faster the memory the more expensive the memory becomes. Moreover, RAM is volatile and does not allow
for permanent storage of data, which is done on flash that is much slower.

SRAM creates the L1, L2, L3 caches in the processor. The size of the memory cells limits the cache size.
The bigger the cache becomes the slower the access will become [42].

Table 2.1: Comparing the different types of memories used in current computers

Parameters SRAM DRAM Flash

Volatile Yes Yes No
Cell size Six transistors Single transistor and a capacitance Single transistor

Access time 0.5 ns to 2 ns 50 ns to 70 ns 5µs to 50µs
Write power Low Low High

Price per gb (2012) 500$ 10$ 1$

2.2. SRAM organization
This section discusses the organisation and design of SRAMs. SRAM designs consist of multiple components,
each taking care of a specific function within the memory. Figure 2.2 diagrams a typical memory design. The
inputs consist of control signals to select whether a read or write operation (r/w) should occur and an enable
signal to enable the operation of the memory. Other input and outputs are address lines and the data lines
Data In. The output signals consist of only data lines, namely Data Out. Some designs combine them with
the input lines. Combining the input and output lines reduces the number of pins on and the size of the
memory chip, which makes the memory component cheaper.
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Figure 2.2: Functional model of an SRAM component. Based on figure 1 from [2]

Figure 2.2 also shows the different memory that an SRAM module is typically composed of, which are as
follows:

• Memory cell array: responsible for storing the bit values of a word.
• Address decoder: responsible for selecting the right memory cells during a read or write operation. It

typically consists of a column and row decoder.
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• Sense amplifier: responsible for converting the voltage, returned by the memory cells, to the corre-
sponding bit values.

• Write driver: responsible for writing new values to the selected memory cells.
• Data-Out and Data-In registers: buffer to stabilise the in-and-output values.
• Timing: will generate the control signals to enable the write or read circuit at the right moment in time.

A brief description of each component follows.

2.2.1. Memory cell array
The memory cell array handles storing the data. It is composed of memory cells, which are the essential part
of any memory. The SRAM memory cells are based on bistable circuits. The conventional SRAM cell uses six
transistors (i.e. the 6T SRAM cell) shown in figure 2.3. It consists of a cross-coupled inverter pair (M1 and M2

and M3 and M4) which serves as the bistable element.
When writing to or reading from the memory cells, the WL must be driven high, ensuring access through

pass transistors M5 and M6 to the cross-coupled inverters. Writing to a memory cell is then done by driving
the values on BL and BL. During the write operation the bit lines must be driven with enough power to
overcome the cross coupled inverters. As a result, the cross-coupled inverters will flip the stored values and,
thus, a new value is successfully written to the cell. Reading data from SRAM is done by first pre-charging the
bit lines to a high value. After enabling the word line, the inner nodes Q and Q will be connected to the BL and
BL. As a result, the memory cell will then pull one of the bit lines low. Afterwards which the read circuit can
amplify the read value. The Sense Amplifier performs this amplification; which is discussed in section 2.2.3.

Figure 2.3: A conventional six-transistor SRAM cell

2.2.2. Address decoder
The address decoder decodes the input address, such that the read or write operation is performed for the
correct memory cells. Typically, the memory array is divided into selectable rows and columns. A row decoder
selects the rows, also often called the WL, and the column decoder selects the columns. Therefore, memory
addresses are typically divided into high and low order bits. The advantage of using both a wordline decoder
and a column decoder is that the individual decoders require less hardware and are, thus, faster. The higher
order bits are typically used by the row decoder and the lower order bits by the column decoder.

2.2.3. Sense amplifier
The Sense Amplifier (SA) is responsible for the memory’s read operation. The SA amplifies the small voltage
difference at the bit lines generated by the memory cells. Figure 2.4 shows the schematic of the standard
latch-type Sense Amplifier, which is a popular design and will, therefore, also be the focus of this work. The
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operation of the SA consists of two phases. The first phase is the sensing phase, followed by an amplifica-
tion phase. The sensing phase will read the voltages of the BLs. In this phase, signal SAEnable is low which
activates the Mpass and the Mpass to pass through the voltage of the bitlines to the SAOut and SAOut. The
second phase is started by the timing component which will make sure the SAEnable signal is high when dis-
connecting the SA from the bitlines and enable the cross-coupled inverters. The cross-coupled inverters will
then amplify the voltage difference between SAOut and SAOut. After completion the full-swing read value is
available on SAOut and its inverse at SAOut.

SAEnable

Mup Mup

Mdown Mdown

SAEnable

Mtop

Mbottom

SAEnable

BL BL

SAOut SAOut

Mpass Mpass

SAEnable

Figure 2.4: Sense Amplifier

2.2.4. Write driver
The write driver manages the memory’s write operation. It achieves this by driving the bit lines. Figure 2.5
shows an example write driver. The first stage of the write driver is receiving input on the Data_in line after
which Data_in will pass through one inverter to create an inverted signal Data_in for the BL. This signal will
then pass through a second inverter to create the signal for the BL. The control circuit will then finally enable
the write driver by toggling the Write_enable signal high. The Write_enable will let the transistors Q1 and Q2
pass the value towards the bit lines which then will propagate to the memory cell. Strong inverters are used
within the write drivers to ensure that it can drive the high parasitic capacitance of the bit lines.

2.2.5. Timing circuit
The subcomponents of the memory require several control and timing signals to make the complete compo-
nent work. The timing circuit controls the memory to allow every subcomponent to work in harmony. These
signals are all generated by the timing component.

2.3. SRAM metrics
This section gives a brief overview of the memory’s metrics. Figure 2.6 shows a classification diagram of
the different SRAM metrics. The SRAM metrics can be divided into functional and parametric metrics, as
proposed in [3]. More detailed subdivisions for both the parametric and functional metrics are given in fig-
ures 2.7 and 2.8, respectively. The figures shows the different metrics for every component of the memory.
The division into functional and parametric metrics is motivated by [43]. Functional reliability refers to the
correctness of the system (i.e. the system gives the correct output values). For example, a bit flip in an SRAM
cell is a functional error. In contrast, the parametric metrics evaluate the performance of the memory which
does not directly affect the correct functionality of the memory. An example of a parametric metric would be
the speed at which the memory cell can discharge one of the bit lines. This study focusses on mitigating the
ageing of the memory cell and the sense amplifier. Therefore, the authors will only discuss these metrics.
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Figure 2.5: Simple write driver showing how enough drive strength can be created to successfully change the value of the bit lines.

Memory metrics

Parametric Functional

Figure 2.6: Classification diagram of the different memory metrics, based on [3].
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Parametric
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Figure 2.7: Classification diagram of the different parametric memory metrics [3]. The round boxes denote the components, while the
square boxes at the bottom list the corresponding metrics.

Functional
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Figure 2.8: Classification diagram of the different functional memory metrics [3]. The round boxes denote the components, while the
square boxes at the bottom list the corresponding metrics.
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2.3.1. Memory cell
The memory cell is responsible for storing a binary value, which it needs to maintain reliably over time. Ad-
ditionally, it needs to allow the value to be read without causing any bit flip. Hence, the memory cell needs
to be stable. It also needs to generate a sufficient bitline discharge, such that the sense amplifier can am-
plify this value into a full-swing logic value. Figure 2.7 illustrates that the memory cell’s parametric metric is
the discharge delay. The functional metrics of the memory cell are its BL swing, its hold-static noise margin,
and its read-static noise margin, as shown in figure 2.8. Next, the authors will discuss both parametric and
functional metrics of the memory cell.

Figure 2.9: Example voltage of a memory cell showing the hold and read static noise margins.

Parametric metrics
The memory cells read and write values into memory. For the memory cells the discharge delay is the metric
used to define the parametric metric. This delay defines how long the sense amplifier needs to wait before
it can start to process the voltage difference on the BLs. Figure 2.10 shows the discharge delay. The delay
denotes the duration after the wordline was activated and one of the two BLs is discharged for 10%.

Functional metrics
The functional metrics for the memory cell is how much noise the memory cell can tolerate during a read
operation. The SNM is shown in figure 2.9. The read SNM decreases compared to the hold SNM because
of writing the cell value to the BLs, called the hold SNM. The write performance of the cell is not taken into
account. The memory cell must be able to be written to, which is tested at the production of the memory
wherein the write performance improves over time [44]. Since the cell writes performance improves, it is not
interesting to measure this during the evaluation of the ageing of the transistors.

2.3.2. Sense amplifier
After the memory cells have slightly discharged one of the two BLs, the sense amplifier will use the voltage
difference as an input to convert into digital value to be used as the output of the memory. The sense amplifier
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Figure 2.10: Discharge delay of the memory cell.

is, ideally, balanced and thus will convert a negative voltage difference to a zero value and a positive voltage
difference to one. However, if the offset voltage of the sense amplifier is not zero, it will have a preference to
convert to one of the two bits values. In most cases, the offset voltage is not zero due to ageing and process
variations [45]. Figure 2.11 presents the offset voltage effect as an added voltage source on the input line of the
BL. The added voltage source will reduce the voltage difference between BL and BL. If the voltage difference
comes under the voltage threshold which the sense amplifier requires, the result is an incorrect output value.

Figure 2.11: Offset voltage model for the sense amplifier an extra voltage source is added on the BL input. The added voltage source can
reduce the voltage difference between the two BLs this voltage source can then result into an incorrect read value on the output.

Parametric metrics
The sense amplifier will read the input from the BLs and convert this value into a binary value which the
processor can use. For the parametric metric of the sense amplifier, one needs to look at the sensing delay.
The sensing delay is related to many factors. In figure 2.12, the sensing delay is shown together with the
sensing margin. The sense amplifier is enabled by the timing circuit when the difference between the two bit
lines is larger than 10%. The sensing delay is then the amount of time it takes to reach half a swing.
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Figure 2.12: Sensing delay and sensing margin of the sense amplifier.

Functional metrics
As the sense amplifier reads a voltage offset from the two BLs which is relatively small, the sense amplifier
needs to convert this value to the correct value. If the sense amplifier would have too big of an offset on the
decision threshold it might decide to convert the voltage difference to the wrong value. The offset voltage is
the most important metric and will be the only metric used for the sense amplifier in this work.





3
Overview on SRAM Reliability Modelling

and Mitigation

This chapter discusses reliability issues and application to SRAM. It also explores the state of the art on how
to mitigate reliability issues:

1. The authors discuss the different failure mechanisms in section 3.1, followed by a discussion on how
these reliability challenges and failure mechanisms can be modelled for SRAMs in section 3.2.

2. Section 3.3, the authors discuss the state-of-the-art mitigation schemes and explore their advantages
and disadvantages.

3.1. Failure mechanisms of transistors
In figure 3.1 a classification of the different reliability failure mechanisms is shown, based on the work of Agbo,
Innocent in [46]. The reliability failure mechanisms can be divided into two categories: time-zero defects
and time-dependent defects. Process variation causes the time-zero defects. Process variation can be on
different scales; for example, a single chip within a wafer has a degraded performance or a complete wafer
has degraded performance. Within the thesis, the focus will be on time-dependent failures. Environment-
induced failures are out of scope for this thesis as they are the inputs where the system runs and cannot be
reliably mitigated on-chip: voltage (for example voltage spikes) and temperature changes. As ageing failures
are relatively new, the authors will list the mechanisms first, followed by an in-depth explanation of each. As
shown in figure 3.1, the ageing related failure mechanisms are as follow:

• Bias Temperature Instability (BTI)
• Random Telegraph Noise (RTN)
• Time-Dependent Dielectric Breakdown (TDDB)
• Hot Carrier Injection (HCI)
• Electromigration (EM)

3.1.1. Bias Temperature Instability
Bias Temperature Instability (BTI) is an ageing mechanic which increases the absolute Vth value and de-
creased drain current of the transistors [46]. The BTI mechanism is active when the transistor is switched on.
There are two different types of BTI: Negative Bias Temperature Instability (NBTI) and Positive Bias Tempera-
ture Instability (PBTI). NBTI affects PMOS while PBTI affects NMOS. BTI is the most relevant ageing mechanic
in memory [47, 48]. This is because memories perform relatively little switching and, thus, some transistors
are turned on (hence, the BTI mechanism is active) for long periods and, thus, degrade significantly.

While the effect of NBTI is the most significant of the two, PBTI is becoming more and more prevalent
due to the scaling of the transistors [17]. As said in [14, 15, 44, 49–51], the effects of BTI on the lifetime is
a function which takes into account duty cycle, temperature, signal probability (zeros, ones, state switches)
and the supply voltage (Vdd ). BTI consists of two phases a recovery and a stress phase. The effect of these
phases are shown in figure 3.2. Over time the BTI effect builds up due to partial recovery.

17
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Figure 3.1: Reliability failure mechanisms classification

Figure 3.2: Bias Temperature Instability voltage threshold shift during stress and relaxation. Figure based on [4]

In [52], the two models are compared. They show that while the atomistic trap model is more accurate
than the Reaction-Diffusion (RD) model, its simulation time is limited to a scale of just seconds. The RD
model is less accurate but is good enough to show the ageing over a long timescale. The author suggests
using both models in conjunction to allow for faster simulation. The physics of BTI are not fully understood
as two models are used to describe the BTI-effect.

Reaction-Diffusion Model
The Reaction-Diffusion (RD) model focuses on the breaking and healing of Si – H bonds [53]. The reaction
part of the model focuses on the chemical reaction of the Si – H bonds at the interface. During the stress
phase of BTI, these bonds break; during the relaxation phase, these bonds can recover. The second part of
the RD model focuses on the diffusion of the hydrogen atoms. The bondage breakages in the Si – H result in
dangling bonds in the silicon oxide which will create a threshold voltage shift due to the trapping of charge at
the silicon interface [54]. When removing the electrical field, some of the hydrogen atoms will diffuse back,
resulting in a reduction of the voltage threshold shift [55].

Atomistic Trap Model
The RD model can be inaccurate in [56]. To improve the accuracy of the BTI modelling the atomistic trap-
based model was introduced by [57]. The model is based on the capture and release of single traps. These
traps or defects are created because of the production process. Each trap introduces an δVth which can
restore itself overtime during the relaxation phase [52].
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3.1.2. Random Telegraph Noise
Random Telegraph Noise (RTN) is a stepwise ageing effect due to which carriers are injected into the oxide
layer. The RTN occurs as random events over time and it is unpredictable when it will occur. In [58], RTN is
described as traps creating leakage currents. Traps formed in the high-k material create this leakage current.
As more traps build up over time, a hard breakdown will eventually occur. RTN is a switching phenomenon
[59]. Since memories are mostly static, the effects of RTN will be limited.

3.1.3. Time-Dependent Dielectric Breakdown
In [60], the process of Time-Dependent Dielectric Breakdown (TDDB) is described as when the device is un-
der a constant electric field, but less than the material breakdown field strength, the transistor gate-oxide will
still breakdown over time. TDDB consists of three-phases [55]. At first, a soft-dielectric breakdown can occur
followed by a progressive-dielectric breakdown. At the last stage, a hard-dielectric breakdown occurs. Soft-
dielectric breakdown causes partial loss of the dielectric properties, resulting in lower gate currents compared
to the next stages. The progressive-dielectric breakdown can be detected by a slow increase in gate current
over time. When the hard fault occurs, the gate current rises to the mA at the standard voltage levels [55].

3.1.4. Hot Carrier Injection
HCI is caused by the acceleration of carriers (holes or electrons) under the force of the electrical field at which
the momentum is high enough that the carriers break the barriers of surrounding dielectric and get trapped
in the gate and sidewall oxides [61]. The acceleration and breaking of bonds are visualised in figure 3.3.

Hot Carrier Injection is an ageing effect which will increase the Vth . The Vth shifts due to the injection
of carriers into the gate. This injection happens when the gate voltage of the transistor switches. In [48] Hot
Carrier Injection (HCI) is described in relation to the effects of BTI in memory. This study reveals that HCI
happens when a bit is flipped (and, thus, the gate voltage switched), while BTI is a static ageing mechanic. The
results of [48] reveal that adding HCI simulation to the model yields a slight improvement in the performance
of the memories over time.

Figure 3.3: Hot Carrier Injection bond breakage towards the end of the channel. Figure from [5]

3.1.5. Electromigration
Electromigration (EM) is an ageing failure mechanism for the interconnects in the chip [62]. Due to the
increasing current densities within the wires on the chip, metal ions can be displaced. The displacement
of the metal ions results in voids and hillocks. In figure 3.4, an example is shown of the effect of EM, creating
the voids and hillocks. The voids within the wire will create open connections while the hillocks can create
shorts. In [63] several mitigation schemes for EM are described. Mitigation of electromigration can be done
either by taking it into account during the design or by using bi-directional currents [64] during the operation
of the IC. A disadvantage of bi-directional power is that the design requires changes to accommodate for this.

Figure 3.4: The result of hillocks and voids created by electromigration. Figure from [5]
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3.2. SRAM Reliability Modelling
This section briefly discusses state-of-the-art in SRAM reliability modelling. This modelling is important as it
allows one to estimate the impact of ageing during the design and, proper measures can be taken. This will
lead to a more reliable design at reduced costs. Figure 3.5 gives an overview of SRAM reliability modelling.
The, SRAM reliability modelling consists of three major parts:

SRAM
Reliability

Circuit

Variability

Analysis
method

Cell array

Peripheral Circuitry

Partial/Complete Memory System

Process, voltage, and temperature (PVT)

Ageing

Non-Statistical

Monte-Carlo

Failure region sampling

Analytical modelling

Figure 3.5: Reliability flow of SRAM

• Circuit: this can be either a single SRAM cell, one of the peripheral circuitries or a partial or complete
memory system.

• Variability: several types of variability have an impact on the memory system. These are process, volt-
age, and temperature (PVT), and ageing.

• Analysis method: different methods exist to estimate the reliability of a system. Each model comes with
its advantages and disadvantages. The different methods consist of non-statistical methods, Monte
Carlo simulations, failure region sampling, and analytical modelling.

This thesis will discuss the memory cell reliability and peripheral circuit containing the read-write circuitry.

3.2.1. Memory cell array
Most of the prior works focused on modelling the reliability of the memory cells, specifically on PVT. The most
used simulation method is based on the Monte Carlo approach. Less work exists on ageing modelling of the
memory cells. This thesis will focus on the ageing aspect due to BTI, which is the most important ageing effect
in transistors. Most studies use non-statistical methods to estimate the impact of BTI. The non-statistical
approach usually underestimates the ageing effects. In the papers [65–67] ageing impact is analysed in the
memory cells. Of these papers, only [67] analyses the failure impact due to ageing in SRAM cells. They use a
non-Monte-Carlo simulation method which looks at the possible Vth shifts. This method allows for a more
accurate simulation of BTI impact compared to the old statical method of expected Vth shift. This allows an
accurate representation of when a memory cell could fail if the correct workload is taken into account.

3.2.2. Peripheral circuitry and partial or complete memory system
Significantly less work exists on the reliability modelling of the memory’s peripheral circuitry compared with
the memory cell. Within the works of [68, 69] ageing of the sense amplifier has been analysed. Within [70, 71]
the write driver and the ageing of the timing circuit are analysed.
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There is even less research on the reliability modelling of the partial or complete memory system. In [72],
an analysis is made how ageing impacts the cell and Sense Amplifier, including their interactions. In [73],
a complete SRAM circuit is analysed. These works are limited; by that the authors do not examine how the
individual components contribute to the ageing.

3.3. SRAM Mitigation
In section 1.2, the study investigated several mitigation schemes, but it has not been translated to mitigations
for SRAM. This section will go into more detail on how mitigation schemes can be applied to SRAM.

An overview of the different mitigation schemes is given in figure 1.2. There are two categories of the
mitigations and adaption techniques: mitigation at design-time and mitigation at run-time.

3.3.1. Mitigation at design-time
These schemes are static and can be implemented in different ways. The first way of mitigating the effects of
ageing is by adding extra hardware to create a margin for chip degradation [12, 13]. These novel implemen-
tations are known as a worst-case design [13] and can be improved upon by looking at [74] and running a
better-than-worst-case design. The better-than-worst-case design can be used because chips will not always
be under maximal stress.

Worst-case design strategy
The method worst-case-design requires the usage of extra hardware either by resizing the size of transistors
or reducing the operating frequency of the chip which creates a margin where the chip can accommodate the
effects of BTI. Applying worst-case-design to SRAM is highly inefficient and costly as the memories consume
the largest part of the die. Most added silicone would not be used during the lifetime of the chip.

3.3.2. Better-than-worst-case design strategy
The static methods require advanced knowledge of the workload and analysis of the stresses occurring in
memory, to improve on the method worst-case-design. In this scheme on memory, while having the most
ageing, can be resized either by creating unbalanced cells, so the cell is tailored more towards the storage of a
zero or a one-bit value. This technique is introduced in [75] to counter the differential ageing of SRAM-cells.
It will reduce the required hardware overhead compared to worst-case-design [14, 15]. Mitigating the ageing
effects of transistors running different workloads require having different library cells for each expected life-
time and load [16]. For SRAM, it would require to have different memory cells within the cell array to handle
the unbalanced workloads. This will create an inefficient, memory, cell-array structure. If the workload be-
haves differently from the expected workload, it can create a much faster degradation in the memory cells
compared to not having implemented any mitigation scheme. This will be the case if the workload simu-
lation suggests placing smaller, weaker cells at a certain location, which will then result in having a higher
than average static stress [17]. As staid in the state of the art, the halting problem does not allow solving the
problem, not knowing upfront how the memory stresses will be distributed.

3.3.3. Mitigation during run-time
During the run-time of a chip, the usage of dynamic schemes is possible to reduce the BTI-induced ageing
effects within the memory. These dynamic schemes will apply resource management either to reduce the
amount of static stress, which occurs or to relax the parts of the memory which are under the most stress.
There are different techniques, which can mitigate BTI-induced ageing effects these are:

• Idle time leverage (ITL)
• Input vector control (IVC)
• Controlled resource wear out
• Spatial redundancy

Idle-time leverage and input-vector control
As a chip usually does not use all resources at all times due to stalls (structural-, data- and control -hazards)
and a program does not always require maximum performance, analysis of programs is made in [76]. Within
the time that a CPU has a stall or is not fully used, recovery schemes can be executed to reversed to mitigate
the effect of BTI. Schemes taking advantage of this are of the category ITL. ITL scheme can be extended with
the usage of IVC to control the mitigation of, for example, BTI-induced ageing.
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Input vector control (IVC) can be an effective technique to reverse and mitigate the effect of BTI in the
chips. The mitigation scheme can either run in available idle or by stalling the execution of the program. The
zero-value cause in the PMOS transistors creates BTI-wear [77]. To determine which bit value should be used
in idle time requires estimating the degradation of transistors. The process of estimating the degradation is
hard due to variation in the operating temperature and settings. In [78], artificial intelligence techniques are
used to find an optimal program which yields the best BTI rejuvenation program to be run on the CPU.

IVC can be applied by the usage of NOPs within the CPU. The usage of alternative NOP instructions has
been analysed in [28] to see if this can reduce the effect of BTI-wear. When using idle instructions in the
execution, a part of the work can be offloaded to the compiler, as it can detect some stalls and idle times
at compile-time. The usage of IVC by using a different instruction for the NOP is not possible for the case
to mitigate stress in memory cells. The NOP instruction is not allowed to have side effects and thus cannot
alter a register value or change a memory value. As it is not possible to read a single memory value, relax
the cells, restore the cells, and restore the register state within one clock cycle, it is not feasible for memory
components.

A different technique of mitigating BTI-induced ageing bit flipping is introduced. Bit flipping is used to
reduce the stress in the memory components as described in [29]. Bit flipping is a unique form of IVC as
the vectors are based on the current values in memory. Flipping the bits in memory ensures the zero and
one-bit value have the same occurrence chance. A software and hardware approach are discussed in [79]
for the flipping of bits in SRAM. The limitations are that using the CPU to flip the bits will cost too much
time for the L3 cache. To improve the results of bit flipping [80] proposes the Cell Flipping technique with
Distributed Refresh phases (CFDR). CFDR reduces the time required for flipping the memory bits by changing
the frequency at which individual cells are flipped. Using information from the workload allows for a smaller
overhead. The disadvantage is that it requires advanced workload knowledge, and it has to consider the
halting problem. It would require the ability to determine the control flow of the program upfront for all the
different inputs available, to find the best solution for the mitigation scheme. In 1936, Alan Turing proved
that this is not possible.

Controlled resource wear-out and spatial redundancy
As dark silicon is starting to get introduced [81] more and more parts of the chip cannot always be active due
to the power wall [82]. Smart schemes can be created to add extra hardware, which can be used to extend the
lifetime of chips. In [83, 84] computational sprinting is described, which allows for bursting the speed of a
CPU past the thermal power limit by using a different set of cores. Since computational sprinting is used, the
task is completed faster than expected. The generated slack can then be used to power-gate several parts of
the chip. Power-gating will then allow for the recovery of the BTI effect.
Another option to control the wear-out of the chip is using spatial redundancy. Spatial redundancy adds
redundant hardware which can be used via software or on-chip logic. For example, the scheme Logic-Wear-
Levelling (LVL) [85] allows software routines to switch critical paths to the redundant paths, which are avail-
able to allow the transistors to recover.

Applying computational sprinting within SRAM only, will not work as the memory is only supplying the
CPU with value when requested and is already mostly idle. It is not able to mitigate, but by just doing nothing,
the bit value will be maintained in the memory cell. Using the advantage of dark silicon within SRAM would
be possible. For example, when a part of the memory breaks a smart control logic can replace the faulty word
or use a logic scheme to alter the write locations of a word from the main memory to the dark silicon. When
making use of the dark silicon, this will not limit the usage of a software mitigation scheme or a hardware
mitigation scheme, which will try to mitigate BTI-induced ageing actively.
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Mitigation Methodology

This chapter will introduce mitigation schemes:

1. Section 4.2, the authors created and analysed a model for static stresses.

2. Section 4.3 uses the results from the modelling of the stresses in the memory to discuss different possi-
ble mitigation schemes.

3. Section 4.4 and section 4.5 examines software, and hardware mitigation schemes and the authors cal-
culate how feasible each scheme is.

4.1. Static stress
When looking at SRAM memory, it is important to know which static stresses occur in memory, as a single
second of static stress creates a high amount of ageing. Reducing the duration of the static stress slightly
already yields a large improvement. In [4], the initial recovery is discussed showing that even a short amount
of relaxation will significantly reduce the BTI in the transistors. The transistor should not be stressed too long,
as that will greatly increase the required relaxation time, which is needed to recover from the BTI effects. In
figure 4.1, the authors conduct a sweep of different duty factors showing the effects this has on the Vth shift.
Short static stress of 1 s already changes the Vth shift with 4 mV. Adding a small relaxation would ensure this
stress does not occur.
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Duty factor sweep of duty factors for 1 second after three years at a duty factor of 0.5 and 125 degrees

Figure 4.1: A duty factor sweep is conducted after ageing a transistor for three years at 125 ◦C. The ageing is extended with one year to
show the effect of different stress values on the transistors. The duty factors which are at the extreme have a large impact compared to

the other duty factors.

4.2. Memory access modelling
As seen in section 4.1, static stress is by far the most important stress to be considered related to the ageing
of SRAM. From the literature review, [86–89], a majority of papers in literature find that on average 10% of
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the instructions are memory writes and that 20% of the instructions are memory reads. Using the Linux tool
perf allows one to monitor the L1-cache usages. As expected, different workloads have different footprints in
memory usage. When using the perf tool to monitor Libreoffice (an office suite) 1, the memory instruction
is around 10% memory writes, and 20% reads. When perf analyses the generation of prime numbers and it
is run for a to create a varying amount of prime numbers the memory writes drop to 1.2%.

If static stresses are not taken into account and assume memory writes to be random, it is possible to
model this using a Poisson distribution or Markov model, allowing the creation of a model for memory usage.
Markov model analyses expected duty factors, while the Poisson model analyses static stresses in the memory.

Markov model
Simulating the memory as a Markov model gives insight into the operations of memory. Figure 4.2 shows the
simple cell states with the available transitions.

The different actions that can happen every clock cycle are:

• Value 0 is written
• Value 1 is written
• Cell is read
• Cell is left idle

The state of the cell will only change if a value is written, which is the opposite value of the current cell
value. When taking into account the number of words in the memory and assuming all memory actions are
random based. The bit distribution is estimated to be non-random and favouring a zero over a one-bit value.
The Markov model can be run to simulate possible memory stresses.

Cell value 0 Cell value 1

Figure 4.2: Markov model to describe the memory model

However, the Markov model is not exact, and it is computationally expensive to gather results from it.
Since we are interested in how long the static stress state can be within a cell, one can look at when transitions
occur. The authors suggest to use a Poisson model to calculate the chances for expected static stresses.

Poisson model
The assumption is that memory write addresses, are random, and the written value is sampled from a random
distribution. This is possible because of how one uses memory, for which the law of large numbers [90] can
be applied.

If one only considers the writes to the memory, this can be modelled as a Poisson process. The example
from the prime number generation provides these units to use within the simulations:

• Memory size 32 KiB
• Word size 8 bytes
• Frequency 1 GHz
• Pwr i te = 0.012
• P f l i p = 0.01

Pwr i tecel l = Pwr i te · W or dsi ze

Memor ysi ze
(4.1)

λ= t ·Pwr i tecel l ·F r eq ·P f l i p (4.2)

1A open office suite which is an alternative to Microsoft office
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Pstr ess (t ) = e−t ·Pwr i tecel l
·F r eq ·P f l i p (4.3)

This results of an expected static stress duration which can continue up to multiple seconds. Besides
the normal static stress, prolonged static stress can also occur due to non-random events in a program. For
example, when encrypting a message, the encryption key will stay in the cache during the encryption pro-
cesses. The extended static stress needs to be measured by using benchmarks which simulated real-world
applications. Which is what we analyze in chapter 5.

4.2.1. Concluding
The random approach appears optimistic about the expected static stress duration in the SRAM cells, as
non-random events are not considered, which could create static stress for much longer than a few seconds.
However, static stresses of multiple seconds can occur, which could be problematic for the lifetime of SRAM.
It is expected that there would also be more static values in the memory with certain workflows, such as
encryption where the encryption key remains in memory for a longer time. In these situations, mitigation
would be of even more importance.

4.3. Concept of the mitigation scheme
Static values induce ageing in SRAM in memory cells. The most optimal memory usage would be a perfect
balance between zeros, ones, and a short duration of static stress values.

Reducing the wear and ageing effects can be done by adding mitigation schemes to improve the lifetime
of the SRAM. Mitigation schemes will target the duration of static stress. By reducing the maximal static stress
in a fixed amount of time, it is possible to utilise the fast initial recovery of BTI effects [57]. Reducing static
stress is best done with the usage of IVC patterns, as it has a small overhead in the execution of a program
and makes sure the static stress sequence is broken. Due to a small overhead, the duty factor of a memory
cell does not change by much. This is shown in equation (4.4).

dut y_ f actormi ti g ated ≈ dut y_ f actor · ttot al

ttot al + tmi ti g ati on
≈ dut y_ f actor (4.4)

A different approach is to balance the stored value in memory such that the Pone = 0.5, which is possible
by adding a large overhead with a stall or by using hardware which could use pointers to keep track of which
parts of the memory are altered. Adding a large execution overhead would require doubling the execution
time to reach a Pone = 0.5. As such, this is not feasible, and only the hardware mitigation scheme can generate
a completely balanced memory usage. The hardware scheme can then be implemented as a cyclic flipping
scheme which will be described in more detail in section 4.5.

4.3.1. BTI effect in a transistor and mitigation potential
It is important to understand the impact on a single transistor and see if a mitigation scheme will have a
positive impact on the transistor, when analysing the effects of BTI. Several different experiments are run
to establish the effects of the environment on the transistors. The different mitigation schemes are run on
a single transistor, also analysing frequency and simulation accuracy. For the transistor, the study uses the
14 nm model from IMEC, creating the transistor workload is done in the form of CDW format. Within the
CDW format the duration, duty factor, and frequency are specified. In MATLAB a modelling platform was
created where mitigation algorithm could be created allowing to run several different mitigation schemes:

• Baseline
• Periodic mitigations

– Periodic insert idle time (software)
– Periodic flip the transistors states (hardware)

Each of these implementations will come with different amounts of execution and/or hardware overhead.
The simulation will be run for three years at 125 ◦C. Simulating at an high temperature is the similar to a lower
temperature over a longer period. Higher temperature induces faster ageing due to the sped up reaction pro-
cess.

The BTI model from IMEC works in the bracket:

• Vdd at 0.8 V ±10%
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• Time step between 1×10−9 s to 1×108 s
• Frequency 1 GHz is realistic but in a range between 1 Hzand3×109 Hz
• Temperature −40 ◦C to 125 ◦C

Frequency impact
The impact of frequency on the ageing is related to the duration of static stress. When reducing the frequency
at which the transistors run, will extend the static stress durations. If the duty factor of the transistor is either
zero or one, it does not matter if the operating frequency changes. To verify this assumption, the BTI-model
of IMEC is used. Table 4.1 shows the results. In the extreme case where the duty factor is one, the frequency
does not matter. When the duty factor is not in the extreme, the frequency does have an impact on the
degradation.

Table 4.1: Vth shift after three years showing the effect of using different clock frequencies on the degradation of a transistor.

Frequency Duty factor Degradation

1 GHz 1 −83.6 mV ± 0.42 mV
1 kHz 1 −83.6 mV ± 0.39 mV
1 GHz 0.9 −68.5 mV ± 0.64 mV
1 kHz 0.9 −71.4 mV ± 0.62 mV

Simulation accuracy
The model of IMEC allows using average duty factors to speed up the calculation of the BTI impact on the
transistors. Using the average duty factor will result in degradation, which is similar (on average), but the
worst-case performance could be different. The worst-case will decide at which moment the device will fail
a timing constraint. This effect can be mitigated by accurately simulating the last part of the workloads. In
table 4.2 this effect is calculated in more detail. The simulation accuracy is illustrated in more detail in fig-
ure 4.3 shows, which results into a difference of up to 3.6 mV after 1×103 s. The graph shows, the effect of fast
degradation and fast recovery. To determine the ageing it is required to look at the worst-case performance
and not to the average response as a metric violation will happen at the first point in time where the worst
case degradation point passed the toleration value.
The MATLAB code, written and created for this project, will find the most optimal and accurate simulation of
the workloads as possible.
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Figure 4.3: Simulating a workload with an average duty factor of 0.5. It is shown that there is a big difference in the average simulation
and the other two more accurate simulations. The difference between the two more accurate simulations is due to the stochastic nature

of the BTI process

Mitigation scheme performance
After setting the baseline related to the importance of how the MATLAB simulation should run and the im-
portance of frequency, it is important to see if the mitigations schemes can work and reduce the ageing effect
induced by BTI. To analyse this the hardware flipping and idle-time injection are ran and compared in ta-
ble 4.3. Each scheme yields a significant reduction in BTI ageing.
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Table 4.2: Maximum Vth shift after 100 s depending on how the simulation is run at 125 ◦C

Simulation Degradation

Average −10.62 mV ± 0.26 mV
Average + accurate −14.82 mV ± 0.32 mV
Accurate −14.9 mV ± 0.33 mV

Table 4.3: Vth shift after three years depending on how the simulation is run at 125 ◦C

Mitigation Degradation

Baseline −84.02 mV ± 0.40 mV
Hardware flipping at 200 Hz −66.60 mV ± 0.52 mV
Insert idle time at 200 Hz with an execution overhead of 0.01% −79.21 mV ± 0.52 mV

4.4. Software mitigations
Several mitigation schemes have been discussed in section 1.2, where the IVC scheme is useful and could be
implemented with the usage of software routines. The IVC can be implemented in several ways resulting in
different mitigation performance.

For software mitigation schemes, the different mitigation techniques consists is a periodic mitigation
scheme to inject idle time either cycling through the memory or looking at the static memory addresses.

Within the software routine, several limitations need to be considered. After the software routine ran the
state of the CPU and memory should be the same as before the start of the interrupt. For software, it would
be acceptable to run memory mitigation up to 1% of the time. Figure 4.4 software mitigation shows how it
will affect the run-time of the application. It is possible to alter the periodic at which the mitigation scheme
will run the duration of the forced mitigation time. After the completion of the program, it could be possible
that idle time is available for the mitigation scheme to run in. Implementing software mitigation can be done
with the algorithm of Multiple cell mitigation. This will create a cyclic effect throughout the memory.

Figure 4.4: Mitigation scheme in software showing what can be fine-tuned.

4.4.1. Multiple cell mitigations
Mitigating of multiple cells during one run of the software routine can improve the performance significantly.
It requires the value of the SRAM to be recoverable. This can be done by flipping the value of the cell and then
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writing this value back. Using the negated value of the cell also balances the overall duty factor. The used
algorithm is shown in algorithm 1. The algorithm will start at the first address of the memory. When the
software is interrupted. The algorithm will read and write invert values to the memory cell this will be done
for half of the execution time. Once completed, flipping values for cells will start at the beginning again to
restore the memory values. For the next interrupt, it will move its pointer to start at where it ended in this
cyclic.

Algorithm 1 Algorithm to mitigate multiple memory cells by inverting the value and the recovery before re-
turning from the software routine. Idx is the current index at which the routine is while Nwor d s is the amount
of cells can be relaxed every run.

st ar t ← i d x
for all Nwor d s do

∗i d x ←!(∗i d x) .Write inverted value to memory (Relax)
i d x ← i d x +4 .Move to next address

end for
repeat Nop
until Cells are relaxed .Optional relaxation time
i d x ← st ar t . Restore the memory
for all Nwor d s do

∗i d x ←!(∗i d x) .Write inverted value to memory (Restore)
i d x ← i d x +4 .Move to next address

end for
if i d x ≥ Memor ywor d s then . Bounds check to return to the start of memory

i d x ← 0
end if

To calculate the overhead and the efficiency of this mitigation scheme, it depends on several variables.
At first, it needs to be defined how long the mitigation may stall the CPU. For real-time systems this will be
limited. Next, it needs to be defined how long the relaxation should take. The overhead calculation is shown
in equation (4.10).

N = # words in memory (4.5)

Tst al l = Maximum allowed CPU stall duration (4.6)

Tr el ax = Defined minumum relaxation time (4.7)

Cel l smi ti g ated = max(
Tst al l · f

2 ·C yclesr ead− f l i p−wr i te
, N ) (4.8)

Mi ti g ati onr uns =
⌈

N

Cell smi ti g ated

⌉
·
⌈

Tr el ax · f

C yclesr ead− f l i p−wr i te ·Cel l smi ti g ated + I dl emi ti g ati onc ycles

⌉
(4.9)

Over head = Mi ti g ati onsr uns ·Tst al l · fmi ti g ate (4.10)

4.5. Hardware mitigations
When using a hardware-based approach, it is possible to maintain the function of the CPU, even if the cells
are in the mitigated state. Different algorithms are available which can be implemented in hardware:

• Cyclic
• Flip on write access
• Flip on read access
• Flip on replace of cache value [80].

Out of the four different algorithms, only cyclic is balanced and works by mitigating the complete memory
[80]. The expected performance Flip on x instead of cyclic will give two Poisson processes. As stated in [91]
summing, two independent Poisson distribution is the same as summing the rates. For flip on write-read
access, the static stress will be reduced with a factor of 60−100x. However, these schemes will not mitigate
all static stresses within the memory.
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4.5.1. Cyclic flipping
The advantage of cyclic flipping, as stated in [80], is a scheme, which will mitigate all the memory cells,
whereas the flip on replace or flip on write access will not be able to mitigate static cells.

The flipping algorithm consists of:

• Read cell value
• Flip cell value
• Write flipped cell value

In equation (4.11) the derived formula is given to calculate the frequency at which a cell can be flipped.
For an overhead of 1% with 4000 elements in the L1 cache will give a frequency of 400 Hz to 625 Hz.

f = over head f r act i on · fclock

2 ·N ·C yclesr ead− f l i p−wr i te
(4.11)

In figure 4.5, the working of the hardware algorithm is visualised how it will pass through the memory. It
also shows that within hardware it is only possible to change the speed at which the hardware addresses are
flipped.

Start idx
End idx

Start idx

End idx

Start idx

Start idx

End idx End idx

Data

Data

DataInverted
data

Inverted
data

Inverted
data

Figure 4.5: The figure gives a high-level overview of how two indexes can be used to keep track of which part of the memory is flipped or
is not flipped. The read-write circuit can then use this to make sure the right value is read and written.

It is important to know at which speed this mitigation algorithm can run through the memory. The re-
quired time for a single pass is N ·Cr ead− f l i p−wr i te / f , which results in to 1.2×10−5 s. Also note the execution
time of the algorithm scales in O (C yclesr ead− f l i p−wr i te ·N ). In figure 4.6 general overview is given of how a
hardware implementation could roughly look like. The counter allows the flipping control unit to work with
out the being triggered by read or write operations.
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Figure 4.6: The figure gives a high-level overview of how the hardware cyclic flipping can be implemented. The Flipping interface will
make use of the flipping control to know if it needs to flip the value which is being written or read. The counter will trigger the invert,

which will read and write to a next memory address in line to be flipped.



5
Experimental Results

This chapter performs a case-study to validate the selected mitigation schemes:

1. The authors discuss the experimental setup, followed by what experiments will be executed.

2. The chapter analyses the hardware and software mitigations to see how the cells and SA perform.

3. The authors draw a comparison between the two schemes to see which perform better and how the
overhead of each scheme affects the chip.

5.1. Simulation methodology
It needs a platform, to evaluate the performance and quality of the mitigations scheme’s, where it can be run,
as discussed in section 5.2.1. A further requirement is a series of benchmark; discussed in section 5.2.1. The
analysis, shown in figure 5.1, has two main phases: a high-level simulation and a low-level simulation. In
the high-level simulation, different benchmarks will be run on the target platform, which is under analysis.
The second part is a low-level simulation where simulations will be run using the input from the high-level
simulation. The low-level simulation will simulate on a single transistor level to determine the BTI-induced
ageing effect.

High level Simulation

Target Applications

1: Modelsim simulation

Memory traces

2: Process Traces

Workload Abstraction

Low level Simulation

1: Matlab and SPICE
Simulations

Offset voltages and SNM

2: Process results

Figure 5.1: A general overview how the simulation setup works within this thesis.

5.1.1. High-level overview
The high-level simulation consists of several steps. Before the simulation can start it must create the target
applications and prepare the target device. At this stage, the configuration of the type of experiment to run is
done. The three different mitigation schemes are:

• Hardware mitigation: In this mitigation scheme, it is only possible to set up the mitigation speed.

31



32 5. Experimental Results

• Software mitigation: In this mitigation scheme, it is possible to configure the chunk size and the inter-
val at which the co-routine is run.

• Software mitigation with added idle time: In this mitigation scheme, it is chosen to fix the interval and
chunk size during the run-time of the benchmarks. It will only allow configuration of the overhead,
which the mitigation scheme can use, after and benchmark finishes.

After the configuration is set up, the first simulation, (i.e. the Modelsim simulation) can run. It will return
as memory traces consisting of all the read and write operations to the memory. The next stage will process
the memory traces to create an analysis to find the memory cells with the most static stress, and the most
extreme duty factor. Next to the cell analysis, the sense amplifier is carefully analysed, and the bit distribution
is calculated for each bit which is converted to duty factors using the code supplied by IMEC. The workload
abstraction uses the calculated duty factors, which provide input for the low-level simulation phase.

5.1.2. Low-level simulation
The high-level simulation phase supplies the inputs for the low-level simulation phase. Two different work-
load abstractions have been created: one for the memory cell and one for the sense amplifier. For the memory
cells, the BTI-induced ageing will be analysed in MATLAB, after which the SNM will be simulated in SPICE. A
Monto-Carlo simulation analyses the sense amplifier directly in SPICE, to determine the offset voltage of the
sense amplifier. After calculating the offset voltage and the SNM, the researchers can process the results to
see which configuration yields the best results for the given circumstances.

5.2. Performed experiments
This section will explain the setup of the experiments and the different effects of BTI-induced ageing in the
memory cells.

5.2.1. Setup
The setup of the experiments requires several different components:

• A platform on which the benchmark and mitigation scheme can run (i.e. PULPINO).
• Benchmarks which are used to create memory traces.

Benchmark platform
After introducing the overview of the simulation, it is now required to introduce the platform, which is used
to run the benchmarks on PULPINO. It is required to have an implementation target device. For this, the
PULPINO is used the details of the platform and implementation are discussed in [92].

Figure 5.2: Schematic overview of the PULPINO RISCY core. Image from [6]

The PULPINO comes with instructions and a separate dataram, each being 32 KiB consisting of a word
size of 32 bit resulting into 8192 words. The processor is a four-stage pipeline, and its memory map is shown in
figure A.1. The PULPINO reassembles a microcontroller architecture. Within microcontrollers, the program
is stored in flash memory. Flash memories are not subjected to ageing as with that the data RAM.

Benchmarks
As the PULPINO core has only 32 KiB amount of RAM available it can only run a limit set of benchmarks. The
available benchmarks are shown in table 5.1, and a few key metrics are given. Next, an analysis is made of the
chunk of the memory cells are subjected to long static stress. For all benchmarks, except the FFT-benchmark,
all memory addresses have cells with static values for the complete benchmark.
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Table 5.1: Overview of used benchmarks, duration, and memory usage.

Benchmark Duration in clock cycles

PI 800 digits calculation 15.4 ·106

Coremark 175 iterations 61.8 ·106

Basicmath (MiBench) 14.9 ·106

Bitcount (MiBench) 24.3 ·106

FFT (MiBench) 22.4 ·106

Picojpeg (MiBench) 9.1 ·106

String search (MiBench 5) 6.3 ·106

The used benchmarks come from various sources. The PI benchmark is written by Dik T. Winter in and
is one of the most compact algorithms to calculate the digits of PI. This benchmark uses a spigot algorithm.
Coremark is a benchmark made by EMBC to analyse the performance of microcontrollers and CPUs in em-
bedded systems [93]. The other benchmarks are from the collection of MiBench created by the University of
Michigan. These benchmarks try to simulate real-world workloads [94]. Using this setup in combination with
the mitigation schemes from section 3.3. The following experiments have been performed.

• Software-based mitigation.
• Software-based mitigation with idle time.
• Hardware-based mitigation.

Within the mitigation scheme, it is possible the change the frequency the mitigation runs. For the software
scheme, it is possible to change the mitigation size and optionally add extra idle time to the execution of the
program. In the mitigation scheme, it can continuously run. For software mitigation, three different intervals
will be analysed. Three different sizes and overhead up to 50% for the hardware mitigation scheme at three
different intervals, will be analysed to give an impression of the results. At first we will introduce the baselines
to be used to see how well mitigation schemes. To do this these questions need to be answered.

• Static stress times: For every mitigation scheme, the maximum static stress duration.
• Overhead: execution time overhead, power overhead and an indication of area overhead on the chip.
• Duty factor: How much does the duty factor change.

After the basic analyse has been conducted to answered the questions. The BTI impact will be analysed
for the Sense Amplifier and the memory cells also the required baselines will be defined.

Software mitigation implementation
Implementing the software mitigation scheme requires it to be created as a coroutine, which can be invoked
as an interrupt handler. The interrupt will be invoked periodicity and will stop the execution of the current
process on the processor. he software coroutine must be written in assembly to maintain control over the
executed code and ensure the value of the registers is correctly maintained. A small example of the coroutine
is shown in listing 5.1.

Listing 5.1: RISC V assembly implementation of the mitigation scheme. Only the core part of the algorithm is shown. Initialisation,
storing, and restoring register values are not shown.

mv t0 , %0 ;Load the mitigating index
li t1 , 0 ;t1 is and register to be used store the amount of itteration has been done.
mv t2 , %1 ;Load the target offset value
j check
flip:
addi t1, t1, 1 ;Increment itteration
lw t3, 0(t0) ;Load first memory value
not t3, t3 ;Invert the value
sw t3, 0(t0) ;Store first memory value start relaxation phase
lw t3, 0(t0) ;Load second memory value
not t3, t3 ;Invert the value
sw t3, 0(t0) ;Store first memory value start relaxation phase
addi t0, t0, 8 ;Increment mitigation index
check:
ble t1, t2, flip ;Check if the required amount of mitigation itterations has passed
mv t0 , %0 ;Restore the mitigating index back to the orginal starting location
li t1 , 0 ;t1 is and register to be used store the amount of itteration has been done.
j check2
revert:
addi t1, t1, 1 ;Increment itteration
lw t3, 0(t0) ;Load first memory value
not t3, t3 ;Invert the value
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sw t3, 0(t0) ;Store first memory value start relaxation phase
lw t3, 0(t0) ;Load second memory value
not t3, t3 ;Invert the value
sw t3, 0(t0) ;Store first memory value start relaxation phase
addi t0, t0, 8 ;Increment mitigation index
check2:
ble t1, t2, revert

5.2.2. BTI effect in the cell
For the memory cell, BTI effects will be analysed by the usage of the cell shown in figure 2.3. It consists of six
transistors; four are subjected to static stress. The transistors M1 and M2 store the inverted value in the cell,
while the transistors M3 and M4 store the normal value. Due to this balance in the cell bit values, zero and
one will each create static stress and unbalancing the ageing in the cell. The transistors M5 and M6 are used
to read or write values from and to the cell.

The BTI effect in the cell will degrade the SNM. The degrading of the cell is the strongest if the cell stores
static values. For the extreme cases of zero or one-bit,value, stored for three years in the cell, the graph of
the ageing of the transistors is shown in figure 5.3. This is also compared to the ideal case where the duty
factor of the transistors M1 up to M4 is 0.5. When the memory cell is ageing perfectly balanced the SNM does
not change, whereas when the duty factor reaches the extreme values, the BTI effect accelerates. Using the
calculated voltage shift in the transistors the ageing effect in the memory cell can be calculated using SPICE
in Cadence. Table 5.2 shows the different cases to illustrate the effect the duty factors have on the ageing of
an SRAM-cell.
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Figure 5.3: Comparing different duty factors on the transistors. If the duty factor is slightly reduced from 1.0 to 0.9, it has a relatively
larger impact than when changing the duty factor from 0.9 to 0.5.

Table 5.2: Overview of different static stress durations depending on the running mitigation. Comparing the different mitigation
scheme size to the interval at which they are run.

Duty factor static noise margin

No ageing 354 mV
0.0 328 mV
0.1 350 mV
0.5 355 mV
0.9 350 mV
1.0 328 mV

5.2.3. BTI effect in the Sense Amplifier
Analysing the BTI in the SA is much more difficult as it is required to know the distribution of bits being
read and the active time. The distribution of bits and active time will be calculated by running the different
benchmarks.
To analyse the SA Monto Carlo simulation is used which has been provided by IMEC. A Python script has been
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created to analyse the results from the simulation. The Monto Carlo simulation consists of 2000 iterations.
For the SA it is only possible to define the start value of the offset voltage which is in ideal cases 0 mV.

5.3. Software Mitigation Results
At first the results of software mitigation are discussed. The implemented algorithm is the multiple cell mit-
igation, resulting in the lowest execution overhead compared to the other implementation, as discussed in
section 4.4.

A python code has been designed to create the different routines variating the sizes and speed of the
software mitigation, which will craft the assembly code to inject into the benchmarks.

5.3.1. Cell performance
The performance will be measured and shown for each benchmark looking at the memory cells and sense
amplifier. Figures 5.4 to 5.6 shows the SNM degradation of the memory cells, running different mitigation
scheme configuration, with and without mitigation. The observations are as follow:

• The SNM degradation is not application dependent. The requirement is that the benchmark simulation
is long enough to complete full mitigation of the memory.

• The degradation of the SNM is reduced significantly, when adding a mitigation scheme, allowing the
mitigation to have a higher overhead with a lower return on investment.

• The mitigation scheme reduces the degradation of the SNM significantly (up to 2.5x).
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Figure 5.4: The degradation of the SNM running different benchmarks with and without mitigation scheme. The software scheme will
relax 512 memory cells at different intervals. The experiment is run at 125 ◦C for three years.

Table 5.3 shows that the cell performance is application-independent, as derived from the graph to com-
pare the Vth shift. When looking at the degradation of the SNM at a block size of 2048 and an interval at
1.2×106 cycles and to the 512 block size and an interval of 3×105 cycles. The latter option has a bigger
degradation while the overhead of both mitigation schemes is the same. The memory cell should have a
slightly longer relaxation and static stress than a shorter relaxation and duration when stress is present.

Table 5.3: Overview SNM of cells with different mitigation scheme settings running. The longer and the faster the mitigation is run, the
better the mitigation scheme performs. It can also be seen that reduction of the length of static stress has a smaller impact on the SNM

than running the mitigation scheme longer.

Block size 1.2×106 6.0×105 3.0×105

512 17.4 mV 16.5 mV 15.4 mV
1024 15.1 mV 14.7 mV 13.2 mV
2048 13.3 mV 12.0 mV 10.9 mV
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Static noise margin degradation
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Figure 5.5: The degradation of the SNM running different benchmarks with and without mitigation scheme. The software scheme will
relax 1024 memory cells at different intervals. The experiment is run at 125 ◦C for three years.
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Figure 5.6: The degradation of the SNM running different benchmarks with and without mitigation scheme. The software scheme will
relax 2048 memory cells at different intervals. The experiment is run at 125 ◦C for three years.

Figure 5.7 shows the SNM degradation of the memory cells running the software mitigation differently,
with added idle time. The SNM is shown with and without mitigation. The following can be observed from
the figure:

• The SNM degradation is not application dependent. The requirement is that the benchmark simulation
is long enough to complete full mitigation of the memory.

• The degradation of the SNM is reduced significantly, when adding a mitigation scheme, allowing the
mitigation to have a higher overhead results in a lower return on investment.

• The mitigation scheme reduces the degradation of the SNM (up to 2.5x)
• Adding idle time into the simulation reduces the ageing of the memory cells.

After analysing the mitigation scheme without injecting idle time, the next part will analyse the SNM
degradation if idle time is used to mitigate static stress in memories. Adding idle time to the simulation of the
mitigation scheme reduces of the degradation on the SNM as shown in table 5.4. The biggest improvement
is when adding a slight overhead into the simulation. This is expected, and the more overhead that is added,
the better the result.
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Static noise margin degradation
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Figure 5.7: The degradation of the SNM running different benchmarks with and without mitigation scheme. The software scheme will
relax 1024 memory cells at a fixed interval and add a varying amount of idle time. The experiment is run at 125 ◦C for three years.

Table 5.4: Overview SNM degradation of the cells after adding idle time to the simulation of the benchmarks.

Idle time overhead SNM offset voltage

10% 4.9 mV
20% 3.6 mV
30% 2.8 mV
50% 1.9 mV

5.3.2. Sense amplifier
For the sense amplifier, it is not possible to group the results as for the cells due to different bit distribution,
and sense amplifier activation between every benchmark.

In figures 5.8 to 5.10 the offset voltage sense amplifier is plotted. The different software mitigations config-
uration has been run. The offset voltage is shown with and without mitigation. The following can be observed
from the figure:

• The offset voltage of the sense amplifier is application-dependent. Each benchmark has an optimal
mitigation scheme to reduce the offset voltage.

• The offset voltage can increase if the amount of memory operation increases to much and cause more
stresses in the sense amplifier. Across the run benchmarks, the overall offset voltage improves over the
worst benchmark.

• The mitigation scheme can reduce the offset voltage with nearly 50%.

Figures 5.8 to 5.10 show the results of the different software mitigation schemes without the simulation
of idle time. The benchmark, JPEG, can even have a higher degradation as compared to running no mitiga-
tion scheme. The worst-case performance significantly improves over the different benchmarks. While the
benchmark, Coremark, defines the result.

Figure 5.11 shows the results from adding idle time to the mitigation scheme. There is a balance in the
mitigation scheme and the usage of the sense amplifier:

• The offset voltage of the sense amplifier is application dependent. Each benchmark has an optimal
mitigation scheme to reduce the offset voltage.

• The offset voltage can increase if the amount of memory operation increases, which causes more stresses
in the sense amplifier. In all the run benchmarks, the overall offset voltage always improves over the
worst possible benchmark.

• Using idle time to mitigate the offset voltage increase, reduces the performances.
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Offset voltage for the sense amplifier

Basicmath Bitcount Coremark FFT JPEG Pi String Search
45

50

55

60

65

O
ff

s
e

t 
v
o

lt
a

g
e

 (
m

V
)

Baseline

With mitgation - 512 cells - 12e5cycles

With mitgation - 512 cells - 6e5cycles

With mitgation - 512 cells - 3e5cycles

Figure 5.8: The degradation of the sense amplifier running different benchmarks with and without mitigation scheme. The software
scheme will relax 512 cells at different intervals. The faster the mitigation scheme runs, the more balanced the sense amplifier will be. It
will also be used more. The more usage of the sense amplifier can result in extra degradation of the offset voltage spec. The experiment

is run at 125 ◦C for three years.
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Figure 5.9: The degradation of the sense amplifier running different benchmarks with and without mitigation scheme. The software
scheme will relax 1024 cells at different intervals. The faster the mitigation scheme runs, the more balanced the sense amplifier will be.

It will also be used more. The more usage of the sense amplifier can result into extra degradation of the offset voltage spec. The
experiment is run at 125 ◦C for three years.
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Offset voltage for the sense amplifier
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Figure 5.10: The degradation of the sense amplifier running different benchmarks with and without mitigation scheme. The software
scheme will relax 2048 cells at different intervals. The faster the mitigation scheme runs, the more balanced the sense amplifier will be.

It will also be used more. The more usage of the sense amplifier can result into extra degradation of the offset voltage spec. The
experiment is run at 125 ◦C for three years.
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Figure 5.11: The degradation of the sense amplifier running different benchmarks with and without mitigation scheme. The software
scheme will relax 1024 cells at an interval of every 1.2×106 cycles and incorporate idle time for extra mitigation. The more usage of the

sense amplifier can result into extra degradation of the offset voltage spec. The experiment is run at 125 ◦C for a years.
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5.4. Hardware Mitigation Results
The software results have been discussed. Next step is to look at the hardware implementation. The chosen
algorithm is the cyclic flipping, as shown in section 4.5. This algorithm will have the best mitigation per-
formance. The implementation is done in Verilog and will allow configuring at which interval the hardware
mitigation will run.

5.4.1. Cell performance
The hardware mitigation scheme will make sure the average duty factor of every cell is balanced at the value
of 0.5. The average duty factor might stay higher if the hardware mitigation scheme does not run fast enough
to complete a cyclic pass through the memory within the duration of the benchmark. In figure 5.12 the SNM
is shown for the different mitigation scheme settings. Some benchmarks have outliers because they are too
short to run a balanced mitigation scheme using the hardware mitigation scheme settings. From this figure,
the following observation have been made:

• The SNM degradation is slightly application dependent. The requirement is that the benchmark simu-
lation is long enough to complete full mitigation of the memory. The other requirement is that memory
values should not be accidentally moved to longer static stress due to flipping of the value.

• The degradation of the SNM is reduced significantly, when adding a mitigation scheme allowing the
mitigation to have a higher overhead with a lower return on investment.

• The mitigation scheme reduces the degradation of the SNM (up to 45x).
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Figure 5.12: The degradation of the memory cell running different benchmarks with and without mitigation scheme. Hardware
mitigation allows for better balancing if the benchmark is long enough. The ageing effect due to BTI nearly disappears. The experiment

is run at 125 ◦C for three years.

5.4.2. Sense amplifier performance
There is a significant difference depending on the benchmark: how many read, write operation, bit distribu-
tion. This difference is less with hardware mitigation as shown in figure 5.13:

• The offset voltage of the sense amplifier is application dependent. Each benchmark has an optimal
mitigation scheme to reduce the offset voltage.

• The offset voltage can increase if the amount of memory operation increases slightly in all the run
benchmarks. The overall offset voltage always improves over the worst possible benchmark.

• The mitigation scheme can reduce the offset voltage with nearly 67%.

The hardware mitigation scheme balances the sense amplifier much better compared to the software
mitigation scheme where the result still is very much dependant on the running benchmark.
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Offset voltage for the sense amplifier
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Figure 5.13: The degradation of the sense amplifier running different benchmarks with and without mitigation scheme. Hardware
mitigation allows for better balancing of the sense amplifier compared to the software scheme but even still if the sense amplifier gets

used to much extra degradation can be seen. The experiment is run at 125 ◦C for a period of three years.

5.5. Hardware versus Software
The last step is to establish which of the two mitigation schemes performs best. For this, the different trade-
offs will be listed as well as the advantages of each option.

5.5.1. Comparison
Comparing the two different methods, hardware versus software it is interesting to look at what the overheads
and achievements of both schemes are.

Software mitigation performance overhead
Table 5.5 shows the results. A total of 130 cycles overhead is spent in the function call and handling the
interrupt, while the flipping of a single memory cell takes four clock cycles, which is one cycle more than
expected at first. The four cycles relate to PULPINO’s pipeline, which is four stages long.

Table 5.5: Execution time of software routine showing the function call time.

Block size Execution time (cycles) Cell relax time (cycles) Function call time Interrupt overhead

4 164 16 132 90%
8 193 32 129 83%
16 257 64 129 75%

As discussed, the performance will be assessed for the memory cells and the sense amplifier. When run-
ning the mitigation scheme, without idle time, the duty factors barely change. Only the duration of static
stress is significantly shorter. Table 5.6 shows the longest static stress durations are for each mitigation set-
ting, which has been run. The mitigation scheme introduces performance overhead during the run-time of a
benchmark: the measure values shown in table 5.7.

Table 5.6: Overview of different static stress durations depending on running mitigation. Comparing the different mitigation scheme
size to the interval at which they are run.

Block size 1.2×106 6.0×105 3.0×105

512 1.92×107 9.60×106 4.80×106

1024 9.60×106 4.80×106 2.40×106

2048 4.80×106 2.40×106 1.20×106
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Table 5.7: Overview of different static stress durations depending on running mitigation. Comparing the different mitigation scheme
size to the interval at which they are run.

Block size 1.2×106 6.0×105 3.0×105

512 0.4% 0.7% 1.4%
1024 0.7% 1.4% 2.8%
2048 1.4% 2.8% 5.5%

When adding the idle time, which is a fraction of the execution time of the benchmark, will result in a
significant change of the duty factor in table 5.8.

Table 5.8: Overview of different of the duty factor which can be found in the cells depending on the different amounts of available idle
time.

Overhead Low duty factor High duty factor

10% 0.05 0.95
20% 0.08 0.92
30% 0.11 0.89
40% 0.14 0.86
50% 0.17 0.83

After analysing the mitigation scheme impact, the next step is to inspect the effect on the BTI-ageing.

Hardware mitigation performance overhead
The hardware implementation is in Verilog and will only use the memory when the IC does not require access
to the memory. The hardware implementation will, therefore, not add any overhead in the form of execution
time. The overhead will consist of extra hardware, which will be required, and extra usage of the memory,
thus, more power usage and a larger chip.

Looking at how the static stress duration is handled within the hardware mitigation, this study does the
same analysis within the software mitigation scheme. These results are shown in table 5.9.

Table 5.9: Overview of different static stress durations depending on running mitigation. Comparing the different intervals at which the
hardware mitigation can run.

Block size Static stress duration in cycles

255 2.09×106

511 4.19×106

1023 8.38×106

2047 1.68×107

5.5.2. Memory overhead
Table 5.10 shows the memory-overhead usage for the different mitigation scheme, which has been anal-
ysed. The hardware mitigation scheme requires a lot less memory usage compared to the software mitigation
scheme.

5.5.3. Conclusion
Software mitigation scheme introduces execution overhead and memory usages, whereas the hardware mit-
igation scheme introduces memory usage overhead and requires extra hardware. Table 5.11 highlights key
points of the effect of hardware and software mitigation scheme, which summarise the implementation. The
hardware mitigation scheme brings greater improvement compared to the software mitigation scheme, as it
changes the average duty factor.
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Table 5.10: Comparing the memory overhead of the different scheme which has been created and run.

Benchmark Memory overhead usage compared to the baseline

Hardware mitigation - 255 cycles 101.6%
Hardware mitigation - 511 cycles 101%
Hardware mitigation - 1024 cycles 100.5%
Hardware mitigation - 2047 cycles 100.2%
Software mitigation - 1024 cells - 12e5 cycles 101.7%
Software mitigation - 1024 cells - 3e5cycles 107%
Software mitigation - 1024 cells - 6e5cycles 103.5%
Software mitigation - 512 cells - 12e5cycles 100.9%
Software mitigation - 512 cells - 6e5cycles 101.8%
Software mitigation - 512 cells - 3e5cycles 103.5%
Software mitigation - 2048 cells - 12e5cycles 103.4%
Software mitigation - 2048 cells - 6e5cycles 106.9%
Software mitigation - 2048 cells - 3e5cycles 113.8%

Table 5.11: An overview of the different impacts of the hardware and software mitigation scheme on the memory and IC.

Item Hardware Software

Execution overhead No impact on execution time Increases execution time
Memory usages Slight increase Increase with up to 15%
Idle time - Can utilise idle time
Impact on duty factor Average moves to 0.5 Duty factor does not change
Hardware overhead Requires extra transistors None
Implementation During chip design Can be implemented afterwards
SNM improvement
Offset voltage improvement





6
Conclusion

6.1. Conclusion
This thesis has shown that mitigating BTI induced ageing in SRAM is possible by adding software coroutines.
Both the memory cells and the Sense Amplifier saw a significant reduction in BTI-induced ageing at very
low overhead. The memory cell ageing was reduced with up to 40% at a run-time overhead of only 1.4%. In
addition, the degradation of the SA was reduced by up to 50%. This reduced degradation leads to a more
reliable memory and an increased lifetime. Moreover, when adding idle time to the simulated workload,
software mitigation scheme could make a significant improvement.

In addition, this thesis showed that the implemented hardware mitigation scheme is more efficient com-
pared to the software mitigation scheme. This is due to the fact that the hardware mitigation scheme can bet-
ter balance the overall duty cycles of the memory cell to 50%. As a result, the hardware mitigation scheme also
yields a much higher reduction of BTI-induced ageing at the cost of adding extra hardware to the memory.
Nevertheless, software mitigation schemes can be easily added to the compilers. Hence, the software-based
approach can even be added to existing hardware without requiring modifications. This addition will extend
the lifetime of the chip at the costs of extending the required run-time of a program. Additionally, software
mitigation could also make use of run-time information, while this would be much harder to implement in
hardware. Hence, both software mitigation and hardware mitigation have their merits. For example, the
software-based scheme is interesting for systems that require a low area, while the hardware-based scheme
is interesting when this restriction is not present. The usage of BIST for mitigation of BTI-induced ageing
within the memories is not feasible, as the best mitigation scheme will flip the cells values compared to the
value they are storing.

6.2. Future work
The work presented two different mitigation schemes against the effect of BTI-induced ageing. The research
within the thesis can be extended by looking at:

• Circuit model
The suggested mitigation scheme can be applied to a newer, more modern SRAM design. The the-
sis used a 14 nm. It would be interesting to find out how much of an improvement these mitigation
schemes can provide on a smaller technology node. This is due to the fact that smaller technology
nodes are more affected by ageing.

• Sensing
Adding sensors within the memory could allow for smarter mitigation schemes. The state of the art
showed that the results of this are not promising. An in-depth comparison could be made between
mitigation schemes with and without sensors. Sensors could be combined with AI to be able to make
smarter sensors.

• Different platforms
With this thesis, the work focused on the PULPINO, which has a RISC-V architecture. In future re-
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search, different platforms could be analysed with different architects and allowing more advanced
benchmarks.

• Improve ageing model
This research could also be extended with a more accurate ageing model. For example, add HCI, TDDB,
and RTN to the ageing model. Furthermore, if a complete memory design is available EM degradation
could be included.

• Extending the analysis
This research could be extended in depth of the analysed components. First of all, the effect on more
memory components can be investigated, such as the address decoder and timing circuit. It is expected
that both the proposed software- and hardware-based mitigation schemes will reduce the ageing of the
address decoder. This is due to the fact that they both ensure all memory addresses are traversed and,
thus, static stresses will be reduced in the address decoder. This is already briefly demonstrated in [95].
Second, future work could also analyse more metrics, such as the write and hold SNM of the memory
cell. This work analysed the read SNM, as it is the most critical metric. However, for a reliable design
any metric should stay within its specifications even under ageing.
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0x0000 0000

0x0000 8000

32 KiB RAM


Instruction Memory

0x0008 0000

0x0008 0200
512 B ROM

}
Boot ROM (r/o)

0x0010 0000

0x0010 8000

32 KiB RAM


Data Memory

0x1A10 0000 UART

0x1A10 1000 GPIO

0x1A10 2000 SPI Master

0x1A10 3000 Timer

0x1A10 4000 Event/Interrupt Unit

0x1A10 5000 I2C

0x1A10 6000 FLL

0x1A10 7000
SoC Control

0x1A11 0000 Debug Port



Peripherals

Figure A.1: The addressing of the memory with in the PULPINO. This can be used to write a assembly routine which can mitigate the
memory of the core. Image from [6]
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