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Abstract 

The interaction of a rarefaction wave with a gradual monotonie 
area enlargement of finite length in a duet or pipe is studied both 
analytically and numerically. A quasi-steady flow analysis that is 
analytical for an inviscid flow of a perfect gas is presented first, 
to obtain asymptotic solutions for the flow at late times, af ter all 
transient disturbances from the interaction process have subsided. 
Analytical results are given and discussed for the boundary between 
the two possible asymptotic wave patterns that are predicted and the 
corresponding asymptotic strengths of tbe transmitted, reflected and 
other waves, all as a function of both the incident rarefaction-wave 
strength and area-enlargement ratio. This was done for both perfect 
diatomic gases and air with r = 7/5 and perfect monatomic gases witb 
r = 5/3. Finally, numerical results obtained by employing the new 
random-cboice method to solve the nonstationary equations of mot ion 
are presented and discussed for the complete unsteady rarefaction­
wave interaction witb the area enlargement, for numerous different 
combinations of rarefaction-wave strengths and area-enlargement 
ratios. These results sbow clearly how the transmitted, reflected 
and other waves develop and evolve with time, until they eventually 
attain constant strengths at late times, in good agreement with the 
quasi-steady flow predictions for the asymptotic wave patterns. 
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Notation 

a speed of sound [a = (yRT)1/2 = (yp/p)1/2] 

Cp specific heat at constant pressure 

Cv specific heat at constant volume 

e total energy per unit volume [p/(y-1) + pu2/2] 

h specific enthalpy (CpT) 

M flow Mach number (u/a) 

N total number of grid points for the flow field 

p static pressure (p = pRT) 

R gas constant 

s specific entropy [s = - (y-1)-1 R ln(p/py)] 

Slocal cross-sectional area of a duct or pipe 

Sd duct area downstream of the area enlargement 

Su duct area upstream of the area enlargement 

t time 

tc characteristic time for the nonstationary flow to settle down 
and become quasi-steady 

At time interval between successive spatial distributions of 
pressure, flow velocity, density, and entropy 

T static temperature 

u flow velocity 

x distance along the duct or through the area change 
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Notation (eontinued) 

a (y + 1)/(y - 1) 

~ (y - 1)/(2y) 

y speeifie heat ratio (Cp/Cv) 

& length of the area enlargement or transition in the duet 

p statie density 

~e nondimensional eharaeteristie time for the nonstationary flow 
to beeome quasi-steady (~e = a1te/&) 

A~ nondimensional time interval between sueeessive spatial dis­
tributions of pressure. flow veloeity. density. and entropy 
(A~ = a1At/&) 
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1. INTRODUCTION 

Moving shock and rarefaction waves that interact with area changes are a 
common feature of nonstationary gas flows encountered in engineering practice 
and research. For example, they occur in the piping system of reciprocating 
engines and pumps, in gas transportation pipelines, and in various shock tubes 
and blast-wave simulators that have an area change in the driver or channel (or 
at the diaphragm location). In early work the method of characteristics was 
employed to predict nonstationary one-dimensional flows in ducts. 1- 4 Because 
most of the tedious calculations had to be done by hand, the simple flows in 
constant-area duct segments could usually be handled as nonstationary but the 
flow across each area change between the constant-area segments was normally 
treated simply as being steady. Modern high-speed digital computers have now 
eliminated such approximation. Although modern gasdynamic computer codes based 
on the method of characteristics, finite-difference or finite-element methods, 
and the random-choice method can now be employed to solve such nonstationary 
internal flow problems,S-7 it is important to study separately the simple and 
straightforward interactions of shock and rarefaction waves with an area change 
in a duct. Fundamental knowledge gained from these studies is invaluable in 
interpreting the behavior of more complex flows. 

The interaction of shock waves with area changes of finite length in ducts 
has been studied fairly thoroughly during the past three decades. Most of the 
early research incorporated a quasi-steady flow analysis,3-4,S-16 with the most 
comprehensive and detailed approach being presented in a paper by Oppenheim, 
Urtiew, and Laderman12 , although a couple of papers used a nonstationary flow 
analysis. 3 ,lS Onl! more recent research specifically unites and exploits both 
types of analyses. 7 By contrast, no work of a similar nature is available for 
the case of the interaction of a rarefaction wave with an area change, although 
previous researchl - 4 ,9,14 certainly contain relevant basic information. 

It should be mentioned here that approximate analytical methods are also 
available for shock waves moving in variabie area ducts,lS-23 but such methods 
do not apply to the case of rarefaction waves. In any case, these methods of 
approximate analysis, although valuable, are not of interest in this report. 

The aim of this study is to use both the quasi-steady and nonstationary 
flow analyses to obtain basic detailed results that apply in general to the 
case of a rarefaction wave interacting with an area enlargement. Attention ~s 
devoted to understanding the nature of the transient flow phenomena that will 
eventually establish the quasi-steady flow at late times, af ter all transient 
disturbances from the interaction process have subsided. This work is a sequel 
to recent studies involving the interaction of a rarefaction wave with an area 
reduction. 24- 2S These studies are complementary, providing a clear picture of 
the nonstationary interaction process from early to late times for rarefaction 
waves passing through both gradual monotonic area reductions and enlargements. 

2. ANALYTICAL ANI> NUMERI CAL ANALYSES 

2.1 Quasi-Steady Flow Analysis 

A rarefaction wave moving in a quiescent gas toward an area enlargement in 
a duct or pipe is illustrated in Fig. 1. Spatial distributions of pressure and 
flow velocity are both shown at the top of the figure, and it can be seen that 
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this wave produces a flow that moves in the opposite direction to its motion. 
Depending on the magnitudes of the area-enlargement ratio (Sd/Su) and incident 
rarefaction-wave strength (i.e •• pressure ratio P2/Pl across this wave). the 
rarefaction wave interaction with the area enlargement will result in one of 
only two different possible postulated wave patterns shown schematical1y in 
Fig. 2. A transmitted rarefaction wave and a reflected shock wave appear in 
wave patterns A and B. Owing to the existence of the shock wave. a contact 
surface or contact region also occurs in both patterns. An upstream-facing 
rarefaction wave appears on1y in wave pattern B. just downstream of the area 
change. lts head is stationary at the flow outlet of the area enlargement 
(where the outflow is sonic). and the remainder of this wave is swept down­
stream by the ensuing supersonic flow. 

The boundary between pattern A and B is defined simply in the following 
manner. Tbis boundary is where the outflow from the area change is just sonic 
and the upstream-facing rarefaction wave is a Mach wave (with no pressure or 
flow velocity change). That is. the head and tai1 of this wave coincide - the 
fan is not spread out but vertical - and they are stationary at the flow outlet 
of the area change. 

The interaction of the incident rarefaction wave with the area enlargement 
is initially a nonstationary or an unsteady flow process. Bowever. as local 
disturbances subside or disappear. through both wave reflection and coalescing 
processes. the flow will eventually become quasi-steady or steady. That is. 
the rarefaction and shock waves will eventually develop constant strengths and. 
at this stage. these waves and the contact region will separate fully developed 
regions of steady flow. Tbe solution for the quasi-steady flow properties for 
asymptotic wave patterns A and B can be obtained analytically. and the solution 
procedure is outlined here in. 

For an inviscid flow of a perfect gas. the flow properties in regions 1 
and 6 on either side of the transmitted rarefaction wave (see Fig. 2) are con­
nected by an equation for a negative1y slo~ed characteristic line that crosses 
a simple rarefaction or expansion wave. 4 •26 

2 a u6 = 2 al uI (1) 
1-1 6 1-1 

(with uI = 0). and the ~sentrópic relations 

P6/P1 = [T /T ]1/(y-1) [ / ]21/(1-1 ) = [P6/Pl]Y' (2) 
6 1 a6 al 

The symbo1s p. T. a. p. u. and y denote pressure. temperature. sound speed. 
density , flow velocity, and specific-heat ratio. respectively. If the strength 
P6/P1 of the transmitted rarefaction wave is specified. for convenience instead 
of P2/Pl of the incident rarefaction wave, all of the flow properties in region 
6 can be obtained directly from Eqs. 1 and 2. because the flow properties in 
region 1 are known initial conditions. 

For a one-dimensional, isentropic. steady flow in the area enlargement. 
from region 6 to region 5, the basic continuity and energy equations,4,26 

P6 u6 Su (3) 

= h6 + u~/2 (4) 

along with the sound-speed relation a = (yRT)1/2 = (yp/p)1/2 and the enthalpy 
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h = CpT = 1RT/(1-1), yield 

= [T /T ]1/(1-1 ) 
5 6 = 

= 
[ 

M6 Su ]21/(1+1) = 

MS Sd 

= 

[ 

2 + (1-1)M~ ]1/(1-1 ) 

2 + (1-1)M~ 
(5) 

The symbols h, Rand M denote the specific enthalpy, gas constant and flow Mach 
number (u/a), respectively. Because M6 is dictated by previously determined 
information (u6 and a6) and the duct cross-sectional areas upstream (Su) and 
downstream (Sd) of the area enlargement are specified, MS can be obtained from 
the latter part of Eq. S. Values of the flow properties PS' TS' aS and PS then 
follow from the former part of Eq. 5, and uS is obtained quite simply from the 
product aSMS. 

For the moment, consider only pattern A (Fig. 2), which does not have a 
downstream-swept rarefaction wave. Pattern B will be considered later but only 
briefly. The contact region in pattern A then separates regions 3 and 4 or S. 
Regions 4 and S are coexistent or the same for pattern A. Because the pressure 
and flow velocity remain unchanged across the contact reg ion, the values of 
these flow properties in region 3 follow from P3 = PS and u3 = uS. Other flow 
properties in region 3, such as the temperature T3 and the density P3, are not 
generally equal to those in region 5 (TS and PS). They can be calculated in 
the following manner. 

Region 2 lies between the tail of the incident rarefaction wave and the 
reflected shock wave. The flow properties in this region are related to those 
in region 3 by the well-known Rankine-Hugoniot or shock relations,4,26 

(6) 

= (7) 

in which a = (1+1)/(1-1) and ~ = (1-1)/21. Furthermore, the flow properties in 
reg ion 2 can be related to the known initial conditions in region 1, by using 
the following isentropic equations for the incident rarefaction wave,4,26 

2 a 
1-1 2 

(with uI = 0), and 

= [T /T ]1/(1-1) 
2 1 

= 2 a 
1-1 1 

( 8) 

= (9) 

These two expressions are simply Eqs. 1 and 2 with subscript 6 replaced by 2. 

Equations 6 to 9 permit all of the flow properties in regions 2 and 3 to 
be determined, and thus the strength P2/Pl of the incident rarefaction wave, 
because values of the properties P3 and u3 are already known from previously 
described calculations for pattern A. The relevant equations can be combined 
to yield 

[:~t - 1 + 1P:~ + (10) 
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from which P2/Pl can be obtained readily by iteration. Values of T2' a2' P2 
and u2 then follow from Eqs. 8 and 9. Finally, a3 is obtained from Eq. 7, T3 
follows from a3 by the sound-speed relation, and P3 follows from P3 and T3 by 
means of the equation of state. This then completes the development of the 
equations required for obtaining the flow properties and wave strengths for 
pattern A. 

For the case of pattern B, the equations already introduced for pattern A 
simply need be supplemented to account for the additional downstream-swept 
rarefaction wave (see pattern B in Fig. 2). The two supplemental equations 
that now connect regions 4 and S across this rarefaction wave are given simply 
as 4,26 

= 

2 a 
1-1 4 

[T /T ]1/(y-l) 
4 S 

= 

= (11) 

= (12) 

which are Eqs. 1 and 2 with subscripts 6 and 1 becoming 4 and S, respectively. 
Although these equations introduce additional variables, other variables simply 
disappear because the outflow from the area change for pattern B is now sonic 
(MS = -1), resulting in a similar but slightly modified calculation procedure 
with the same degree of difficulty as that for pattern A. Hence, any further 
explanation is not required. This completes the development of the procedure 
required for pattern B. 

The procedure for obtaining a complete set of flow properties for wave 
patterns A and B, for some specified area ratio, is now outlined. The solution 
for pattern A covers a limited range of strengths of the incident and trans­
mitted rarefaction waves. For the transmitted wave, the ratio P6/Pl takes on 
values from unity, for which there is no flow and all waves are Mach waves, to 
a minimum value of {P6/Pl}min' when the transmitted wave is strongest. This 
minimum value corresponds to the condition when the flow is choked at the flow 
outlet of the area change (MS = -1). The value of {P6/Pl}min de~ends on the 
area-enlargement ratio, because it is equal to [1 - (y-l)M6/2]-1/~ from Eqs. 1 
and 2, with M6 given implicitly from Su/Sd = -M6-1 [2/(y+l) + M62/a]a/2 from the 
latter part of Eq. S (with MS = -1). Hence, a complete set of flow properties 
and the strength of the incident rarefaction wave can be obtained for pattern A 
by first specifying P6/Pl over the entire range from unity to {P6/Pl}min and 
then by using the equations presented for pattern A, in the manner described 
previously. 

The set of flow properties for pattern B, for a specified area ratio, can 
be calculated in the following manner. For this case the flow is always choked 
as it just leaves the area change (MS = -1), and the strength of the transmit­
ted rarefaction wave and the values of the flow properties in regions S and 6 
are fixed. These limiting conditions with MS = -1 and P6/pl = {P6/Pl}min are 
obtained from calculations for pattern A, by making use of Eqs. 1 to S. For 
subsequent calculations of the flow properties in regions 2, 3 and 4, it is now 
most convenient to specify the strength of the downstream-swept rarefaction 
wave (P4/PS)' instead of P2/Pl for the incident rarefaction wave. All of the 
flow properties in region 4 can be now obtained from Eqs. 11 and 12. The flow 
properties in regions 2 and 3, as weIl as the strength of the incident rarefac­
tion wave, then follow from equations 6 to 10. Note that, as p4/PS for the 
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downstream-swept rarefaction wave is varied in the range from unity (Mach wave) 
to zero (strongest and a complete expansion wave). then P2/P1 for the incident 
rarefaction wave decreases from its upper value. corresponding to {P6/P1}min' 
to zero. which also corresponds to a complete expansion wave. 

2.2 Nonstationary Flow Analysis 

The continuity. momentum. and energy equations for one-dimensional. non-
stationary. inviscid gas flows. wr itten in conservation form. are given as 4 •26 

h (p) + a (pu) = - 1 dS (pu) (13) O"x Sdi" 

h (pu) + a (pu2 + p) = _ 1 dS (pu2) (14) Oi S dx 

h (e) + a (ue + up) = - 1 dS (ue + up) (15) Oi Sdi" • 

where the new symbols x. t. S and e denote distance. time. duct cross-sectional 
area and total energy per unit volume. respectively. The total energy is the 
sum of both the internal energy pCvT and kinetic energy pu2/2. which is of ten 
expressed as p/(y-1) + pu2/2 for a perfect gas. Finally. this set of equations 
is completed by the thermal equation of state for a perfect gas. which is given 
by p = pRT. 

For computations for the problem of a rarefaction wave interacting with an 
area enlargement in a duct or channel. the specific variation of area S(x) is 
required. For this study the area change between two constant-area ducts of 
upstream area Su and downstream area Sd is specified by 

S(x) = (16) 

for which x = 0 at the small end (Sd) and x = & at the large end (Su). This 
particular area change of finite length & has a monotonic transition and can be 
used for both an enlargement and a reduction. 1t was chosen because 

1 dS 
S'"ëIX = (17) 

is a symmetric. sinusoidal transition. which is advantageous over asymmetrical 
area-change variations in reducing numerical noise in the computed flow-field 
properties • 

Equations 13 to 17 are solved numerically in the present study. by using 
the random-choice method (RC~f) invented by Glimm27 and first applied success­
fully by Chorin. 28 which is weIl suited for solving such problems. Shock waves 
and contact surfaces are weIl defined with sharp fronts in this method. unlike 
finite-difference methods in which they are normally smeared out over many mesh 
zones. owing to the detrimental effects of explicit artificial and implicit 
numerical viscosities. The operator-splitting technique introduced to the RCM 
by Sod. 29 in order that one-dimensional flow problems with area changes could 
be solved. is also employed in this study. Note that the RCM is a first-order. 
explicit. numerical scheme that repeatedly solves a Riemann or extended shock­
tube problem between two grid points. and details of this method can be found 
elsewhere7.27-29. 
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3. RESULTS ANI> DISCUSSION 

3.1 Quasi-Steady Flow 

For the interaction of a rarefaction wave with an area enlargement in a 
duct (Fig. 1), two different wave patterns shown schematically in Fig. 2 were 
postulated. Based on the quasi-steady flow analysis presented earlier, the 
domains and boundary for these two patterns can be calculated as a function of 
the incident rarefaction-wave strength P2/Pl and the duct area ratio Sd/Su' As 
mentioned earl ier in section 2.1, the boundary corresponds to the conditions 
when the flow is choked (MS = -1) and the downstream-swept rarefaction wave is 
just a Mach wave (P4 = PS)' Results obtained for perfect diatomic gases and 
air with y = 7/S are given in Fig. 3. Additional results for monatomic gases 
with y = S/3 and a polyatomic gas with y = 11/10 are also shown, to illustrate 
the effects of different specific-heat ratios. Patterns A and Bare the only 
two wave patterns that can exist for the entire range of values of P2/Pl and 
Sd/Su (between 0 and 1). 

Expressions to give values of P2/Pl for the two end points of the boundary 
between patterns A and B can be derived from the previous equations, by finding 
the two limiting conditions when Sd/Su goes to both unity and zero. Tbe final 
results are 

and 

1 - Y [y ! 1] 
1/2 

= [ :~ r 

= [ 
_2_ ]2Y/ (y-l) 

y + 1 

P2 [ _2_ 

Pl y + 1 

2 [1 P~ ~. P2 [ 
i~ + 

11 P1 
y+r 

1 

(18) 

r/(Y-l) 

f' (y-l) r/2 1 

(19) 

for the two end points at the top and bottom borders, respectively. Note that 
the limiting value of P2/Pl for the boundary at the bottom border can only be 
obtained by iteration from the last equation. 

Tbe strength P6/Pl of the transmitted rarefaction wave is shown in Fig. 4, 
in terms of the incident rarefaction-wave strength P2/Pl and area-enlargement 
ratio Sd/Su' for perfect diatomic gases and air with y = 7/S. Tbe domains 
corresponding to patterns A and Bare also indicated and separated by a dashed 
line. As P2/Pl decreases from unity to zero, for a particular value of Sd/Su' 
P6/P1 first decreases from unity to {P6/P1}min in reg ion A and then remains 
constant at this latter value throughout reg ion B. Because the flow at the 
outlet of the area change is choked for reg ion B, the strength of the trans­
mitted wave remains constant. Tbe transmitted rarefaction wave is weaker than 
the incident rarefaction wave, for a fixed area ratio, because P6/Pl is larger 
than P2/Pl' For a fixed strength of the incident wave, an increase in the 
area-enlargement ratio results in a stronger transmitted wave. For a fixed 
strength P2/P1 of the incident wave, an increase in the area-enlargement ratio 
Sd/Su results in a stronger transmitted wave. Tbe transmitted wave is merely a 
Mach wave when the area ratio Sd/Su is zero (i.e., Su is infinitely larger than 
Sd)' and it is strongest when Sd/Su = 1 (i.e., no change in duct area). For 
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this case with pattern A, the incident rarefaction wave merely becomes the 
transmitted rarefaction wave, resulting in P6/P1 being equal to P2/P1 (as one 
would, of course, expect for a constant-area duct). For the case of pattern B, 
the first part of the incident wave from its head, where there is no flow, to 
the point within the wave, where the flow is sonic, becomes the transmitted 
wave, and the remainder from the sonic point to the tail (where the flow is 
supersonic) then becomes the upstream-facing but downstream-swept rarefaction 
wave. 

The strength P3/P2 of the reflected shock wave is shown in Fig. S, also as 
a function of both the incident rarefaction-wave strength and area-enlargement 
ratio. For no change in cross-sectional area (Sd/Su = 1) the reflected shock 
wave is merelyaMach wave or nonexistent (P3/P2 = 1). As the change in area 
becomes more severe (i.e., Sd/Su decreases) and the incident rarefaction wave 
becomes stronger (P2/P1 decreases), the strength P3/P2 of the reflected shock 
wave increases, as could be expected. 

It can be observed that the reflected shock wave is generally quite weak 
(i.e., P3/P2 is less than 1.S), unless the incident rarefaction wave is almost 
a complete expansion wave with a strength P2/P1 very close or equal to zero. 
Results from the quasi-steady analysis also indicated that changes in density, 
temperature, and entropy across the contact region were negligibly small. This 
means that a reflected compression wave instead of a reflected shock wavecould 
have been used in the quasi-steady flow analysis, provided that values of P2/P1 
were not too close to zero or equal to zero, and the calculated flow properties 
would have been virtually the same. For all practical purposes, therefore, it 
is inconsequential as to whether the weak reflected wave is taken to be a shock 
or compression wave in the quasi-steady flow analysis, provided that P2/P1 is 
greater than 0.01. 

The strength p4/PS of the downstream-swept rarefaction wave of pattern B 
is shown in Fig. 6, again as a function of P2/P1 and Sd/Su. For a fixed area 
ratio, p4/PS decreases almost linearly with decreasing values of P2/P1, from 
unity (at the boundary between patterns A and B) to zero when P2/Pl = O. For a 
fixed incident rarefaction-wave strength, the downstream-swept rarefaction wave 
is stronger when the area change is more severe. However, the downstream-swept 
rarefaction wave is always weaker than the incident rarefaction wave. This, no 
doubt, should be expected since the origin of this downstream-swept rarefaction 
wave is the latter part of the incident rarefaction wave. Although this part 
of the wave passes through the reflected shock wave and contact reg ion, being 
somewhat altered in the process, it cannot move forward against the supersonic 
flow (in region S) and into the area enlargement. 

For the case of a rarefaction wave interacting with an area enlargement 
when the gas is monatomic with y = S/3, graphical results for the strengths of 
the transmitted rarefaction wave. reflected shock wave, and downstream-swept 
rarefaction wave are presented in Figs. 7. 8, and 9, respectively. These new 
results are, in general, very similar to those just presented in Figs. 4 to 6 
for the case of diatomic gases with y = 7/S, and further discussion is there­
fore curtailed. 

The listing of the computer program for the quasi-steady flow analysis for 
the interaction of a rarefaction wave with an area enlargement consists of two 
basic programs and is given in appendix A for interest and completeness. This 
program was used to obtain all of the data needed for producing Figs. 3 to 9. 
The first basic program listing is for the standard case of a reflected shock 

7 



wave from the interaction process. For the second one the reflected wave is 
taken to be a compression wave. Because the reflected wave is relatively weak, 
as mentioned earlier, it is inconsequential as to which one is actually used to 
compute the quasi-steady flow-field properties, and this is especially true if 
the incident rarefaction-wave strength P2/P1 is greater than 0.01. The second 
program was used to verify this facto 

3.2 Nonstationary Flow 

Numerical results obtained by using the RCM for solving the interaction of 
a rarefaction wave with an area enlargement are now presented graphically and 
discussed, in order to illustrate clearly , how the transmitted, reflected, and 
other waves form, evolve with time, and eventually attain constant strengths as 
they become quasi-steady, in agreement with quasi-steady flow predictions for 
the asymptotic wave patterns. Computations were made for numerous different 
combinations of values of the incident rarefaction-wave strength P2/Pl and 
area-enlargement ratio Sd/Su' and numerical results for ten different cases are 
presented and discussed here in. A convenient summary of the locations of the 
ten cases in the Sd/Su-versus-P2/P1 plane is presented in Fig. 10. This figure 
will be very helpful later, in quickly locating the positions of a particular 
case; that is. in determining quickly and easily whether it is in the center of 
one of the two particular domains or near the boundary between them. 

Numerical results obtained for the ten cases are given in Figs. 11 to 20, 
in the form of separate sets of spatial distributions at successive time levels 
for nondimensional pressure P/Pl and flow velocity u/al. Each successive dis­
tribution in Figs. 11 to 20 is displaced upward slightly from the previous one, 
both for clarity and to produce the effect of a time-distance diagram. The 
nondimensional time interval between adjacent or successive distributions is 
given by A~ = alAt/&, and the nondimensional value of A~ for each case is given 
in the caption of the figure. The location of the area enlargement of length & 
in the flow field is weIl indicated by the two closely spaced vertical dashed 
lines in each set of spatial distributions. 

The incident rarefaction wave is specified initially, in the first or 
bottom distribution of each set, just to the left of the area enlargement. In 
each case it is distributed over a distance of nine-tenths of the length of the 
area change or 9&/10. The initial flow velocity is specified to change linear­
ly over this spatial in~erval, and all other flow properties can, of course, be 
derived from this variation and the specification of the strength P2/Pl of the 
incident rarefaction wave. Such a specification of the spatial properties of 
the incident rarefaction wave simply means that it was originally a centered 
rarefaction wave at some earlier distance and time. The flow field is computed 
with a total of 720 grid zones, of which 20 zones are specifically allocated to 
the area enlargement and another 18 are allocated to the incident rarefaction­
wave profile. 

Graphical results for density, temperature and entropy are not presented, 
because they do not provide significant additional information, for the follow­
ing reasons. In each example the flow is essentially isentropic and changes in 
the flow properties across the contact region are negligibly small, because the 
reflected shock wave is relatively weak. Hence, the entropy is essentially 
constant throughout the flow field, and sets of spatial distributions for den­
sityand temperature are very similar to those for the pressure. In fact, the 
density and temperature can be obtained easily from the pressure, for most 
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practical purposes, by using the usual isentropic equations like those given by 
Eq. 2. 

The first set of numerical results for the pressure and flow velocity is 
given in Fig. 11, for the case of P2/P1 = 0.80 and Sd/Su = 0.50, corresponding 
to a point near the center of the domain of pattern A (Fig. 10). The incident 
rarefaction wave is shown clearly in the bot tom distribution, just prior to its 
impingement on the area enlargement. lts subsequent interaction with the area 
change can be observed in the following distributions, where the formation and 
evolution of the transmitted rarefaction wave and reflected shock wave can be 
seen clearly, as weIl as the eventual development of steady subsonic flow in 
and on both sides of the area change. It is evident that the reflected wave is 
initially a compression wave, whose front becomes steeper as it propagates away 
from the area enlargement, and it is obvious that a steep-fronted shock wave 
will eventually be formed (not shown in this figure). Note that the steady 
flow in the area change at later times is the expected subsonic nozzle flow. 
As the gas flows through the convergence in area (i.e., from right to left) the 
pressure decreases and the flow speed increases (becomes more negative). The 
flow velocity is negative simply because the flow is moving in the negative x 
direction. 

The second set of numerical results is presented in Fig. 12, for the case 
when P2/P1 = 0.50 and Sd/Su = 0.80, corresponding to a point in the upper part 
of the domain of pattern A. These results are similar to those of the previous 
case, but with one main difference. In this case the change in area is less 
severe and, although the incident rarefaction wave is stronger, the reflected 
wave is now weaker (by about 25~). This can be seen best from the quasi-steady 
flow results given in Fig. 5. Consequently, the steepening of the reflected 
compression wave to form a steep-fronted shock wave procedes much more slowly 
in this latter case, as is evident from the results in Fig. 12. Note that the 
reflected wave is less noticeable in Fig. 12 than Fig. 11, not only because 
this wave is 25~ weaker, but also primarily because this wave is weak relative 
to the others and the pressure scale has therefore been suitably compressed by 
about 60~. 

The third set of numerical results is given in Fig. 13, for the case when 
P2/P1 = 0.50 and Sd/Su = 0.20, corresponding to a point in the lower part of 
the domain of pattern A. For this case with a fairly strong incident rare­
faction wave and severe change in area, the reflected wave is now relatively 
strong. Therefore, the steepening of the compression wave into a steep-fronted 
shock wave occurs more quickly, as shown. Note that the spatial distributions 
contain more numerical noise than those for the last two cases, mainly because 
the change in area is more severe. This noise is typical of RCM calculations 
for flows through rapidly changing areas, and the noise level can generally be 
reduced by using a finer grid or more appropriate random-number algorithm (see 
sec t ion 3.3). 

Numerical results for three additional cases for which P2/P1 and Sd/Su 
correspond to different points in the domain of pattern A are shown in Figs. 14 
to 16 (see these figures and Fig. 10). Besides substantiating a number of the 
previous comments, these results provide additional insight into the nature of 
the transient flow behavior. Again, the results obtained for the large area 
changes (Fig. 14 for which Sd/Su = 0.10) have a fairly high level of numerical 
noise, whereas those for small area changes (Fig. 16 for which Sd/Su = 0.90) 
are practically free of noise. As one might expect, the reflected wave is 
clearly noticeable in Fig. 14 for a severe area change (Sd/Su = 0.10), and this 
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compression wave steepens into a shock wave. whereas the compression wave shown 
in Fig. 16 for a small area change (Sd/Su = 0.90) is barely visible and it also 
steepens very slowly. 

It is apparent from the numerical results presented in Figs. 11 to 16 that 
the wave pattern that emerges at late times is always pattern A. This was also 
true for other numerical results for values of P2/Pl and Sd/Su that correspond 
to points in the domain of quasi-steady wave pattern A. even when points are 
taken very close to the boundary to pattern B. Furthermore. pattern A emerges 
fairly quickly in the numerical results. and both the computed flow properties 
in various quasi-steady flow regions and the wave strengths converge fairly 
rapidly to those predicted by the quasi-steady flow analysis. This occurs 
af ter the tail of the incident wave enters the area change and shortly af ter 
the tails of the transmitted and reflected waves leave the vicinity of the area 
change. afterwhich quasi-steady flow regions of increasing spatial ex tent begin 
to develop on either side of the area change. The flow properties in these 
growing regions are gene rally within S% of the quasi-steady flow predictions by 
the time the tail of the last wave leaving the area change has moved about 
three area-transition lengths (3&) away from the area change. These observa­
tions illustrate that the simple quasi-steady flow analysis can be used in 
practice to determine the quasi-steady flow properties and the transmitted and 
reflected wave strengths for pattern A. not only at late times but also at 
fairly early times. 

The seventh set of numerical results is presented in Fig. 17. for the case 
of P2/Pl = 0.10 and Sd/Su = O.SO. corresponding to a point near the center of 
the domain of pattern B (see Fig. 10). The incident rarefaction wave is again 
shown in the bottom di~tribution. just prior to its impingement on the area 
enlargement. lts subsequent interaction with the area change can be observed 
in the following distributions. where the formation and evolution of the 
transmitted and downstream-swept rarefaction waves can be clearly observed. 
Both of these waves are spreading out at later times. and a quasi-steady flow 
reg ion of increasing lateral extent develops between the transmitted wave and 
the area change. The reflected compression wave is just noticeable. mainly 
because the other waves are much stronger and the pressure scale has been 
highly compressed. Any steepe~ing of this compression wave in the computed 
flow field is barely visible. 

In this seventh example. the strong incident rarefaction wave produces a 
sufficiently low pressure just downstream of the area change such that the flow 
is first accelerated to sonic or choked conditions at the flow outlet of the 
area change. This flow is then further accelerated to supersonic speeds as it 
moves through the downstream-swept rarefaction wave (being supersonic in quasi­
steady flow region 4 of pattern B. 

Two additional sets of numerical results are presented in Figs. 18 and 19. 
for the sets of conditions given by P2/Pl = 0.10 and Sd/Su = 0.80 and finally 
P2/Pl = 0.20 and Sd/Su = 0.20. corresponding to points in the upper and lower 
parts of the domain of pattern B. respectively. These results are similar to 
those for the previous example. but they differ somewhat in detail. In the 
results shown in Fig. 18 the reflected compression wave is barely visible. and 
the quasi-steady flow r~gion between the transmitted wave and area change forms 
fairly late and also grows slowly in lateral extent. In Fig. 19. the ' reflected 
compression wave that is steepening into a shock wave is now clearly observed. 
Furthermore. the transmitted wave is fairly weak and its rarefaction-wave fan 
therefore diverges slowly in this latter case. 
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The tenth and final set of numerical results is presented in Fig. 20, for 
the case of P2/P1 = 0.30 and Sd/Su = 0.50, corresponding to a point that also 
lies in the domain of pattern B but fairly close to the boundary between pat­
terns A and B (see Fig. 10). In this case the downstream-swept rarefaction 
wave is extremely weak and barely forms a fan that spreads out with time, as 
one would expect. Compare this case to that in Fig. 17, for which Sd/Su also 
equals 0.50 but the incident rarefaction wave is stronger with P2/P1 = 0.10, to 
see a much wider spread downstream-swept rarefaction-wave fan. Because the 
downstream-swept rarefaction-wave fan is not spreading out much with time, the 
quasi-steady flow reg ion that forms between this fan and the reflected wave is 
wide spread. 

It is apparent from the numerical results given in Figs. 17 to 20 that 
wave pattern B always emerges at late times. This was also true for all other 
results for values of P2/Pl and Sd/Su corresponding to points in the domain of 
pattern B, even when points were selected close to the boundary to pattern A. 
Furthermore, it can be seen that pattern B also emerges fairly quickly in the 
flow field, and both the computed flow properties and wave strengths were found 
to converge relatively rapidly to those predicted by the quasi-steady flow 
analysis. 

Bowever, the time required for pattern B to be established is always 
somewhat longer than that required to establish pattern A, for the following 
reason. The initial part of the incident rarefaction wave first establishes 
pattern A, which is then altered or extended to pattern B by the latter portion 
of the incident rarefaction wave. This alteration takes place rapidly, and 
pattern B does not take much longer to be established than pattern A. These 
observations illustrate that the quasi-steady flow analysis can be employed in 
practice to determine the quasi-steady flow properties and the transmitted and 
reflected wave strengths for pattern B, like those for pattern A, not only at 
late times but also at fairly early time. 

The time for the nonstationary flow to become quasi-steady and establish 
pattern A and B has been discussed only qualitatively. In order to obtain some 
quantitative results, a definition of a characteristic time is needed. Let the 
characteristic time tc be defined as the time interval measured from when the 
incident rarefaction wave first encounters the area enlargement until all of 
the nonstationary flow properties in 'quasi-steady' flow regions between dis­
tinct waves are within 5% of the quasi-steady flow predictions. Based on this 
simple definition, the nondimensional characteristic time ~c = a1tc/ö obtained 
from many numerical results are shown versus the incident rarefaction-wave 
strength in Fig. 21. The characteristic times, shown as a band, increase for 
stronger incident rarefaction waves and decreasing values of P2/P1. This could 
have been expected because a stronger rarefaction wave has a wider fan of char­
acteristics that would take longer to complete its interaction with the area 
enlargement. 

The characteristic times are presented in the form of a band instead of a 
single or multiple curves for the following two reasons. Firstly, the choice 
of a characteristic time from numerically predicted results for the nonstation­
ary flow properties to come within 5% of the quasi-steady flow predictions is 
somewhat arbitrary, because the numerical results contain numerical noise or 
random fluctuations that are characteristic of the RCM. For this reason alone, 
precise val~es could not be obtained in this investigation. Finally, the char­
acteristic times were discovered to be weakly dependent on the area-enlargement 
ratio Sd/Su' which could not be determined with precision from the numerical 
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results. Bowever, the trend discovered was that the characteristic times were 
always slightly longer for more severe area enlargements, for a given value of 
the incident rarefaction-wave strength P2/Pl' 

For the numerical results presented in Figs. 11 to 20, the spatial extent 
of the incident rarefaction wave was always taken as nine-tenths of the length 
of the area enlargement. When the spatial extent of this wave was reduced, it 
was found that the transient-flow behavior did not change appreciably and the 
time to establish a particular pattern did not become significantly shorter. 
When the spatial extent was increased, however, the transient-flow behavior was 
again similar but extended proportionally in time. 

The listing of the ReM computer program for the nonstationary computations 
of the interaction of a rarefaction wave with an area enlargement is not given 
in this reprort, because it is the same as that already presented in a sequel 
to this report24 , where it can be obtained easily. This computer program was 
used to generate all of the numerical results plotted in Figs. 11 to 25. 

3.3 Numerical Noise Reduction in the ReM Results 

During the presentation and discussion of the ReM numerical results in the 
previous section, it was noted on a couple of occassions that numerical noise 
of different severity occurred in the spatial distribution of the pressure and 
flow velocity and that the noise level was worse for more severe area changes. 
The severity of the numerical noise is dependent on the size or fineness of the 
grid and also on the particular algorithm of the random-number generator. By 
using a finer grid and a more suitable random-number algorithm, the level of 
the undesirable numerical noise can most of ten be reduced. The usual questions 
involve how much can thç noise be reduced, how can this be accomplished, and 
what is the cost. The effects of grid size and the random-number algorithms 
are investigated in next two subsections, in order to get some answers to the 
above questions. 

3.3.1 Effects of the Grid Size on the Noise Level 

The effects of grid sizeon the level of the numerical noise can be rather 
extreme, if the grid is too coarse, as weIl as adversely affecting the accuracy 
of computational results, as most researchers involved in computational fluid 
dynamics already know. In this report the number of grid zones adopted for the 
flow field was 720, a fairly large number. In the authors' opinion this was 
sufficient to reduce numerical noise to an acceptable level and also maintain a 
reasonable accuracy, both of which are subjective assessments. The level of 
the numerical noise in some examples, such as the results given in Fig. 13 for 
the case of P2/Pl = 0.50 and Sd/Su = 0.20, is still bothersome. Bence, this 
example was rerun with twice the number of grid zones (i.e., 1440), keeping all 
other factors constant, in order to illustrate how much the numerical noise 
could be reduced. The new set of results is shown in Fig. 22 for comparison. 
One can see clearly that the level of the numerical noise has been reduced, but 
the reduction is not highly significant even though it is quite beneficial. If 
the number of grid zones had instead been reduced by one-half from 720 to 360, 
then the numerical noise in the results (not shown here) would have increased 
by a much larger factor, making the numerical results unacceptable. From 
results such as these, the dec is ion was made to use 720 grid zones to obtain 
results with an acceptably low numerical noise level, although the number of 
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grid zones could also have been selected in the range of 600 to 720, to obtain 
slightly worse but probably acceptable numerical results. 

The detrimental effect of increasing the number of grid zones to reduce 
the level of numerical noise is an increase in the computational time and cost 
to obtain the numerical results. For example, the increase in the number of 
grid points by a factor of two, from 720 to 1440, for the previous results and 
discussion causes a large increase in the central processor unit (CPU) time by 
a factor of slightly less than four, which is fairly significant considering 
that this results in about a four-fold increase in cost. This is typical for 
doubling the number of grid points in the RCM, with times and costs increasing 
by a factor of 3.8 to 4. Hence, any reduction in the number of grid points, 
without markedly increasing the number of computations per unit cel! or grid 
zone, is highly beneficial from the point of view of cost efficiency. 

It is worth pointing out here that a second-order accurate RCM has been 
developed and used,30-32 and similar quality results as those given in this 
report with 720 grid zones can be obtained with only 100 grid zones. However, 
the computer program logic is now markedly more complex and therefore difficult 
to learn how to use and change for solving different problems.32 Furthermore, 
and most importantly, the increase in the number of calculations at each step 
or grid zone to make the method second order is approximately offset by the 
reduction in calculations from employing fewer grid zones, and the resulting 
computational time and cost are not reduced. 32 In other words, similar quality 
numeric.al results having the same level of numerical noise are obtained with 
both the first- and second-order RCM with approximately the same CPU time and 
computational cost. It is for this reason that we have avoided the increased 
complexity of using the second-order RCM and simply applied our vers ion of the 
simpier first-order method. 

3.3.2 Effects of the Random-Number Algorithm on the Noise Level 

An inherent aspect of the RCM is the use of random numbers. Actually, the 
ReM uses pseudo-random numbers, because no algorithm known today produces truly 
random numbers. 33 However, in this report we will refer to pseudo-random 
numbers simply as random numbers for brevity. Tables of random numbers which 
have been weIl te~ted and approved do exist,34,3S but these are seldom used 
today because the RCM is not applied by hand but rather by digital computer, 
although tab les of random numbers on punched cards for digital computers are 
available.34 Furthermore, these random numbers are not the best for the RCM 
because equidistributed random numbers are required28.36-37 (see appendix B). 
The best method available today for use with digital computers is to employ 
some specified mIe. scheme or algorithm to obtain the necessary sequence of 
random numbers (actually psuedo-random numbers). and many different algorithms 
are now available for a variety of different uses. 38 Good questions to ask are 
does it matter which random-number algorithm is used and. if it does. which one 
is best suited for the RCM? 

These questions have been considered by Chorin28 and a1so by Cole1la36- 37 
and other researchers in Japan (no references available). although one wou1d 
think that they would be unimportant. provided each a1gorithm gives a sequence 
of random numbers with statistical properties not deviating significant1y from 
those of truly random numbers. However. this has been found to be untrue. it 
does matter which random-number generator is employed in the RCM computations. 
With all other conditions held equal. some random-number a1gorithms are much 
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better than others in producing results with less numerical noise. The results 
to be given in this section add some new information and confirm previous work. 

Four different random-number algorithms are considered in th is study. The 
names given to these sampling schemes are listed below: 

i) Chorin's sampling scheme. 

ii) IMSL sampling scheme, 

iii) Lax's sampling scheme. 

iv) Van der Corput's sampling scheme. 

Information regarding these different random-number sampling schemes. and also 
the computer program listings of their FORTRAN statements. are given for both 
interest and reference in appendix B. It is worth noting here .that Chorin's 
sampling scheme is the one that has been employed in the RCM to generate all 
previous numerical results for the interaction of a rarefaction wave with both 
the area reductions and enlargements. This is true despite the fact that in 
the previous report24 the computer program listing contains van der Corput's 
sampling scheme. This latter sampling scheme was included in the previous 
report as an update. partly because it was used in the program just before the 
listing was included in the report and partly because it proved to be the best 
sampling scheme. which would be used henceforth. 

Numerical results to be compared to evaluate the effects of different ran­
dom number algorithms in the RCM are all for one specific case. The strength 
P2/P1 of the incident rarefaction wave is 0.50 and the area-enlargement ratio 
Sd/Su is 0.20. which corresponds to a point in the domain of wave pattern A. 
Only the random number scheme is changed. The first set of numerical results 
has already been presented in Fig. 13. Chorin's sampling scheme. which gives 
stratified random numbers (see appendix B), was used in the RCM to obtain these 
results. As mentioned earlier in the previous section. there is noticeable 
jaggedness or some nume~ical noise contained in these results. on both sides of 
the area enlargement. as weIl as inside the area change. 

The second set of numerical results is presented in Fig. 23. In this case 
the sampling scheme from the International Mathematical and Statistical Library 
or IMSL.39 which gives the most truly random numbers (see appendix B). was used 
in the RCM. It is immediately obvious that the degree of the jaggedness or the 
numerical noise in these results is markedly enhanced as compared to that of 
the previous case for Chorin's sampling scheme. In facto the numerical noise 
is so severe that these new results would likely be deemed unacceptable for 
most engineering and scientific purposes. 

The third and fourth sets of numerical results are presented in Figs. 24 
and 25. for which Lax's sampling scheme 40 was employed in the RCM for the first 
set of results (Fig. 24) and Van der Corput's sampling scheme 33 •41 was used for 
the latter set (Fig. 25). Both sampling schemes produce equidistributed random 
numbers (see appendix B). It is clear that these two sets of numerical results 
are significantly better than the ones obtained by the IMSL sampling scheme. by 
having significantly less jaggedness or numerical noise. Furthermore. theyare 
also better than the results obtained by using Chorin's sampling scheme. Even 
though the improvement is not as marked as the improvement over the second case 
with the IMSL sampling scheme. it is still deemed significant. 
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By comparing the results shown in Figs. 24 and 25 from Lax's and Van der 
Corput's sampling schemes, it is the opinion of the authors that the better 
results are obtained by using Van der Corput's sampling scheme. Hence, of the 
four random number algorithms tested here in, it can be concluded that the best 
one is Van der Corput's sampling scheme. Note that the worst algorithm was the 
HISL sampling scheme that gave random numbers that were the most truly random. 
the next best one was Chorin's sampling scheme that gave stratified random num­
bers, and the best ones were Lax's and Van der Corput's sampling schemes that 
gave equidistributed random numbers. This is in agreement with the theoryof 
random numbers for the RCM, which shows that the best random-number algorithms 
for the RCM should be those that produce both nonrandom and equidistributed 
numbers.28 ,36-37 (Please see the presentation given in appendix B). Note 
that, because Van der Corput's sampling scheme has a lower order error in the 
placement of shock-wave fronts in the flow field than that for Lax's sampling 
scheme,36-37 it should be better and thus more preferabie for use in the RCM. 
However, it is not possible to determine if this is true directly from the 
numerical results that are presented in this report, and one has to rely almost 
totally on theory. 

4. CONCLUDING REMARKS 

The interaction of rarefaction waves with gradual, monotonic area enlarge­
ments in otherwise constant area ducts has been investigated by employing two 
complementary analyses. The quasi-steady flow analysis that describes the flow 
behavior at late times was instrumental in establishing the two asymptotic wave 
patterns, including the asymptotic values of the quasi-steady flow properties 
and the asymptotic strengths of the transmitted. reflected and other waves, as 
a function of both the incident rarefaction-wave strength and area-enlargement 
ratio. The nonstationary flow analysis was necessary for the determination of 
the transient flow behavior from early to late times, and it therefore showed 
how the quasi-steady flow was eventually established. Note that the random­
choice method was found to be excellent for solving this nonstationary flow 
problem, as has also been found for other similar problems in our previous 
wort. .24,25 

The nonstationary flow analysis showed that the asymptotic wave patterns 
were established fairly rapidly for pattern A and somewhat longer for pattern B 
(see Fig. 21). Consequently, the quasi-steady flow analysis can be used to 
give a good estimate of the flow properties and strengths of the transmitted. 
reflected and other waves at relatively early times, which would have practical 
implications. However, when a detailed study of the transient wave behavior is 
needed, the nonstationary flow analysis is required to obtain more accurate 
flow-field predictions. 

The flow was assumed to be one-dimensional for both the quasi-steady and 
nonstationary flow analyses. This assumption is reasonable for flow-field 
calculations of the interaction of a rarefaction wave with an area enlargement. 
for the following reason. The flow in the area change is a typical subsonic 
nozzle flow in which flow separation is suppressed by a favorable pressure 
gradient. Although viscous effects would become important for severe area 
changes, especially if the downstream area becomes very small, these effects 
have simply been ignored here. Including such effects is beyond the scope of 
this type of study. 
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APPENDIX A 

COMPUfER PROGRAM LISTING OF TBE QUASI-STEADY FLOW ANALYSIS 

This computer program listing for the interaction of a rarefaction wave 
with an area enlargement includes two basic programs. For the first one the 
reflected wave from the interaction process is taken to be the standard case 
of a reflected shock wave. For the second one the reflected wave is taken to 
be a compression wave. Because the reflected wave is relatively weak, it is 
inconsequential as to which one is actually used to compute the quasi-steady 
flow properties, especially if the incident rarefaction-wave strength P2!P1 is 
greater than 0.01. The second program was used to verify this facto 

C---------------------------------------------------------------------
C-- RAREFACTION WAVE IMP INGING ON AN AREA ENLARGEMENl' 
C--
C-­
C--

BY P .M. OSTAFF, O. IGRA. AND J.J. GOTTLIEB 

C-- CASE OF A REFLECTED SHOCK WAVE. 
C---------------------------------------------------------------------

IMPLICIT REAL*S(A-H,O-Z) 
REAL*S M2, M3. M4, MS, M6, MS 
OPEN(UNIT=OS,FILE='REFSHOC.DTA') 
OPEN(UNIT=06,FILE='PR:',RECL=132) 
N = 100 
IPAGE = SO 

1 READ(S,*) SS6,G 
IF (SS6) 1000. s. S 

S CONl'INUE 
Gl = (G-l.0DO)!2.0DO 
G2 = 2.0DO*G/(G-l.0DO) 
63 = (G-l.0DO)/(G+l.0DO) 
64 0.SDO*(G+l.0DO)/(G-l.0DO) 

C----------~----------------------------------------- PATTERN A ----
DO 170 I=l.N 
MS = - FLOAT(I)/FLOAT(N) 
CALL ARM (G. SS6, MS. -1. M6) 
A61 = 1.0DO/(1.0DO - 61*M6) 
P61 = A61 u G2 
U61 M6*A61 
ASI A61 * (M6/(SS6*MS»**G3 
USI = MS*ASI 
PSI = P61 * (ASl/A61)**G2 
M4 = MS 
U41 = USI 
P41 = PSI 
A41 = ASI 
U31 = U41 
P31 = P41 
KCYC = 0 
P21 = P31 

20 KCYC = KCYC + 1 

Al 



A21 = P21**(1.0DO/G2) 
F1 = G2*(A21 - 1.0DO) - G*U31 
F2 = DSQRT(P21*(P21 + P31/G3)/G2) 
F = F1 * F2 - A21*(P31 - P21) 
DF = Fl*(P21 + G4*P31)/(G2*F2) + A21*(F2 + P21 - (P31-P21)/G2)/P21 
P21 = P21 - F/DF 
IF (1.0D-08 - DAB8(F/DF» 25, 25, 40 

25 IF (KCYC - 25) 20, 30, 30 
30 WRITE(6,35) F, DF, P21 
35 FORMAT (' KCYC EXCEEDS 25 
40 P32 = P31/P21 

A21 = P21**(1.0DO/G2) 

F DF P21',3D15.S) 

A31 = A21 * DSQRT(P32*(1.0DO + G3*P32)/(G3 + P32» 
M3 = U31/ A31 
U21 = (A21 - 1.0DO)/GI 
M2 = U21/A21 
MS = - DSQRT«P32 - 1.0DO)*(G+l.0DO)/(2.0DO*G) + 1.0DO) 
IF (I-I) 120, 120, 130 

120 WRITE(6,121) S56, G 
121 FORMAT (lH1,/,' OSTAFF/IGRA/GOlTLIEB/RAREFACTION WAVE I AREA ENLARGE 

*MENT (R.S.) S51S6 =', F8.4, , GAMMA =', F8.4, , PATTE 
*RN A', /I) 

IC = I + IPAGE/3 
122 WRITE(6,123) 
123 FORMAT (' M6 

* P51 A51 
WRITE(6,124) 

124 FORMAT (' M3 
All * P21 

GO TO 150 

U61 
M4 

U31 

130 IF (I-IC) 150, 135, 150 
135 WRITE(6,136) SS6, G 

P61 
U41 

P31 

Aól 
P41 

A31 

MS 
A41 

M2 

USI 
P32' ) 

U21 
MS', /) 

136 FORMAT (lHl,/, , OSTAFF/IGRA/GOlTLIEB/RAREFACTION WAVE/AREA ENLARG 
*EMENT (R.S.) 84/S3 =', F8.4,' GAMMA =', F8.4,' PATTERN A 
* CONTINUED', 11) 

IC = IC + IPAGEI3 
GO TO 122 

ISO WRITE(6,160) M6, U61; P61, A61, MS, USl, PSl, ASl, M4, U41, P41, 
* A41, P32 

160 FORMAT (F8.4, F9.4, 2F9.S, 
170 WRITE(6,180) M3, U31, P31, 
180 FORMAT (F8.4, F9.4, 2F9.S, 
SOO CONTINUE 

2FI0.S, 2F9.S, 2FI0.S, 3F9.S) 
A31, M2, U21, P21, A21, KCYC, MS 
2FI0.S, 2F9.S, 110, F37.S, /) 

C--------------------------------------------------- PATTERN B 
ASl=A61*(-M6/SS6)**G3 
PSl=ASl**G2 

C--------------------------------------------
C SPECIFY P4S, 0<= P4S <= 1 
C-------------------------------------------

DP=O.OlDO 
P45=1.0DO+DP 
DO 510 1=1,100 
P4S=P4S-DP 
A4S=P4S**(1.DO/G2) 
A41=ASl*A4S 
P41=PSl*P4S 

A2 



P31=P41 
U41=(1.DO/Gl)*(-A51+A41)-A51 
M4=U41/A41 
U31=U41 
KCYC=O 
P21=P31 

520 KCYC=KCYC+l 
A21=P21**(1.DO/G2) 
Fl=G2*(A21-1.DO)-G*U31 
F2=DSQRT(P21*(P21+P31/G3)/G2) 
F=Fl*F2-A21*(P31-P21) 
DF=Fl*(P21+G4*P31)/(G2*F2)+A21*(F2+P21-(P31-P21)/G2)/P21 
P21=P21-F/DF 
IF(1.D-8 - DABS(F/DF»525.525.540 

525 IF(KCYC-25)520.530.530 
530 WRITE(6.535)F.DF.P21 
535 FORMAT( , KCYC EXCEEDS 25 F DF P21' .3D15 .5) 
540 P32=P31/P21 

A21=P21**(1.DO/G2) 
A31=A21*DSQRT(P32*(1.DO+G3*P32)/(G3+P32» 
M3=U31/A31 
U21=(A21-1.DO)/G1 
M2=U21/A21 
MS=-DSQRT«P32-1.DO)*(G+1.DO)/(2.DO*G)+1.DO) 
IF(I-1)620.620.630 

620 WRlTE(6.621)S56.G 
621 FORMAT(lH1./.' OSTAFF/IGRA/GOTTLIEB/RAREFACTION WAVE/AREA ' 

-~--------

* 'ENLARGEMENT (R.S.) S5/S6 = '.F8.4.' GAMMA = '.F8.4. 
* , PATTERN B'.//) 
IC=I+IPAGE/3 
WRITE(6.501) 

501 FORMAT(1X.'SINCE M5=-1 THROUGHOUT THIS WAVE PATTERN. M6. A61.' 
* 'U61. US!. AND PH REMAIN UNCHANGED (EQUAL TO THE LAST LINE ' 
* 'IN PATTERN A. M5=-1') 

622 WRITE(6.123) 
WRlTE(6.124) 
GO TO 650 

630 IF(I-IC)650.635.650 
635 WRlTE(6.636)S56.G 
636 FORMAT(lHl./.' OSTAFF/IGRA/GOTTLIEB/RAREFACTION WAVE/AREA ' 

* 'ENLARGEMENT (R.S.) S4/S3 ='.F8.4.' GAMMA ='.F8.4. 
.' PATTERN B CONTINUED' • / / ) . 

C 
IC=IC+IPAGE/3 
GO TO 622 

650 WRITE(6.160)M6.U61.P61.A61.M5.U51.P51.A51.M4.U41.P41.A41.P32 
670 WRITE(6.180)M3.U31.P31.A31.M2.U21.P21.A21.KCYC.MS 
510 CONTINUE 

GO TO 1 
1000 STOP 

END 
C------------------------------------------------------------------

SUBROUTINE ARM(G.AR12.Ml.N.M2) 
C------------------------------------------------------------------
C GIVEN THE INITIAL AREA RATIO AR12 AND FLOW MACH NUMBER 
C MI. THIS SUBROUTINE DETERMINES THE FLOW MACH NUMBER M2 BI 
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C NEWI'ON' S ITERATION METHOD 
C------------------------------------------------------------------

IMPLICIT REAL.S(A-H,O-Z) 
REAL.S M1,M2 
61=(6-1.DO)/2.DO 
62=(6+1.DO)/(2.00*(6-1.DO» 
IF(N)5,10,10 

5 M2=M1.AR12 
GO TO 15 

10 M2=M1/AR12 
15 KCYC=O 
20 KCYC=KCYC+1 

F=(M1/M2).AR12*«1.DO+G1.M2 •• 2)/(1.DO+G1*M1*.2».*G2-1.D0 
OF=(F+l.DO)·(2.00*G1·G2·M2/(1.DO+61·M2**2)-1.DO/M2) 
M2=M2-F/DF 
IF(l.D-S - OABS(F/DF»25,25,40 

25 IF(KCYC-125)20,30,30 
30 WRITE(6,35)AR12,M1,M2 
35 FORMAT( , KCYC EXCEEDS 125 ',1 ,4X, , ARl2 ' , , MI 

*, M2 ',1 ,lX,3FIO.3/) 
40 RETURN 

C 
C 

END 

'C---------------------------------------------------------------------
C-- RAREFACTION WAVE IMPINGIN6 ON AN AREA ENLARGEMENT 
C--
C-­
C--

BY P .M. OSTAFF, O. I6RA, ANI> J.1. GO'ITLIEB 

C-- CASE OF A REFLECTED COMPRESSION WAVE. 
C---------------------------------------------------------------------

IMPLICIT REAL.S(A-H,O-Z) 
REAL*S M2, M3, M4, M5, M6, MS 
OPEN(UNIT=OS,FILE='REFCOMP.DTA') 
OPEN(UNIT=06,FlLE='PR:',RECL=132) 
N = 100 
IPAGE = 50 

1 READ(5,.) S56,6 
IF (S56) 1000, S, S 

S CONTINUE 
61=(6-1.)/2. 
62=2 •• GI (6-1.) 
63=(6-1.)/(6+1.) 

C---------------------------------------------------- PATTERN A 
1=0 
DO 10 IN=-1,-100,-1 
MS=DFLOAT(IN)*O.OlDO 
1=1+1 
CALL ARM(6,SS6,MS,-l,M6) 
A61=(2./(G-1.»/(2./(6-1.)-M6) 
U61=(2./(G-1.»·(A61-1.) 
P61=A61·*(2.*6/(6-1.» 
AS1=A61*(M6/(MS·SS6»*·«G-1.)/(G+1.» 
PS1=A51**(2.*6/(6-1.» 
A41=A51 
A31=A51 
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M3=MS 
M4=MS 
P41=PS1 
P31=PS1 
A21=0.S*(A41+1.)+«G-1.)/4.)*MS*AS1 
P21=A21**«2.*G)/(G-1.» 
US1=MS*AS1 
U41=US1 
U31=U41 
P32=P31/P21 
U21=(A21-1.) 1 G1 
M2=U21/A21 
MS=-DSQRT«P32-1.)*(G+1.)/(2.*G)+1.) 
KCYC=O 
IF (1-1) 120, 120, 130 

120 WRITE(6,121) SS6, G 
121 FORMAT (lH1, I, , OSTAFF/IGRA/GOTTLIEB/RAREFACTION WAVE/AREA ENLAR 

*GEMENT (R.S.) SSIS6 =', F8.4, , GAMMA =', F8.4, , PAT 
*TERN A', I /) 
IC = I + IPAGE/3 

122 WRITE( 6,123) 
123 FORMAT (' M6 U61 P61 A61 MS US1 

* PS1 AS1 M4 U41 P41 A41 P32') 
WRITE(6,124) 

124 FORMAT (' M3 U31 P31 A31 M2 U21 
* P21 A21 MS', I) 

GO TO 150 
130 IF (I-IC) ISO, 135, 150 
135 WRITE(6,136) SS6, G 
136 FORMAT (lH1,1, , OSTAFF/IGRA/GOTTLEB/RAREFACTION WAVE/AREA ENLARGE 

*MENT (R.S.) SSIS6 =', F8.4,' GAMMA =', F8.4,' PATTERN A 
*CONTINUED " I I) 
IC = IC + IPAGE/3 
GO TO 122 

ISO WRITE(6,160) M6, U61, P61, A61, MS, US1, PSl, AS1, M4, U41, P41, 
* A41, P32 

160 FORMAT (F8.4, F9.4, 2F9.S, 2F10.S, 2F9.S, 2F10.S, 3F9.S) 
170 WRITEf6,180) M3, U31, P31, A31, M2, U21, P21, A21, KCYC, MS 
180 FORMAT (F8.4, F9.4, 2F9.S, 2F10.S, 2F9.S, 110, F37.S, I) 

10 CONTINUE 
C----------------------- -----------------_______ .__ PATTERN B 

AS1=A61*(-M6ISS6)**G3 
PS1=AS1**G2 R I I 

~-----;;~~;-;~;~~~:-;~;-~:-~------------------ C ~ .. 4~t!: 6 
~-----~;~~;;~~~~~;~~;~-;;~;~;~~-;;;-;;:=~. ~: i /. 
C-----~:~----------------------------------------. 2~: :~ 

DO 20 IN=9S,S,-1 ~~' I 1 
P4S=DFLOAT(IN) *0.01 ~ 1 : : 
1=1+1 
A4S=P4S**«G-1.)/(2.*G» PATTERN B 
A41=AS1*P4S**«G-1.)/(2.*G» 
A31=A41 
P41=P4S*PS1 

AS 



P31=P41 
M4=(2./(G-1.»-«G+l.)/(G-1.»*(A51/A41) 
M3=M4 
A21=0 .S*(A31+1. )+( (G-1.) /4.) *M3*A31 
P21=A21**«2.*G)/(G-1.» 
U41=M4*A41 
U31=U41 
P32=P31/P21 
U21=(A21-1.) /G1 
M2=U21/A21 
MS=-DSQRT«P32-1.)*(G+1.)/(2.*G)+1.) 
IF(I-1)620,620,630 

620 WRlTE(6,621)S56,G 
621 FORMAT(lH1,/,' IGRA/GOTTLIEB RAREFACTION WAVE/AREA ' 

• 'ENLARGEMENT (R.S.) SS/S6 = '.F8.4,' GAMMA = ',F8.4, 
• , PATTERN B' ./ /) 
IC=I+ IPAGE/3 
WRlTE(6,501) 

501 FORMATUX, 'SINCE MS=-1 THROUGHOur THIS WAVE PAITERN, M6. A61,' 
* 'U61, US1, ANI> P61 REMAIN UNCHANGED (EQUAL TO TUE LAST LlNE ' 
* 'IN PATTERN A. MS=-1') 

622 WRITE(6,123) 
WRITE(6,124) 
GO TO 650 

630 IF(I-IC)6S0,63S.650 
635 WRITE(6,636)SS6,G 
636 FORMAT(1H1,/,' IGRA/GOTTLIEB RAREFACTION WAVE/AREA ' 

* 'ENLARGEMENT (R.S.) SS/S6 =' ,F8.4,' GAMMA. =' ,F8.4. 
*, PATTERN B CONTINUED',//) 

IC=IC+IPAGE/3 
GO TO 622 

650 WRlTE(6,160)M6,U61.P61,A61,MS,US1.P51.A51,M4.U41,P41.A41.P32 
670 WRITE(6,180)M3,U31,P31,A31,M2,U21.P21,A21.KCYC.MS 
20 CONTINUE 

GO TO 1 
1000 STOP 

END 
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APPENDIX B 

DIFFERENT ALGORITHMS FOR GENERATING RANDOM NUMBERS 

Four different random-number schemes or algorithms are now presented and 
discussed in this appendix, for application in the random-choice method (RCM). 
The names that were given to these sampling schemes in the main body of th is 
report are: 

i) Chorin's sampling scheme, 

ii) IMSL sampling scheme, 

iii) Modified Lax sampling scheme, 

iv) Van der Corput's sampling scheme. 

Each of these schemes will now be considered, but not in the order that they 
appear in this list. Then, some graphical illustrations of how the random 
numbers vary are presented for interest. 

IMSL Sampling Scheme 

The IMSL sampling scheme for generating random numbers is in the extensive 
collection of mathematical and statistical subroutines written in the language 
FORTRAN that have been collected and published for sale by the International 
Mathematical and Statistical Libraries (IMSL), Incorporated. Bl Although this 
library with its sampling algorithm is readily available for use with numerous 
different computers, the actual source listing of the computer program for this 
sampling scheme or the method of computer implementation is protected by copy-

·right laws and not available to users. As a consequence, the souree listing or 
method of implementation is unknown to the authors. 

The only information available to the user is that given in the IMSL notes 
along with the description and examples of how to use the sampling scheme. The 
IMSL random number algorithm having the cal I statement GGUBFS(SEED)Bl produces 
pseudo-random numbers that are suppose to be uniform over the interval from 
zero to unity with a very small standard deviation, provided that many random 
numbers are used. This was carefully checked and found to be true. In fact, 
of all random-number algorithms that were checked, the IMSL scheme proved to be 
best for producing the most truly random numbers. There is no doubt that the 
values were drawn from a random number generator implemented on the computer, 
probably with some varianee reduction technique, but without stratification or 
modification of the random number. If this is true, then it would be a simple 
random sampling methode Bowever, random numbers from random sampling are known 
to be not equidistributed as required or, more correctly, as desired for use in 
the RCM, in the sense discussed by both ChorinB2 and Colella. B3- B4 Bence, it 
should not be expected to be a good random number generator for the RCM. 

Chorin's Sampling Scheme 

Chorin's basic method B2 is outlined here. 
parameter for which values have to be selected. 

Bl 

In his method there are three 
Let kl and k2 be two mutually 



prime numbers with kl > k2. For example, let kl = 11 and k2 = 7. Noweonsider 
the sequence of integers that is given by the following expession 

for whieh the first number nO is specified initially. For example, let us take 
nO = 2, and note that it must be less than kl. For the three speeified values 
of nO = 2, kl = 11 and k2 = 7, the sequence of numbers would therefore fo110w 
as presented below. 

no = 2 

nl = {k2 + nol mod {kl} 9 

n2 = {k2 + nl} mod {kl} 5 

n3 {k2 + n2} mod {kl} 1 

n4 {k2 + n3} mod {kl} 8 

nS = {k2 + n4} mod {kl} = 4 

n6 = {k2 + nS} mod {kl} = 0 

n7 = {k2 + n6} mod {kl} = 7 

[Note that we ean a1so have ni+l = {k2 + ni} mod {kl} = k2 + ni if k2 + ni < kl 
or ni+l = {k2 + ni} mod {kl} = k2 + ni - kl if k2 + ni L kl.] Based on the 
above sequence of integers, a modified sequenee of fairly good equidistributed 
random numbers ei in the range of -1/2 to +1/2 is given by the fol10wing 
expression 

= 1/2, 

for whieh ~i is another set of random numbers in the range from zero to unity 
(0 to 1). This seeond set of random numbers is generated by random sampling, 
sueh as the IMSL random sampling seheme. 

In our studies the second or other set of random numbers ~i is given by an 
algorithm contained in the following FORTRAN statements 

SUBROUfINE RANDU (IX, IY, YFL) 
IY = IX.6SS39 
IF (IY) 5, 6, 6 

5 IY = IY + 2147483647 + 1 
6 YFL = IY 

YFL = YFL*0.46S6613E-09 
IX = IY 
RETURN 
END 

for whieh IX = 123456789 initially and YFL = ~i. For IX = 123456789, the first 
six random numbers from this scheme are 0.774670, 0.130622. 0.811695, 0.694577, 
0.862203. and 0.922028, whieh lie in the range from 0 to 1. The other set of 
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FORTRAN statements that we have employrd to get the set of random number 9i are 
given as follows: 

Kl = 11 
K2 = 7 
NU = 2 
IX 123456789 
NU MOO(K2 + NU, Kl) 
CALL RANDU (IX, IY, YFL) 
SI = (YFL + FLOAT(NU»/FLOAT(K1) - 0.5 

In these statements SI = 9 i , YFL = ~i' NU = ni- k1 = k1 and k2 = k2. The first 
six random numbers for SI or 9i are 0.388606, -0.033580, -0.335300, 0.290416, 
-0.057982, and -0.416179, which lie in the range from -1/2 to +1/2. 

Chorin's random-number algorithm just presented is based primarily on a 
standard deviation reduction technique. Note that his procedure modifies a set 
of random numbers, to make them nonrandom and become more equidistributed. Bis 
method produces stratified random numbers, which are not quite equidistributed 
random numbers. Bis stratified random numbers should be much better for the 
RCM than the previously described IMSL random numbers, but there are also two 
better ones that will now be introduced. 

Modified Lax Sampljng Scheme 

Lax B5 proposed a sampling scheme for use in solving hyperbolic equations, 
which is probably due to earlier work by Richtmeyer and Ostrowski. It is a 
simple sampling scheme defined by 9i = {r1/2 } mod {1}, where 9i is the random 
number in the range of 0 to 1, and r is an integer which is not the square of 
another integer. This scheme has subsequently been modified and it is given by 
9i = {i r 1/2 } mod {1}, where i takes on the integer values of 1, 2, 3, • , etc. 
In FORTRAN language, the following statement in double precision is used to get 
the set random numbers 9i' 

SI OMOD(OFLOAT(I)*OSQRT(2.000), 1.000) - 0.500, 

where SI = 9 i andI = i. The subtraction of 1/2 has been inserted so that the 
random numbers cover the range -1/2 to +1/2. The first six numbers of this 
sequence are -0.085786, 0.328427, -0.257359, 0.156854, -0.428932, and -0.014719. 

The modified Lax set of random numbers is a nonrandom equidistributed 
sequence, which should be better for use with the RCM than Chorin's sampling 
scheme because they are equidistributed, as required for better computational 
results .B2-B4 

Van der Corput's Sampling Scheme 

Van der Corput's samlJing scheme,B6 which is also given in 
Bammersley and Handscomb, is also discussed by Colella. B3- B4 
the natural numbers are expressed in the scale of notation with 
to 2, so that 

n 

k 0 

B3 

the book by 
Suppose that 
a radix equal 



This is alsothe binary expansion of tbe number sequence n = 1, 2, 3, • , etc, 
where i is a binary number that equal only 0 and 1. Then, a set of random num­
bers ei can be obtained by simply writing the digits of these numbers in their 
reverse order, preceded by a point. This results in the following series 

e = 
n 

m 2 ik 2-(k+l) • 

k = 0 

The method of getting tbe sequence of random numbers from the above equations 
might seem to be a little unclear. In order to clearly illustrate the manner 
in which this sequence is constructed, the first few elements of the various 
sequences are written down for convenience. 

n (dec imaI) ik (binary) en (b inary) en (dec imal) 

1 12 0.12 0.5000 

2 102 0.012 0.2500 

3 112 0.112 0.7500 

4 1002 0. 0012 0.1250 

5 1012 0. 1012 0.6250 

6 1102 0. 0112 0.3750 

7 1112 0.1112 0.8750 

8 10002 0. 00012 0.0625 

9 10012 0. 10012 0.5625 

10 10102 0. 01012 0.3125 

The decimal numbers nare first changed into the binary numbers ik' Then these 
binary numbers are reversed and a point or decimal is put in the front to get 
en as binary numbers. Finally, these binary numbers are converted back into 
decimal numbers. yielding en in decimal notation. having the range from 0 to 1. 

We can also note that en < 0.5 if n is even. an~ en > 0.5 if n is odd. but 
always covering the range from 0 to 1. AIso, we have (k/4) ~ en < ({k+l}/4) if 
n = jk mod (4). with k = 1, 2. and 4, where jo = 0, jl = 2, j2 = 1. and j3 = 3. 

The FORTRAN statements that we use in applying the Van der Corput sampling 
scheme are given below for interest. 

IE = (1, 2, 3, •••• etc.) 
MRND 0 
RNDM = O.DO 

201 MRND = MRND + 1 
MD = MOD( IE, 2"MRND) 
IF (MD .EQ. 0) GO TO 201 
RNDM = RNDM + I.DO/2.DO**MRND 
IE = IE - MD 
IF (IE .EQ. 0) GO TO 202 
GO TO 201 

202 RNDM = RNDM - 0.5DO 

In the above statements. RNDM = en. and the random number that now has a range 
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from -1/2 to +1/2. The first seven random numbers are 0.000000. -0.250000. 
0.250000. -0.375000. 0.125000. -0.125000. and finally 0.375000. 

This Van der Corput sampling sequence. like all of them with a radix 
different than 2. are equidistributed. B3- B4 Hence. for use with the RCM. Van 
der Corput's equidistributed sampling scheme should be much better than the 
first IMSL sampling scheme, better than Chorin's stratified sampling scheme, 
and probably equivalent to Lax's equidistributed sampling scheme. In fact. Van 
der Corput's sampling scheme should be slightly superior to Lax's sampling 
scheme, because it produces a slightly smaller error in the location of moving 
fronts like shock waves. B3- B4 

Graphical Results for the Four Different Random Number Schemes 

Four sets of graphical results from the sampling schemes of IMSL. Chorin. 
Lax. and Van der Corput are presented in Figs. B1 to B4. In each graph the 
random number value is plotted versus the nth random number. The horizontal 
scale is in arbitrary units. to spread out the 400 random numbers for clarity. 

Random numbers from the IMSL sampling scheme are spread out or distributed 
in an irregular or random manner in Fig. B1. without any apparent pattern. as 
one might expect. although some successive values are clustered more than one 
might expect. For Chorin's sampling scheme, the stratified random numbers in 
Fig. B2 are still quite spread out or distributed in an irregular or random 
manner. although there is now no marked clustering. One would be hard pressed 
to find some repetitive pattern in Chorin's results. although this would be 
easier done for his results than those from the IMSL sampling scheme. 

Equidistributed random numbers from Lax's sampling scheme are markedly 
repetitive with an easily recognized pattern. and those from Van der Corput's 
sampling scheme are also similarly repetitive but slightly less so, as can be 
seen from the results given in Fig. B3 and 4. respectively. The primary reason 
for this behavior is that they are equidistributed. This particular type of 
behavior of equidistributed nonrandom numbers is desirabIe or needed for the 
RCM. in order to get good numerical results with less superposed numerical 
noise. holding all other things constant. This is verified by the numerical 
results given and discussed in section 3.3.2 in the main body of this report. 
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