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Abstract

In this thesis the stability type of y = 0 is being considered for the delay differential equation
y"(t)+ay(t)+by(t—1) = 0 with a, b € R. It is already known that y = 0 is stable when b = 0 and
a > 0 and unstable when b = 0 and @ < 0. The aim of this project is to determine the stability of
y = 0 for all a,b € R. First, the general stability theory for delay differential equations was high-
lighted before giving an in-depth stability analysis of the equation y”(t) 4+ ay(t) + by(t — 1) = 0.
It turns out that a theorem of Pontryagin (1908 -1988) is really helpful for answering these
stability questions. Due to this theorem all values for a¢ and b are determined such that y = 0 is
asymptotically stable for y”(t) +ay(t) + by(t —1) = 0. However, this does not cover the stability
type of y = 0 for all a,b € R. So more analysis was done in order to give a full answer of the
stability problem. The full answer was not achieved as there are still values for ¢ and b where
the stability is unknown. Finally, numerical solutions of y”(t) + ay(t) + by(t — 1) = 0 are shown
to confirm the results that are obtained.
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1 Introduction

Differential equations appear naturally in many areas of science. They are widely used to
describe real-life phenomena such as mechanical systems, spreading of diseases and population
growth. A differential equation is an equation that relates a function with its derivatives. The
equations

dy
@ =
and 7 3
7y — —y2iy At
an ¢ aB

are both examples of differential equations.

An ordinary differential equation (ODE) is a relationship containing an (unknown) function of
one variable ¢, its derivatives and some given function(s) of t. So, in particular, the above-
mentioned equations are actually called ordinary differential equations.

However, ordinary differential equations are not always suitable to describe various events as
precise as possible. Using ODE models in fields such as control engineering of mechanical sys-
tems, population biology and epidemiology might give results that do not coincide with the
reality. In reality there are many processes that include aftereffect phenomena in their inner
dynamics. Therefore, the structure of ordinary differential equations needs to be slightly altered
in order to obtain results that coincide with the real outcomes.

In the field of control engineering of mechanical systems aftereffect phenomena are very com-
mon. Systems with such an aftereffect phenomenon are called delay systems. An example that
will be studied is a harmonic oscillator with such a delay system. The equation describing this
oscillator is given by

y'(t) +ay(t) +by(t—1)=0, a,b#0. (1)

Figure 1: Mass spring system with delay in left spring.

Intuitively, one can consider a mass spring system with two springs (Figure 1). However, in
this case the left spring is made of a material that causes a delayed response of one time unit
before the spring stretches again when the spring is pushed in. So the left spring has a delayed
feedback with delay equal to 1, whereas the right spring is made of a material with no such
delay. The term by(t — 1) corresponds, therefore, with the left spring. Obviously, the term ay(t)
corresponds with the right spring. The constants a and b depend on the mass m and the spring
constants of the two springs. Not all a,b # 0 will physically make sense. Nevertheless, in this
thesis all a,b # 0 will be taken into consideration for the sake of completeness.

Equation (1) is called a delay differential equation (DDE). It is a type of differential equa-
tion in which the derivative of the (unknown) function is given in terms of the function value
at previous times. If b = 0, then we obtain the ordinary differential equation y”(t) + ay(t) = 0.
It is known that the general solution of this ODE is y(t) = c1eV= 4 e V4 if ¢ < 0 and
y(t) = 1 cos(ty/a) + casin(ty/a) if a > 0 (c1,c2 € R). This case is less interesting, because there



would be no delay term y(t — 1) and the equation can (easily) be solved analytically. Letting
a,b # 0 results in a whole different system in which the solution and qualitative properties are
not so obvious. This thesis mainly focuses on the stability properties of (1).

What is stability exactly? The stability of general delay differential equations will be studied in
Section 2. Formal definitions of stability, instability and asymptotic stability will be stated. A
key tool for determining the behaviour of solutions of delay differential equations is the charac-
teristic equation. The main result of this section concerns the relationship between characteristic
equations and stability. In Section 3 the stability of (1) will be discussed. Cahlon and Schmidt
have already considered the stability of second order delay differential equations in [3], but only
for @ > 0 and b < 0. Our goal is to give statements for all a,b # 0. Subsequently, in Section 4
some numerical solutions will be shown to confirm the results in Section 3.



2 Stability

A naturally arising question is how the solution y(t) of
y'(t) +ay(t) +by(t—1) =0, a,b#0, (2)

behaves after a long period of time. Will the solution grow over time? Or will it converge to
a certain value? Logically, the answers to these questions will depend on a and b. A bit more
work is required in order to give qualitative properties of (2).

The definitions in this section follow the ones in Hale and Lunel [1] and in Smith [2].

2.1 General delay differential equations

Before an in-depth analysis of the qualitative properties of (2), some remarks on general delay
differential equations need to be made.

Let n € N. The space R" is equipped with the Euclidean norm || - ||. Let » > 0 be the
delay and define C':= C([-r, 0], R") as the space of continuous functions [—r, 0] — R" endowed
with the norm || - ||oc. The norm ||+ ||oc : € — R is defined as ||¢||cc = sup{||¢(0)|| : —r < 8§ < 0}.

Define y; € C by y:(0) = y(t + 0) for § € [—r, 0] (for convenience).
Given a continuous function f : R x C'— R"™ and an initial continuous function ¢ € C, consider
the system of delay differential equations

y/(t) = f(t7yt)7 t > o, (3)
Yo = ¢’

where 0 € R is the initial time. This means that y(o + 0) = y,(8) = ¢(0) for § € [—r,0] or
equivalently, that y(t) = ¢(t — o) for t € [0 — r,0].

This notation might seem unnecessary, but it will turn out that it will be helpful for giving
a formal definition of (asymptotic) stability for (3). For clarification on how this notation
works, two (simple) examples will be presented.

Example 2.1. (n=1)
Let » > 0 be the delay and ¢ : [-r,0] — R a known continuous function. Consider the initial
value problem

y(t)=—y(t—r), t 20, (4)
y(t) = o(t), t € [-r,0].
Now define g : [0,00] x C' — R by g(t,1) = —t¢(—r) and define y; € C by y(0) = y(t + ) for

6 € [—r,0]. Sothat g(t,y:) = —ys(—r) = —y(t—r) for t > 0. But then ¢/(t) = —y(t—r) = g(t, )
for t > 0 and yo = ¢ on [—r,0]. Therefore problem (4) is equivalent to

y/(t) - g<t7yt)7 t >0,
yo(t) = o(t), t € [-r,0].



Example 2.2. (n = 2)
Let r > 0 be the delay and ¢ : [-r,0] — R a known differentiable function. Consider the initial
value problem

y'(t) + ay(t) + by(t —r) =0, t >0, (5)
y(t) = o(t), t € [=r,0],

with a,b # 0. Let z1(t) = y(¢) and z2(t) = ¢/(t). Then 2/ (t) = z2(t) and z4(t) = —ay(t) —
by(t —r) = —ax1(t) — bxy(t — ). Equivalently, this results in the equation

Cao) = (o) G+ (5 0) (=) ©
Now define h : [0,00] x C — R? by h(t,¢)) = Ap(0) + By(—r) with A = <0 1> nd

—a 0

B = (_Ob 8) Let x(t) = <28> and define x; € C by x4(0) = x(t + 0) for 6 € [—r,0].

Then h(t,x;) = Ax(0) + Bx,(—r) = Ax(t) + Bx(t — r) = x/(t). Moreover, xq(0) = <y(0)> =

<§,((00))) =: ®(0) for § € [—r,0]. Therefore, problem (5) is equivalent to

x'(t) = h(t,x;), t >0,
xg=® on [-70].

2.2 Stability definitions

It is now possible to formulate formal definitions for (asymptotic) stability of the zero solution.
Consider the following system of delay differential equations

Y (t) = ftm)-

Suppose that f(¢,0) = 0 € R™ for all t € R so that y = 0 € R" is a solution. Moreover, let
y(t, 0, ¢) be the notation for the solution of (3).

Definition 2.1. The solution y = 0 is stable if for any ¢ > 0 and € > 0, there exists
d =d(o,€) > 0 such that ¢ € C and ||¢||oc < ¢ implies |ly(t, 0, ¢)|| < € for t > o.
We say that y = 0 unstable if it is not stable.

Definition 2.2. The solution y = 0 is asymptotically stable if it is stable and if for all o > 0
there exists a d = d(o) > 0 such that whenever ¢ € C and ||¢|| < d, then y(t,0,¢) — 0 as
t — 00.

2.3 Linear delay systems and characteristic equations

The next definitions follow the ones in Rynne and Youngson [5].

Definition 2.3. Let X and Y be normed vector spaces and let T': X — Y be a linear trans-
formation. T is said to be bounded if there exists a positive real number £ > 0 such that

IT(x)|ly <Ek|z|x forall z € X.



Let X and Y be normed linear spaces. The set of all bounded operators from X to Y is
denoted by B(X,Y).

B(X,Y) is a normed vector space with (operator) norm || - ||op : B(X,Y) — R defined by
IT||op = sup{||T'(x)|ly : ||z]|x < 1}. For more information on bounded operators see Chapter 4
in Rynne and Youngson [5].

Now let T' € B(X,Y) and z € X. The following is an important consequence of this defi-
lzllx

nition:
Y

< 1T Nloplll x - (%)

1T ()]ly =

The subsequent theorem shows that a huge class of functions are bounded.

Theorem 2.1. Let X be a finite-dimensional normed space, let Y be any normed linear space
and let T : X — Y be a linear transformation. Then 7" is bounded.

Proof. See Theorem 4.9 in [5]. O

Consequently, every linear transformation 7' : C* — C™ is bounded, i.e. T' € B(C",C™).
And therefore ||T'||,p < 00 is well-defined. In addition, T'(z) = Az for some n x m matrix A (as
the underlying field is C) and the norm of the matrix A is defined by || Al|op = [|T']|op-

The goal in this subsection is to state an important theorem about the stability of the sys-
tem of linear delay differential equations

y'(t) = L(yt), (7)

where L € B(C,C") and C := C([-r,0],C") with 7 > 0. Note that complex-valued solutions
are allowed even though one is only interested in real valued solutions. It will make it easier
studying system (7). The norm || - || on C" will be defined by ||z| = \/]21]2 + ... +|zn/2. An
important example is the discrete-delay case.

Example 2.3. Let C := C([-r,0],C") for r > 0 as usual and let A and B be n x n matrices.
Define L : C — C" by L(¢) = Ap(0) + Be(—r). Then L is linear and for all ¢ € C' we have

I1L()]| = [[A¢(0) + Bo(—r)]|

< [[A@(0)|| + || Bo(—7)]| (by triangle inequality)
< [[Allop - |(O) + [ Bllop - l[#(=7) ] (by (*) and Theorem 2.1)
< [[Allop - |¢lloc + 1 Bllop - ¢l (by definition of || - [[)
= K{|¢lloo,

with K = ||Allop + || Bl|op- Consequently, L is bounded and (7) takes the form
y'(t) = Ay(t) + By(t — ).

A key tool for determining the stability of delay differential equations are the corresponding
characteristic equations. For that, consider (7). We will seek exponential solutions of the
form y(t) = eMv with A € C, t € R and v € C"\ {0}. It is useful defining the function



expy : [-7,0] — C by exp,(#) = e*?, because then y; (corresponding to y) can be expressed by

y(0) = y(t +0) = eMexp, (0)v. This implies y; = e*(exp,)v. Consequently, if y(t) = eMv is a
solution of (7), then AeMv = y/(t) = L(y;) = e L(exp, v) since L is linear. Equivalently,
L(expy v) = Av. (8)

This equation almost looks like an eigenvalue problem. To make it a proper eigenvalue problem,
define the bounded operator Ly : C" — C" by Ly(v) = L(exp, v). Equation (8) is now equivalent
to

L)\(U) = Av, (9)

At

~

which is a proper eigenvalue problem. Hence, y(t) = e*v is a nontrivial solution of (7) if A
satisfies the characteristic equation det(Ly — AI) = 0 and v € ker (L;\ — ;\I) \ {0}.

Since L is bounded and in particular linear, the superposition principle holds for (7);

a linear combination of solutions is a solution again. Thus, a finite sum y(t) = Y, che to,
is a solution of (7) with A, characteristic roots of det(Lyx — AI) = 0 and v,, the corresponding
etgenvectors. In this case ¢, € C are arbitrary constants. Infinite sums are also solutions under
suitable conditions to ensure convergence.

One is of course interested in the general solution of (7). We will discuss this later in Section 3.
For now, the attention still lies on the characteristic equation and the following definitions and
theorems are given.

Lemma 2.2. The function h : C — C defined by h(\) = det(Ly — AI) is an entire function.
Proof. See Lemma 4.1 in [2] O

Recall that an entire function is an analytic function defined on the entire complex plane
C. Hence, h(\) = det(Ly — AI) is arbitrarily often complex differentiable on C. We have the
following definition.

Definition 2.4. Let h(\) = det(Ly — AI). We call A € C a root of multiplicity k > 1 if
h(\) = h(\) = h'(\) =--- = h*D(X\) =0 and AF) () # 0.

The following theorem shows the huge importance of characteristic equations which basically
determines the asymptotic stability and instability of the solution y = 0 of (7).

Theorem 2.3. Consider equation (7). Suppose that R(\) < p for every characteristic root A.
Then there exists K > 0 such that

ly(t, $)Il < Ke"[|¢lloc, t >0, ¢ € C, (10)

where y(t, ¢) is the solution of (7) satisfying yo = ¢.
In particular, y = 0 is a asymptotically stable for (7) if R(\) < 0 for every characteristic
root; it is unstable if there is a root satisfying R(X) > 0.

Proof. See Theorem 4.3 in [2] and Theorem 5.2 in [1]. O



3 Stability of a harmonic oscillator with delay

As far as we know the results in this section have not been obtained before, unless otherwise
stated.

We now turn to the harmonic oscillator. A harmonic oscillator with a certain delay system
is described by the equation

y'(t) +ay(t) + by(t —1) =0, t = 0, (11)
y(t) =9(t), -1 <t <0,

with an initial continuous function ¢ € C ([—1, 0], R). In Example 2.2 we have already seen that
(11) can be written in the form of (7). For additional clarity, this will be restated.

Equation (11) is equivalent to
x'(t) = L(x¢), (12)

with x(t) = (5,%%) and L : C — R? defined by L(¢) = <_Oa (1)> #(0) + (_Ob 8) o(—1)
and C' = C’([—l,O],Rz). Moreover, in Example 2.3 it was shown that L is bounded, i.e.
L € B(C,R?). Hence, Theorem 2.3 can be applied to (11) to determine the stability of y = 0
for various a,b € R.

Thus, we seek exponential solutions of the form y(t) = exp(At) with A € C and t € R. Substi-
tuting y(t) = exp(At) in (11) gives

M exp(Mt) + aexp(Mt) +bexp(A(t — 1)) =0 <= I +a+bexp(—\) =0.

The equation A2 + a + bexp(—\) = 0 is called the characteristic equation of (11).

Let A = (_Oa (1)> and B = (—Ob 8) Note that, if x(t) = eMv with v € R? is a solu-

tion of (12), then AeMv = x/(t) = L(x;) = Ax(t) + Bx(t — 1) = Ae’v + BeMe *v which is
equivalent to Av 4+ e"*Bv = Av. The corresponding characteristic equation is

- 1
—a—be r =\

— N ta+be?=0.

det(A+ e *B—A) =0 < ’ ‘:0

Thus, the characteristic equations coincide which should be expected.

The question now is: for what choices of a and b will the equilibrium solution y = 0 be (asymp-
totically) stable or unstable for (11)? The focus will be first on asymptotic stability of y = 0. It
is possible to reformulate this question in terms of the characteristic equation A2+ a +be™* = 0

using Theorem 2.3:

Determine all @ and b such that all roots of A2 + a + be~* = 0 have negative real part.



3.1 Pontryagin’s Theorem

Multiplying e* on both sides of A2 + a + be ™ = 0 results, equivalently, in
H(\) := Mt +ae* +b=0. (13)

H is a special function, usually called an ezponential polynomial or a quasi-polynomial. The
problem analyzing the distribution of the zeros in the complex plane has received a great deal
of attention.

Definition 3.1. Let A(z,w) be a polynomial in two (complex) variables z and w (with complex
coefficients); h(z,w) = me Amn 2w in which the sum is finite. We call the term a,¢z"w® the
principal term of h(z,w) if ays # 0, and for each term a2 w™ with a,,, # 0, we have r > m
and s > n.

Note that not every polynomial with two variables has a principal term. However, H(\) =

h(\, e) with h(z,w) = z?w + aw + b. Hence, it is clear from Definition 3.1 that h(z,w) has

principal term z%w.

Before stating an important theorem, the definition of interlacing polynomials will be given.

Definition 3.2. Let f be a monic real-rooted polynomial of degree n and g a monic real-rooted
polynomial of degree n or n — 1, with roots a,, < ... < ay, 8, < ... < B, respectively (ignoring
Br if g is of degree n — 1.) We say that g interlaces f if 5, < ap, < Bp—1 < ... < f1 < ag.

This definition will not be used any further. It is stated for the completeness of the following
theorem that is very important and helpful for studying asymptotic stability of (11). It is a
theorem of Pontryagin. See [3]| and [7].

Theorem 3.1. Let H(\) = h()\e)), where h(z,w) is a polynomial with a principal term.
The function H(iy) is now separated into real and imaginary parts; that is, we set H(iy) =
F(y) +1iG(y). If all the zeros of the function H (\) lie in the open left half plane, then the zeros
of the functions F'(y) and G(y) are real, interlacing, and

A(y) == G'(y)F(y) — G(y)F'(y) >0 (14)

for all y € R. Moreover, in order that all the zeros of the function H(\) lie in the open left half
plane, it is sufficient that one of the following conditions be satisfied:

(a) All the zeros of the functions F(y) and G(y) are real interlace, and the inequality (14)
is satisfied for at least one value of y.

(b) All the zeros of the function F(y) are real and for each of these zeros y = yo condition
(14) is satisfied; that is, F'(yo)G(yo) < 0.

(¢) All the zeros of the function G(y) are real and for each of these zeros y = yy condition
(14) is satisfied; that is, G'(yo)F'(yo) > 0.

Proof. See [7]. O
So in our case, we have
H(iy) = (iy)%e™ + ae® + b
= —y? cos(y) — iy*sin(y) + acos(\) + iasin(y) + b
= —y2 cos(y) + acos(y) + b+ i(—y?sin(y) + asin(y))
= F(y) +iG(y)

with F(y) = —y? cos(y) + acos(y) + b and G(y) = —y?sin(y) + asin(y).



3.2 Consequences of Pontryagin’s Theorem

The following lemma gives a necessary condition for asymptotic stability of the zero solution of
(11). This lemma is basically Lemma 3.1 in [3], but we have included the (short) proof whereas
the proof was omitted in [3].

Lemma 3.2. If the zero solution of (11) is asymptotically stable, then A(0) = a(a+b) >0

Proof. We have

G(y) = (a —y?)sin(y),

G'(y) = —2ysin(y) + (a yZ)COS( )
F(y) = —y* cos(y) + acos(y) +

F'(y) = —2ycos(y) + y* sin(y) —asm(y)-

All the zeros of H lie in the left open half plane, because y = 0 is asymptotically stable. So we
must have A(y) > 0 for all y € R by Theorem 3.1. In particular,

A(0) = G'(0)F(0) — G(0)F"(0) = a(a +b) > 0
O

The following theorem is Lemma 3.2 in [3]|, but we have translated it in our parameters a
and b. The proof of Lemma 3.2 in [3] has therefore also slightly been adjusted to fit our context.

Theorem 3.3. If a < 0, then the zero solution of (10) is not asymptotically stable.

Proof. G(y) = (a — y2) sin(y), therefore +i\/—a is a complex root of G as a < 0. This means
that there is a root A of H with ®(\) > 0 by Theorem 3.1. This implies that y = 0 is not
asymptotically stable by Theorem 2.3. O

The following two theorems determine precisely all a, b # 0 such that y = 0 is asymptotically
stable for (11). The case b < 0 will be considered first, then b > 0.

Theorem 3.4. Assume b < 0. Then the zero solution of (11) is asymptotically stable if and
only if a > 0, and there exists a k € NU {0} such that

2km < va < (2k+ 1w
and

b > max{(2k)%7? —a,a — (2k + 1)?7%}.
Proof. We have
G(y) = (a — y*)sin(y),
G'(y) = —2ysin(y) + (a — y?) cos(y)
F(y) = —y* cos(y) + acos(y) + b.

First, assume that y = 0 is asymptotically stable. If a = 0, then A(0) = 0 and by Lemma 3.2
the zero solution of (11) is not asymptotically stable. If a < 0, Theorem 3.3 yields that the zero
solution of (11) is not asymptotically stable. Thus, it is necessary that a > 0.



The zeros of G are y = ++/a and y = nm with n € Z. If yg is a zero of G, then

Ayo) = F(yo)G (yo) = (= 48 cos(yo) + acos(yo) +b) (= 2y0sin(yo) + (a — ) cos(y)).

All the zeros of F' and G are real and A(y) > 0 for all y € R by Theorem 3.1. So as b < 0 and
y = ++/a are zeros of G, the following holds

A(—va) = A(Va) >0 < —2by/asin(y/a) >0
<= sin(v/a) >0
< 2km < v/a < (2k + 1)7 for some k = 0,1,2, ...

So there exists a k € NU {0} such that 2km < \/a < (2k + 1)7.

At the points y = n7 (n € Z) we have
A(nm) = ((—n27r2 Fa)(—1)" + b) ((a _ n27r2)(—1)">
= (a —n*7%)? + b(a — n*7%)(—1)".
Thus,

A(nm) >0 <= (a —n*7?)? 4 bla — n*7?)(-1)" > 0
— (n*1? —a)?® > b(n*n? —a)(—1)" (15)

Inequality (15) must hold by Theorem 2.3. We distinguish two cases for n € Z.

Case 1: Let n > 2k.

Thus nm > 2k and 0 < 2k7 < \/a, so that (2k)*7% < a < (2k + 1)?7% < n?7? and therefore
n?m? —a > 0. For n even, the right hand side of (15) is negative, and inequality (15) is satisfied.
For n odd, (15) is equivalent to a — n?7? < b. Observe that a — n?7? < b holds for all odd n
with n > 2k if and only if it holds for n = 2k + 1.

Case 2: Let 0 < n < 2k

Thus 0 < n7 < 2k7 < v/a and n?7? — a < 0. For n odd, the right hand side of (15) is negative,
and inequality (15) is satisfied. For n even, (15) is equivalent to n?w? — a < b. Observe that
n?m? — a < b holds for all even n with 0 < n < 2k if and only if it holds for n = 2k.

Combining these two cases results in b > max{(2k)?7% — a,a — (2k + 1)272}.

Now suppose that a > 0 and there exists a & € N U {0} such that 2k7 < /a < (2k + 1)7
and b > max{(2k)?72 — a,a — (2k 4+ 1)27%}. Then all the zeros of G are real and for each zero
yo € {Va,—va,nm :n € Z} of G we have A(yo) = F(yo)G(yo) > 0 by reversing the arguments
above. We only have to note that A is an even function. So no additional analysis is needed
for negative n € Z. Therefore, every zero of H has negative real part by Theorem 3.1.(c¢).
Asymptotic stability now follows from Theorem 2.3. O

Theorem 3.4 is basically Theorem 3.2 in [3] from Cahlon and Schmidt, but it has been
translated in our parameters a and b. The proof of Theorem 3.2 in [3] has therefore also slightly
been adjusted to fit our context. Cahlon and Schmidt only considered 'mixed coefficients’ in [3],
i,e. b < 0and a > 0. Of course, we are not only interested in mixed coefficients. So the next
theorem includes the case b > 0 which as far as we know has not been studied before.
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Theorem 3.5. Assume b > 0. Then the zero solution of (11) is asymptotically stable if and
only if @ > 0 and there exists a k € NU {0} such that

2k+1)m < a < (2k+2)7
and
b <min{a — (2k + 1)272%, (2k + 2)?72 — a}.

The proof is analogue to the proof of Theorem 3.4.

Proof. We have

G(y) = (a —y*) sin(y),
G'(y) = —2ysin(y) + (a — y*) cos(y)
F(y) = —y*cos(y) + acos(y) + b.

First, assume that y = 0 is asymptotically stable. If a = 0, then A(0) = 0 and by Lemma 3.2
the zero solution of (11) is not asymptotically stable. If a < 0, Theorem 3.3 yields that the zero
solution of (11) is not asymptotically stable. Thus, it is necessary that a > 0.

The zeros of G are y = ++/a and y = nm with n € Z. If yg is a zero of G, then

Ayo) = F(yo)G (yo) = (= 48 cos(yo) + acos(yo) +b) (= 2y sin(yo) + (a — ) cos(y)).

All the zeros of F' and G are real and A(y) > 0 for all y € R by Theorem 3.1. So as b > 0 and
y = ++/a are zeros of G, the following holds

A(—va) = A(Va) > 0 <= —2by/asin(v/a) >0
<= sin(va) <0
< (2k+1)m < +va < (2k + 2)7 for some k =0,1,2, ...

So there exists a k € NU {0} such that (2k + 1)m < /a < (2k + 2)7.
At the points y = nw (n € Z) we have
Alnr) = <(—n27r2 Fa)(—1)" + b) ((a - n27r2)(—1)”>
= (a —n?*7*)% + b(a — n*7?)(—1)".
Thus,

A(nm) >0 <= (a —n*7?)* 4 bla — n*7?)(=1)" > 0
— (n’r% —a)? > b(n*r? —a)(—1)". (16)

Inequality (16) must hold by Theorem 2.3. We distinguish two cases for n € Z.
Case 1: Let n > 2(k + 1).

Thus nm > 2(k + 1)7 and 0 < 2(k + 1)7 < v/a, so that (2k + 1)272 < a < (2k + 2)27% < n?r?
and therefore n?7% — a > 0. For n odd, the right hand side of (16) is negative, and inequality
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(16) is satisfied. For n even, (16) is equivalent to n?7? —a > b. Observe that n?7? —a > b holds
for all even n with n > 2(k + 1) if and only if it holds for n = 2k + 2.

Case 2: Let 0 <n <2(k+1)

Thus 0 < nm < 2(k + 1)7 < v/a and n?7% —a < 0. For n even, the right hand side of (16) is
negative, and inequality (16) is satisfied. For n odd, (16) is equivalent to a —n?m% > b. Observe
that a —n?7? > b holds for all odd n with 0 < n < 2(k+1) if and only if it holds for n = 2k + 1.

Combining these two cases results in b < min{a — (2k + 1)?72, (2k + 2)27% —a}.

Now suppose that a > 0 and there exists a k € NU {0} such that 2k7 < /a < (2k + 1)7
and b < min{a — (2k + 1)%72, (2k + 2)?72 — a}. Then all the zeros of G are real and for each
zero yo € {Va,—va,nm : n € Z} of G we have A(yo) = F(yo)G(yo) > 0 by reversing the
arguments above. We only have to note that A is an even function. So no additional analysis
is needed for negative n € Z. Therefore, every zero of H has negative real part by Theorem
3.1.(c). Asymptotic stability now follows from Theorem 2.3. O

3.3 (Asymptotic) stability region

Now combining Theorem 3.3, 3.4 and 3.5, all values of b # 0 and a € R are determined such that
y = 0 is asymptotically stable for (11). See figure 2 for a part of this region. Every k € NU {0}
defines a set A, C R? such that y = 0 is asymptotically stable for (11) if (a,b) € A by using
Theorem 3.4 and 3.5. In this case Ay, is a triangle. All values of ¢ € R and b # 0 for which y = 0
is asymptotically stable for (11) consists of infinitely many triangles Ay that alternate around

= 0 and they 'grow bigger’ as a — co. We denote S = (i, Ak as the asymptotic stability
region. So what does Figure 2 exactly say? It tells us that a point (a,b) is in the interior of one
of those triangles (i.e. (a,b) € S) if and only if y = 0 is asymptotically stable for (11).

100+

501

=501

- 1001

-1501

Figure 2: Asymptotic stability region.
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An interesting matter to examine is how the solution of (11) behaves on the boundaries of the
triangles. The lines that overlap the boundaries are explicitly given by b, (a) = (—1)"(n?7? — a)
(n =0,1,2,...) by Theorem 3.4 and/or 3.5. A few lines are plotted in Figure 3. The yellow
line corresponds with n = 0, the red line corresponds with n = 1, the blue line corresponds
with n = 2, the green line corresponds with n = 3, the purple line corresponds with n = 4 and
the brown line corresponds with n = 5. Figure 4 shows the asymptotic stability region that is
enclosed by by, (a) = (—=1)"(n?r? — a). Interestingly, these lines coincide with the following:

Substituting A\ = iw with w € R in A% + a + be~* = 0 results in

{—w2 +a+bcos(w) =0

bsin(w) =0 (a7)

by separating the real and imaginary part. Now, sin(w) = 0 if and only if w = k7 with k € Z
and therefore a = w? — beos(w) = k?7% — b(=1)* or br(a) = (—1)*(k*x? — a). Note that
bp(a) = b_i(a) for k € Z. So there are infinitely many branches/lines b, (a) = (=1)"(n?*7? — a)
with n € {0,1,2,...} such that the characteristic equation has (at least) two purely imaginary
solutions, namely A = £inw. Note that the complex conjugate is also a solution;

()’ +a+be P =2 +a+be bt =pfatbet=0=0
if 42 + a 4+ be™™ = 0. We have the following lemma that makes the preceding more explicit.
Lemma 3.6. There exists a purely imaginary solution A\ = iw of A2 4+ a + be™* = 0 if and only
if (a,b) € {(z,y) € R?:y = (—1)*(k*x2 — z)} for some k € Z.
Proof. First, suppose that A = iw (w € R) is a purely imaginary solution. Then w = k7 for some
k € Z by the second equation of (17). This implies a = k*72 —b(—1)* or b = (=1)* (k%72 —a) by
the first equation of (17), so that (a,b) € {(z,y) € R? : y = (=1)¥(k?x% — 2)} for some k € Z.

Now assume that (a,b) € {(z,y) € R?:y = (—=1)*(k*7? — )} for some k € Z. Set A = ikm and
substitute it in A2 4+ a + be™ = 0. Then sin(k7) = 0 and —k%72 + a + (—1)% (k%72 —a) = 0.
So A = ik7 satisfies both the equations of (17) and therefore A = ik7 satisfies the characteristic

equation. Hence, there exists a purely imaginary solution of A2 + a + be ™ = 0. O
1007
b 5

-501

-100-

Figure 3: Critical lines.
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-1007

Figure 4: Asymptotic stability region enclosed by critical lines.

With this being said, there are therefore (at least) two purely imaginary solutions of A% 4 a +
be=> = 0 on the critical lines shown in Figure 3. Let Cj, = {(z,9) € R? : y = (=1)*(k?7% — 1)}.
Then purely imaginary solutions of the characteristic equation exist if and only if (a,b) € Cy for
some k € Z by just rephrasing Lemma 3.6. In this case purely imaginary solutions are A = £k
Keep in mind that the complex conjugate also is a solution. Also note that Cy = C_j, for all
k € Z. So we can restrict ourselves to Cy, for n =0,1,2, ...

The asymptotic stability region was already denoted by S. For clarification: (a,b) € S if
and only if y = 0 is asymptotically stable for (11).

Theorem 3.7. If (a,b) ¢ ;2 , C,, US, then y = 0 is unstable for (11).

Proof. We prove by contradiction. Assume that (a,b) ¢ |J;2, C,,US and suppose y = 0 is stable
for (11). Then (a,b) € (,—y(Cn)°NS. Let A be an arbitrary solution of A24+-a+be~* = 0. Then
R(\) < 0, otherwise y = 0 would have been unstable by Theorem 2.3. However, (a,b) ¢ C,
for all n € NU {0}. So we must have R(A) < 0 by Lemma 3.6. This implies that y = 0 is
asymptotically stable by Theorem 2.3 and that (a,b) € S. This is a contradiction. Therefore,

y = 0 is unstable for (11). O

Theorem 3.7 indicates that instability of y = 0 for (11) occurs when (a,b) ¢ |, Cr U S.
However, there may be more values for a and b such that y = 0 is unstable. The remaining candi-
dates for instability or stability of y = 0 are the points (a,b) € |J,;~, Cyn. The lines C,, are tricky,
because on these lines the characteristic equation A2 4+ a + be™ = 0 has (at least) two purely
imaginary solutions A = +inw. We already know for a fact that asymptotic stability of ¥y = 0 can
not occur if (a,b) € |J;2, Cr. Repeating the results up until now will probably give more clarity:

Solet S1, = {(a,b) € R?: (2k)*7? < a < (2k+1)*7%, 0 > b > max{(2k)*7*—a,a—(2k+1)?n?} }
and Sy = {(a,b) € R? : (2k+1)*1% < a < (2k+2)%7%, 0 < b < min{a—(2k+1)?, (2k+2)?—a}}.
Then S = {Jp—, S1,5USa is the asymptotic stability region. The points (a,b) € S are precisely
the values for a and b such that y = 0 is asymptotically stable for (11). This was proven by
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Theorem 3.4 and 3.5. Moreover, let C,, = {(z,y) € R? : y = (—1)"(n?r? — z)} for n € NU {0}.
If (a,b) ¢ U, Crn US, then y = 0 is unstable for (11). Therefore, the stability type of y = 0
has so far been determined for all (a,b) € R?\ o>, C,.

The remaining question is: Is y = 0 stable or unstable for (11) if (a,b) € U, Crn? In this
case the characteristic equations become

M4 a+ (—1)"(n?*r? —a)e ™ =0, (n=0,1,2,...) (18)

because b = (—1)"(n?7? — a). It has already been shown that A\ = +inm are purely imaginary
solutions of (18). But what about the other zeros? The zeros determine the (in)stability of
y = 0 of (11). However, in this case there are two parameters a and n that can change the
distribution of the zeros. Unfortunately, Theorem 3.1 can not be used because it gives necessary
and sufficient conditions about the zeros lying in the open left half plane. And equation (18)
has purely imaginary solutions for all ¢ € R and n € N. So Theorem 3.1 needs to be modified
to give a statement about the closed left half plane or something else needs to be found that
potentially can help. It turns out that the stability can be determined for a part of | J;2, C,,
without the Theorem of Pontryagin.

Let the boundary of the asymptotic stability region S be denoted by 95. So 0S5 consists of
the boundaries of the triangles in Figure 2. Then it turns out that y = 0 is stable for (11) if
(a,b) € 95\ {(0,0)} as it will soon be shown why. We already know that y = 0 is stable for (11)
if b =0 and a > 0, because then y(t) = ¢; cos(ty/a) + casin(ty/a) is the general solution with
c1,c2 € R. So the case b # 0 is left to be considered. Before we can show stability of y = 0 on
0S5, we need a few results.

Theorem 3.8. The functions t*e*! k = 0,1,2...,m — 1, are solutions of equation (11) if and
only if Ao is a root of multiplicity at least m of the characteristic equation A\> + a 4+ be™* = 0.

This theorem was already proven in [2] and in [1] for the equations y'(t) + ay(t — 1) =0
and y'(t) + ay(t) + by(t — 1) = 0, respectively. The theorem also holds for our equation
y"(t) + ay(t) + by(t — 1) = 0 and the proof is analogue to the proofs in [2] and in [1].

Proof. Introduce the linear operator, defined on the (complex) differentiable functions, by
L(y) = y"(t) + ay(t) + by(t — 1) and let H(\) = A\? + a + be~*. Then

k
L(tke/\t) -7 (;/Vg(eAt)>

j=0
"k
A k—j 17(5)
= JtTTITHY) (M),
2 ()
ji
by using the General Leibniz Rule and noticing that % commutes with L.

Assume ) is a root of multiplicity at least m. Then H®)(\g) = 0 for all k € {0,1,...,m — 1}
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by Definition 2.4. Therefore, L(tFe*?) = 0 for all k € {0,1,...,m — 1} by the equation above.
Consequently, y(t) = t*e?ot is a solution of equation (11) for k = 0,1,2....,m — 1.

If the functions tfe*?, k = 0,1,2...,m — 1, are solutions of equation (11), then L(tFe*?) =0
for all k € {0,1,...,m — 1}. This implies that H*)(X\g) = 0 for all k € {0,1,...,m — 1} by the
equation above. Thus, Ag is a characteristic root of multiplicity at least m. O

The general solution of a linear delay differential equation was mentioned in Section 2.3,
but we chose not to go in detail until now. It turns out that the general solution of (11) is an
infinite linear combination of such solutions in Theorem 3.8 under suitable conditions to ensure
convergence. To make it more precise, consider problem (11) with initial function y(t) = ()
on [—1,0]. Then

[e.e]
y(t) = Z apt™ et
k=1

is the solution of problem (11) where aj, € C are coefficients depending on v (t) and n; € NU{0}
are non-negative integers depending on the multiplicity of the characteristic root Ax. The roots
A do not have to be distinct in the sum! The coefficients a; are determined using Laplace
transforms. Some of these results can be found in Hale and Lunel [1] and in Bellman and Cooke
8].

Theorem 3.9. If (a,b) € 95\ {(0,0)}, then y = 0 is stable for (11).

Proof. We only have to consider the case b # 0.

Suppose (a,b) € 95\ {(0,0)} € U,~,Cn, then the purely imaginary characteristic roots are
necessarily of the form A\ = ikm for some k£ € Z. This is immediate clear from (17). Further-
more, let H(\) = A2 + a + be™ then H'()\) = 2\ — be™*. Suppose H'(ikm) = 0, then it follows
that 2¢km = +b. This is a contradiction as the left hand side is purely imaginary and b is a real
number unequal to zero. Hence, A = ik is a root of multiplicity 1 of the characteristic equation.

It is well known that the roots A = A(a,b) of A2 + a + be™ = 0 depend continuously on
a € R and b # 0. Now assume that there is a root of the characteristic equation with positive
real part if (a,b) € S\ {(0,0)}. Then there is a purely imaginary solution x = u(a,b) € C of
the characteristic equation for some (a, 13) € S by continuity of the roots and by the fact that
in S all characteristic roots A € C satisfy R(A) < 0. This is now forms a contradiction because
R(u(a,b)) = 0 with (a,b) € S. Therefore, all roots of A2 + a + be™ = 0 have real part less or
equal to zero if (a,b) € 95\ {(0,0)}.

We know that the general solution of (11) has the form y(t) = > 72, a;t" etit. Since all purely

imaginary roots A = ikm have multiplicity are no solutions of (11) with m > 1. And
the corresponding solutions of the characteristic root A = ikm are cos(knt) and sin(knt) which
are periodic functions. This follows from Theorem 3.8. Therefore, the general solution of (11)
can be written as

1’ tmeikﬂt

[e.e]
y(t) = p(t) + Z at™ et
=1

with p(t) a periodic function and characteristic roots A; € C satisfying R()\;) < 0 for all [ € N.
We have tlim ait™eMt = 0 for all I € N. Moreover, pa] a;t™eMt is uniformly convergent for
—00

all t > —1 as R(N\;) < 0 for all [ € N (see Theorem 6.5 in [8]). Therefore, y(t) — p(t) as
t — oo. Hence, the solution y(t) converges to a periodic solution and therefore y = 0 is stable
for (11). O
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The stability region has now been expanded a bit. We have the following statement.

Corollary 3.10. Let S be the asymptotic stability region defined implicitly by Theorem 3.4
and 3.5. If (a,b) € (SUIS)\{(0,0)} = S\ {(0,0)}, then y = 0 is stable for (11) where S denotes
the closure of S.

What still remains to be studied is the stability of y = 0 of (11) when (a,b) € |J22, Cp \ S.
Unfortunately, until this day this is still an open problem. This is not the end, because a nu-
merical scheme for (11) will be presented in Section 4. In particular, numerical solutions of (11)
will be shown for (a,b) € Jo~;C, \ S. And then presumptions can be made based on these
solutions. Although there is not a mathematical proof for (in)stability if (a,b) € ooy Cn \ S,
the numerical solutions might give a good indication whether y = 0 is stable or unstable. See
Section 4 for more information. (For now, our guess is that y = 0 is unstable for (11) because,
visually by Figure 4, all points (a,b) € [Joo, C,\ S are surrounded by points (a, b) ¢ Upo CrUS
such that y = 0 is unstable for y”(t) + ay(t) + by(t — 1) = 0 by Theorem 3.7.)

Thus far, we have only restricted ourselves to the case of stability of y = 0. Now what about
the stability of other equilibrium points of (11) other than zero? Equilibrium points satisfy the
equation y/(t) = 0. This implies that y(t) = ¢ for some ¢ € R and that ¢ is an equilibrium point.
The following lemma gives a necessary and sufficient condition for the existence of nontrivial
equilibrium solutions.

Lemma 3.11. Let a,b # 0. There exists an equilibrium solution g(¢) = ¢ of (11) with ¢ € R
arbitrary if and only if a +b =10

Proof. Let ¢ € R be arbitrary. If §(¢t) = ¢ € R is equilibrium solution of (11), then ¢”(¢) = 0.
So that (11) becomes ajj(t) + bj(t — 1) = 0. This implies §(¢) = —25(¢ — 1). This is a difference
equation. The corresponding auxiliary equation is )\+g = 0. Hence, 9(t) = d(—%)t with d,t € R
is the general solution of g(t) = —gg)(t — 1). Therefore, ¢ = g(t) = d(—g)t for all ¢ € R which
implies that —3 =1 (and ¢ = d). And of course, —3 =1 if and only if a + b = 0.

Suppose a + b = 0, then (11) becomes y"(t) + a(y(t) — y(t — 1)) = 0. It is directly seen
that §(t) = ¢ € R is an equilibrium solution for all ¢ € R. O

So nontrivial equilibrium solutions exist if and only if a + b = 0, and then the equilibrium
points are y(t) = ¢ with ¢ € R arbitrary.

Theorem 3.12. If (a,b) € (9SNCp) \ {(0,0)}, then y(t) = ¢ is a stable equilibrium solution of
(11) for all ¢ € R.

Proof. Let ¢ € R be arbitrary and assume that (a,b) € (05 N Cp) \ {(0,0)}. Then a +b =0 as
(a,b) € Co = {(z,y) € R? : y = —z}. So y(t) = c is an equilibrium solution of (19) by Lemma
3.11.

y(t—1) (because b = —a)
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Hence, the stability of y(t) = ¢ of (11) is equivalent to the stability of w(t) = 0 of w”(t) +
aw(t) + bw(t — 1) = 0. Since (a,b) € 95\ {(0,0)}, we have that w(t) = 0 is stable for
w”(t) + aw(t) + bw(t — 1) = 0 by Theorem 3.9. Therefore, y(t) = ¢ is a stable equilibrium
solution of (11). O

The proof in Theorem 3.12 actually tells us that the stability of nontrivial equilibrium solu-
tions of (11) are equivalent to the stability of y(t) = 0 of (11) if (a,b) € C.

All in all, Figure 5 shows visually the results that we obtained. The gray area contains the
values for a and b such that y = 0 is unstable for (11). The blue area without boundary contains
precisely all values for a and b such that y = 0 is asymptotically stable for (11). The red lines
contain the values for a and b such that y = 0 is stable for (11). The stability of y = 0 is still
unknown on the black lines (that are not the coordinate axes). Note that this is not the whole
(a,b) plane, but the structure in Figure 5 is the same for larger a.

Figure 5: Grey region indicates instability, red lines indicate stability, blue region indicates
asymptotic stability and the stability is unknown on the black lines.

3.4 Stability of a harmonic oscillator with arbitrary delay

So far, the qualitative properties of y”(t) + ay(t) + by(t — 1) = 0 has been thoroughly studied.
In particular, the stability type of ¥ = 0 is determined for various (a,b) € R2. In this case the
delay r > 0 was chosen to be equal to 1. Now what about other delays » > 0?7 What can be
said about the stability of

y'(t) + ay(t) + by(t —r) =0 (19)
with an arbitrary delay r > 07

Now let » > 0 be arbitrary and fixed. To say something about the (asymptotic) stability
and instability of (19), it is useful to use Theorem 2.3. Substituting y(t) = e* in (19) results in
the characteristic equation

M ta+be =0 (20)

with A € C and r > 0.
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So the question again is: for what choices of a and b will the equilibrium solution y = 0 be
(asymptotically) stable or unstable for (19)7 This question can be directly translated in relation
to the characteristic equation A2 + a\ 4+ be™*" = 0 by Theorem 2.3. Studying the distribution
of the zeros of (20) can be troublesome as it was seen in previous sections. It actually looks
more difficult now as we now have an extra parameter r > 0. However, this will not entirely be
the case. The results in previous subsections will be used to answer stability questions around
equation (19).

The first step is writing (19) in the form of a delay differential equation with delay equal to

1. This can be done by a coordinate transformation 7 = . Now define y(t) by y(t) = §(7(t)).
Then
d dr 1
/ _ Y 2D — ()=
Y0 = ) T =)
1d dr 1
ey 29y Ty — Al -
Y6 = i (r(0) - S0 = ') .
e N
e=n =i ) =it -

Therefore, (19) is equivalent to
§'(7) +ar?y(r) +br?g(r —1) =0, 7 > 1 (21)
The following remark is important for studying stability properties of (19).

Remark 3.1. We have lim y(¢) = 0 if and only if lim g(7) = 0, because ¢t — oo if and only
t—o00 T—00

if 7 — oo. Hence, § = 0 is asymptotically stable for (21) if and only if y = 0 is asymptotically
stable for (19).

With this being said, it is now possible to obtain the asymptotic stability region for (19).
The following two theorems determine this region for a fixed delay r > 0.

Theorem 3.13. Let > 0 be the delay and assume b < 0. Then the zero solution of (19) and
(21) is asymptotically stable if and only if @ > 0, and there exists a k € NU {0} such that

2km < Var? < (2k+ 1)w
and

br? > max{(2k)?7w? — ar?, ar? — (2k + 1)%72}.
Proof. Apply Theorem 3.4 to equation (21) (and use Remark 3.1) O

Theorem 3.14. Let r > 0 be the delay and assume b > 0. Then the zero solution of (19) and
(21) is asymptotically stable if and only if @ > 0 and there exists a k € NU {0} such that

2k + 1)m < Var? < (2k+2)7
and

br? < min{ar? — (2k + 1)72, (2k + 2)?7% — ar?}.
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Proof. Apply Theorem 3.5 to equation (21) (and use Remark 3.1) O

The asymptotic stability regions for fixed delays r > 0 look the same as the asymptotic
stability region when r = 1. See Figure 6 and 7 for a part of the asymptotic stability regions
with delay r = 2 and r = 4, respectively. Note that the triangles keep alternating around
b = 0, but they get substantially ’smaller’ when r gets bigger. But that doesn’t mean that
asymptotic stability should occur with » = 4 when asymptotic stability occurs when » = 2 or
exactly the opposite. For example, if (a,b) = (16, —1), then y = 0 is asymptotically stably for
(19) with 7 = 2. One can check this visually in Figure 6 or choose k = 1 in Theorem 3.13 and
check the conditions. However, y = 0 is not asymptotically stable for (19) with » = 4 when
(a,b) = (16, —1). One can check this visually in Figure 7 or check that the conditions do not
hold in Theorem 3.13. The zero solution is actually unstable in the latter case as it will be
shown later in Theorem 3.16. So changing the delay r > 0 might change the stability of y = 0
for fixed (a,b) € R2.

30+ 107
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Figure 6: Asymptotic stability region Figure 7: Asymptotic stability region
with r = 2. with r = 4.

It should be no surprise that these stability regions are enclosed by ’critical’ lines as it was
the same case with » = 1. The lines are given by b,(a) = (—1)" (”2“2 —a) forn =0,1,2,... This

r2

can be derived from Theorem 3.13 and/or 3.14 or by substituting A = iw in the characteristic
equation (20) with w € R. Substituting A\ = iw in A% + a + be™" = 0 results in

—0.02 +a+ beos(wr) =0 (22)
bsin(wr) =0
by separating real and imaginary parts. We have bsin(wr) = 0 if and only if w = “F for

2.2

n € NU{0}. So, indeed, b, (a) = (—1)”("73r — a) for n =0,1,2, ... by the first equation of (22).
The asymptotic stability regions that are enclosed by these lines are partially shown in Figure
8 and 9 with r = 2 and r = 4, respectively. The yellow line corresponds with n = 0, the red line
corresponds with n = 1, the blue line corresponds with n = 2, the green line corresponds with
n = 3, the purple line corresponds with n = 4 and the brown line corresponds with n = 5.
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Figure 8: Asymptotic stability region Figure 9: Asymptotic stability region
enclosed by critical lines with r = 2. enclosed by critical lines with r = 4.

2

Let Cp, = {(x,y) eER?:y= (—1)"("77{2 — a)} with n € NU {0} and r > 0. Then the

following lemma is a generalization of Lemma 3.6, but now for arbitrary delays r > 0.

Lemma 3.15. Let r > 0. There exist a purely imaginary solution A = iw of A2 4+ a +be ™" =0
if and only if (a,b) € C,, for some n € NU {0}.

The proof is analogous to the proof of Lemma 3.6.

Proof. First, suppose that A = iw (w € R) is a purely imaginary solution. Then w = k% for some
k € Z by the second equation of (22). This implies b = (—1)* <% — a) by the first equation of
(22). Note that C_;, = C}, for all j € Z, so that (a,b) € C,,, for some n € NU {0}.

Now assume that (a,b) € C,,, for some n € NU{0}. Now set A =iy (y € R) and substitute it
in A?+a+be* = 0. Choose y = “Z, then sin(yr) = 0 and B (—1)2"(% —a)=0.

T
So A = "% satisfies both the equations of (22) and therefore A = i%" satisfies the characteristic

equation. Hence, there exists a purely imaginary solution of A2 + a + be ™ = 0. O

Denote S, by the asymptotic stability region that depends on the delay r > 0. So (a,b) € S,
if and only if y = 0 is asymptotically stable for (19). S, contains all the values for a,b # 0 such
that y = 0 is asymptotically stable for (19). Theorem 3.13 and 3.14 give the explicit region S,..
One can expect that Theorem 3.7 also holds for arbitrary delays r > 0. That is indeed the case.

Theorem 3.16. Let r > 0. If (a,b) ¢ |J;—; Cr,r U Sy, then y = 0 is unstable for (19).
The proof is analogous to the proof of Theorem 3.7.

Proof. We prove by contradiction. Assume that (a,b) ¢ |J,2,Ch, U S, and suppose y =0
is stable for (19). Then (a,b) € (2 y(Cnr)® N (Sr)° Let A be an arbitrary solution of
A2+ a+be ™ =0. Then R(\) < 0, otherwise y = 0 would have been unstable by Theo-
rem 2.3. However, (a,b) ¢ C,,., for all n € NU{0}. So we must have R(\) < 0 by Lemma 3.15.
This implies that y = 0 is asymptotically stable by Theorem 2.3 and that (a,b) € S,. This is a

contradiction. Therefore, y = 0 is unstable for (19). O
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As we can see, the proofs of Lemma 3.15 and Theorem 3.16 are essentially identical to the
proofs of Lemma 3.6 and Theorem 3.7, respectively. Hence, we will now only state the remaining
stability results of equation (19) without proofs as the proofs are also almost identical to the
proofs of the corresponding theorems in the previous section. The detailed proofs are given in
Appendix B with some additional results.

Theorem 3.17. Let r > 0 be the delay. If (a,b) € 05, \ {(0,0)}, then y = 0 is stable for (19).

Theorem 3.18. Let r > 0 be the delay. If (a,b) € (05, N Co,) \ {(0,0)}, then y(t) = e is a
stable equilibrium solution of (19) for all e € R.

Hence, the stability structure of the y”(t) + ay(t) + by(t — r) = 0 is similar to the stability
structure of y”(t) + ay(t) + by(t — 1) = 0. To be more specific, everything in Figure 5 also holds
for 3 (t) + ay(t) + by(t — r) = 0 but scaled appropriately according to r > 0.

3.5 Stability of a harmonic oscillator with delay and damping

With all the results that are obtained so far, it is also possible to give a statement about the
stability of a harmonic oscillator with a damping. Let § > 0 be the damping coefficient and
consider the delay differential equation

y" () + 6y (t) + ay(t) + by(t — ) =0, (23)

with delay » > 0. Intuitively, there is now a damping in a mass springs system with delayed
feedback and the influence of this damping is dy/(¢). Equation (23) is of course different than
all the other delay differential equations that have been considered until now, because there is
a new term 0y'(t). However, the following transformation makes it possible to give a statement
about the stability of y = 0 of (23).

Let y(t) = e‘gtz(t), with z(t) a smooth function, be a solution of (23). The goal is to de-
rive a delay differential equation for z(¢) that has the form of (11), so that Theorem 3.4 and 3.5
are applicable. We have

V() = —2e bt + e B0),
(52 ) ) )
y'(t) = Ze_itz(t) —de 2t (t) + e 22" (t),

and therefore

0=y"(t) +0y'(t) +ay(t) + by(t — )
2 2
= e‘gtz”(t) + %e‘gtz(t) — %e‘gtz(t) + ae‘gtz(t) + be_%(t_r)z(t —7)

_—— [z”(t) + (a - T)z(t) + bes"x(t — r)].

Hence, we obtain
2

Z(t) + <a - i)z(t) +bes"z(t — 1) =0, (24)

Now let z(t) = 2(7) with 7 = . Then (24) becomes

(1) + (a - f)r%(t) +br2esTi(r — 1) = 0. (25)
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Equation (25) is derived similarly as equation (21).

Now lim z(¢t) = 0 if and only if lim 2(7) = 0. Moreover, lim y(¢t) = 0 if lim z(¢t) = 0.
PN T—00 t—00 t—o00

"
So lim y(t) = 0 if lim Z(¢) = 0. But then asymptotic stability of Z = 0 of (25) implies asymp-
t—00 t—o00

totic stability of y = 0 of (23). Note that asymptotic stability of y = 0 of (23) does not imply
that Z = 0 is asymptotically stable for (25).

Theorem 3.4 and 3.5 can be applied to equation (25) to find values for a,b € R such that

y = 0 is asymptotically stable for (23). Let a = (a - %)7“2 and b = br2e5” such that (25) is

equivalent to R
2'(t) + az(t) + b2(r — 1) = 0.

This will give the following sufficient (but not necessary) conditions for asymptotic stability of
y = 0 for (23) with four parameters a,b € R and r,0 > 0:

There exists a k € NU {0} such that

b <0,

a >0,

2km < Va < (2k +1)7 and

b > max{(2k)*r? — a,a — (2k + 1)%x?},
or

b>0,

a >0,

(2k + )7 < Va < (2k + 2)7 and

b < min{a — (2k + 1)%72, (2k + 2)%7x% — a}.
If r =6 =1, then Figure 9 is obtained that indicates some values for a and b such that y = 0

is asymptotically stable for (23). Note that these values are not all values for a and b for which
y = 0 is asymptotically stable.

Figure 10: (r = § = 1) Blue region indicates asymptotic stability of y = 0 for (23).
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4 Numerical Solution

Now that the stability of y”(t) + ay(t) + by(t — r) = 0 has been studied, it will be satisfying if
the solutions coincide with the results in Chapter 3. Comparing the results of Chapter 3 with
solutions requires the solutions to be defined for longer periods of time. However, it will soon be
made clear that exact solutions are not easily found for large periods of time. Thus, a numerical
method needs to introduced in order to obtain a solution defined on a large interval.

4.1 An attempt solving DDE of a harmonic oscillator analytically
Solving the delay differential equation
y'(t) + ay(t) + by(t —1) = 0, 0 < ¢ < M, (26)
y(t) = ¢(t), —1 <t <0,

on an interval [—1, M] can be done by the Method of Steps with M € N. Nevertheless, this
method will make clear that numerical methods are needed when M > 0.

Let a > 0 and suppose ¢ = 1, so that y(t) =1if —1 <t <0.
Now assume that 0 < ¢ < 1, then —1 < ¢ —1 < 0 so that y(t — 1) = 1 for all t € [0,1].
Consequently, we obtain the initial value problem

y'(t) +ay(t) +b=0, te0,1], (27)
y(0) =1,
y'(0) =0,

on [0, 1]. Setting y,(t) = ¢ € R and substituting it in (27) gives ¢ = —g. So a particular solution
of (27) is y,(t) = —2. Then the general solution of (27) is y(t) = c1 cos(v/at) + ca sin(y/at) — 2,
since y(t) = c1cos(y/at) + cosin(y/at) is the general solution of the homogeneous equation
y" +ay = 0. We also have 1 = y(0) = ¢; — 3, socp =1+ 3. And 0 = ¢/(0) = e2v/a, so c2 = 0.
Therefore, the solution of the initial value problem (27) is §i(t) = (1 + 2) cos(v/at) — & and §(t)
satisfies (26) on [0, 1]

Now assume 1 < ¢ < 2. Then 0 < t—1 <1 so that y(t —1) = g(t — 1) for all t € [1,2].
Consequently, we obtain the initial value problem

(a+0b)cos(va(t—1)) —b

y'(t) + ay(t) +b- " =0, tell,2], (28)
(1) = 1) = CHVCWVD 2P
(1 = 1) = -Vt D)

on [1,2]. It is directly seen that problem (28) is not easily solved, so moving over to numerical
computations would for now be a better idea. Nevertheless, these steps can be repeated for
te[(n—1),n] with n € N.

This procedure above is called the Method of Steps for obvious reasons. The whole interval
is divided into sub-intervals and then the original problem (26) is solved on those sub-intervals.
In this case it was not worth it solving it any further after one step, let alone the next steps. The
(obvious) alternative to obtain a solution of (26) for M > 0 is approximating it by numerical
computations. A numerical scheme needs to be introduced for this.
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4.2 Numerical method

The Method of Steps has shown that the sub-problems of (26) contain a ordinary differen-
tial equation with a complicated nonhomogeneous term. One can solve all these sub-problems
numerically to obtain a approximation for (26) by ’concatenating’ the approximated solutions
defined on the sub-intervals. That might take some work, so introducing a numerical method
that relates directly to (26) might be a better idea.

Let h > 0 be the step size. Then in order to approximate the solution of (26), the time in-
terval is divided into a set of discrete points ¢, = nh, n =0,1,2, ... Let 3, be the approximation
of y(t,) with y(t,) the solution of (26) at time t¢,. The equation y"(t) 4+ ay(t) +by(t—1) = 0is a
second order delay differential equation. So there needs to be a formula Q(h) that approximates
the second derivative y”(t). The central-difference formula

oyt +h) —2y(t) +y(t —h)

Q(h) = - (29)

can be used to approximate y”(t). The error in this formula is O(h?). See Chapter 3 in [6] for
more information about numerical differentiation and see Section 3.6 in [6] for the derivation of
(29).

Then y(t,) ~ yn and " (t,) =~ y’”l_zﬁb’% by (29). Furthermore, t,—1 =nh—1 = (n—%)h =

t,_1. Therefore, y(t, — 1) = y(tn_ 1 ) ~ Yy 1 Now by substituting these approximations in

1.
3
(26), the following numerical method is obtained

Ynt1 = 2Yn — Yn—1 — h* (ayn + byn,%) (30)

to approximate solutions of (26).

4.3 Numerical solutions

It is now possible approximating the solution of (26) by using method (30). Let for example
¢(t) = sin(t) be the initial function. Choosing another initial function is also possible obviously.
However, the problem being considered now is

y'(t) +ay(t) +by(t —1) =0, t >0, (31)
y(t) =sin(t), —1 <t <0.

See Appendix A for the implementation of method (30) for problem (31).

The solution will of course depend on a and b. Recall the asymptotic stability region S of
y = 0 and the critical lines C, in Section 3.3. The results in that section should coincide with
the numerical solutions of (26). Specifically, tli>r& g(t) = 0 if (a,b) € S, y(t) converges to a
periodic function if (a,b) € 95\ {(0,0)} and y(t) diverges as t — oo if (a,b) ¢ U~ Cr U S
where g(t) is the numerical solution. A part of the asymptotic stability region with the critical
lines will be shown again for the sake of convenience. See Figure 11.
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-100-

Figure 11: Asymptotic stability region enclosed by critical lines (r = 1).

The following figures show some numerical solutions on [—1,20]. It will be directly clear
whether the solution is periodic, converges to zero or diverges.

(Numerical) solution witha =25and b =1 (Numerical) solution with a = 25 and b = -1

15

10}

0.5 -

> > 00
—0.4}
-05¢
-0.6
-0.8 —1or
-1.0 L . L L -15 L
-5 0 5 10 15 20 -5 0 5 10 15 20
t t
Figure 12: Numerical solution with a = 25 Figure 13: Numerical solution with a = 25
and b = 1. and b= —1.

Figure 12 shows the numerical solution with a = 25 and b = 1. In this case, (25,1) € S and
the solution does indeed converge to zero. As opposed to this, Figure 13 shows divergence for
a =25 and b = —1. This also coincides with the results in Section 3.3 (Theorem 3.7).

Figure 14 and 15 show the numerical solution for (a,b) = (5,—1) and (a,b) = (5,—10), re-
spectively. The behaviour of the solutions agrees with the results in Chapter 3.3.
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(Numerical) solution witha =5 and b = -1 (Numerical) solution witha = 5 and b = -10

20000

—20000 |-

—40000 |

—60000 |

—80000 |-

—100000 -

-1.0 L L ’ ’ —120000
-5

Figure 14: Numerical solution with a =5 Figure 15: Numerical solution with a =5
and b= —1. and b = —10.

We now turn to the the boundary of the asymptotic stability region S and the lines C,.
Recall that the lines C,, were defined by C,, = {(z,y) € R? : y = (=1)"*(n?r? — z)} and that
98 C Uy Cr. We have for example (100, —972+100) € C5NdS and (150, —972+150) € C5\0S.
See Figure 11 where C3 is the green line. Hence, y = 0 is stable with @ = 100 and b = —972 4100
by Theorem 3.9. Figure 16 shows indeed the stability of y = 0 whereas Figure 17 shows instability
of y =0.

(Numerical) solution with a = 100.0 and b = 11.17 (Numerical) solution with a = 150.0 and b = 61.17

04 200000

02l | 150000 |
100000 -
0.0+
50000
—0.2} 4
> - ol
=04+t 4
—50000
-0.6F
—100000 |-
-0.8F —150000 |
-1.0 L L L L —200000 L
-5 0 5 10 15 20 -5 0 5 10 15 20
t t
Figure 16: Numerical solution with a = 100 Figure 17: Numerical solution with a = 150
and b = —972 + 100. and b = —972 + 150.

Remember that the stability is still unknown for (a,b) € ;2 , Cp \ S. Trying two more values
for (a,b) € U,y Cr \ S might give an indication whether y = 0 is stable or unstable. Two
more solutions are shown in Figure 18 and 19 and they diverge for (50, —72 +50) € C; \ 95 and
(150, —257% + 150) € C5 \ 99, respectively. See Figure 11 where C is the red line and Cj is the
brown line.

Now, one can guess that y = 0 is unstable for (11) if (a,b) € U,~,Cr \ 0S. However, we still

have to be critical as there are numerical errors we have to take into account. And, of course, a
mathematical proof is necessary before one can say that y = 0 is (un)stable on [ J;~,Cy \ 0S.
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6 le7 (Numerical) solution with a = 50.0 and b = 40.13

Figure 18: Numerical solution with a = 50
and b = —72 + 50.

15 le9 (Numerical) solution with a = 150.0 and b = -96.74

1.0}

0.5+

-1.0-

~15 n . L I
-5 0 5 10 15 20

Figure 19: Numerical solution with a = 150
and b = —2572 + 150.

Finally, some solutions are shown that are periodic and have a double period for large enough
t > 0. These solutions occur, for example, on the points B, C, D and F (Figure 11). This happens
because there are four purely imaginary roots of the characteristic equation A\> + a + be™ = 0,
namely A £ ikm and A = +i(k + 1)x for some k € N if (a,b) € {B,C, D, E}. The corresponding
solutions are cos(kmt),sin(knt), cos((k + 1)m) and sin((k + 1)nt). If (a,b) = A, then there are
only two non-zero purely imaginary roots A\ = =im, because A = 0 is the other ’imaginary’
solution. Generally speaking, double periodic solutions arise on the vertices of the triangles
where two critical lines intersect, except for point A as shown in Figure 11. We have the
following coordinates for A, B,C, D and E and the solution is shown in Figure 20 and 21 for

(a,b) = C and (a,b) = E, respectively.

04 (Numerical) solution with a = 64.15 and b = -24.67 04 (Numerical) solution with a = 202.33 and b = -44.41

02f 02f
00} i 00}
-0.2} - -02}
> >
-0.4} , 0.4}
-0.6} , 0.6}
-0.8} , 0.8}
-=1.0 L L L L =1.0 I
-5 0 5 10 15 20 -5 0 5 10 15 20

Figure 20: Numerical solution with (a,b) = C. Figure 21: Numerical solution with (a,b) = E.
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5 Conclusion and discussion

In this thesis we have looked at the stability type of y = 0 for the delay differential equation
y"(t) + ay(t) + by(t — 1) = 0 with a,b € R. The solution of y”(t) + ay(t) + by(t — 1) = 0 is of
course dependent on a and b, and so is the stability. There are three types of stability that have
been considered: stable, unstable and asymptotically stable. It was, unfortunately, not possible
to determine the stability for all a,b € R, but for the most part we were successful. Figure 5 in
Section 3.3 summarizes visually all the results that have been obtained.

Following this, we were able to generalize the stability problem for y”(t) + ay(t) + by(t —r) =0
for all delays r > 0. This was done by a coordinate transformation for ¢ such that all the results
for y"(t) + ay(t) + by(t — 1) = 0 were indirectly applicable to y”(t) + ay(t) + by(t —r) = 0. It
turned out that the stability structure for arbitrary delays is similar to the stability structure
shown in Figure 5.

It was also possible to make statement about the stability for y” (¢) + 0/ (t) + ay(t) + by(t — r) =0
with d,7 > 0. Some values for a and b were found such that y = 0 is asymptotically stable for
y"(t) + 0y’ (t) + ay(t) + by(t —r) = 0 with § and r fixed.

Subsequently, these results could be verified by numerical solutions. First, a numerical method
was derived for y”(t) + ay(t) + by(t — 1) =0 . Then numerical solutions were shown that all
agreed with the mathematical results.

All in all, the qualitative properties of y”(t) + ay(t) + by(t — 1) = 0 have been discussed. How-
ever, the whole stability problem is not solved yet. So we invite the reader to make an attempt
solving the remaining open problem. Moreover, throughout the thesis the focus was on one delay
differential equation. So the stability of other delay differential equations can be studied for fu-
ture research. Or studying the stability of a perturbed equation 3 (t) + ay(t) + by(t — 1) = f(¢,y)
can also be done by adding a nonlinear term f(t,y). An exponential polynomial also came across
that arose from studying the stability. One can look into general exponential polynomials and
study their roots. There are enough (sub)topics that can be studied concerning delay differential
equations.
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A Python code

import matplotlib.pyplot as plt
import numpy as np

def phi(t):
return np.sin (t)

a =1

b =-1

r = 1 #delay
teind = 20

h = 0.001 #step size
nsteps = int(teind /h)

t = —r1
t_lst = [t]
y_lst = [phi(t)]

for i in range(1l,int(r/h)+1):
y = phi(—r + ixh)
t =t +h

y_lst .append(y)
t_1st .append(t)

for i in range(l,nsteps):
y = 2xy_lst[—1] — y_lst[—2] — h*x*x2x(axy_lst[—1] +
bxy_lst[—int (r/h)—1])
t =1t +h

y-lst .append(y)
t_lst .append(t)

plt.plot(t_lst , y_lst)
plt . xlabel (7t ")
plt.ylabel(’y”)

plt.title (’(Numerical) solution with a = ’ 4+ str(round(a,2)) +

and b = ’ + str(round(b,2)))
plt .show ()
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B Additional theorems with proofs

Theorem B.1. The functions t*e*t, k = 0,1,2...,m — 1, are solutions of equation (19) if and
only if \g is a root of multiplicity at least m of the characteristic equation A2 + a 4+ be™*" = 0.

Proof. Introduce the linear operator, defined on the (complex) differentiable functions, by
L(y) = y"(t) + ay(t) + by(t — r) and let H(A\) = A2 + a + be=*". Then

k
L(tke/\t) _— <8a/\k(e)\t>>

8k
= o)

A AN )
Flwnzzer

7=0

= MZ( )tk THO(N),

by using the General Leibniz Rule and noticing that 537 commutes with L.

Assume g is a root of multiplicity at least m. Then H(k)()\o) =0 for all k € {0,1,...,m — 1}
by Definition 2.4. Therefore, L(tFe*!) = 0 for all k € {0,1,...,m — 1} by the equation above.
Consequently, y(t) = tFe?ot is a solution of equation (11) for k = 0,1,2...,m — 1.

If the functions tfe*?, k = 0,1,2...,m — 1, are solutions of equation (11), then L(tFe*?) =0
for all k € {0,1,...,m — 1}. This implies that H*)(\g) = 0 for all k € {0,1,...,m — 1} by the
equation above. Thus, Ag is a characteristic root of multiplicity at least m. O

Theorem B.2. Le r > 0. If (a,b) € 95, \ {(0,0)}, then y = 0 is stable for (19).

Proof. We only have to consider the case b # 0.

Suppose (a,b) € 95, \ {(0,0)} € U2, Cn,r, then the purely imaginary characteristic roots are
necessarily of the form A = ”“T” for some k € Z. This is immediate clear from (22). Furthermore,
let H(A) = A2 +a+ be™™" then H'(\) = 2\ — be™*". Suppose H'(ikw) = 0, then it follows that
2ikm = +b. This is a contradiction as the left hand side is purely imaginary and b is a real
number unequal to zero. Hence, A\ = ’k“ is a root of multiplicity 1 of the characteristic equation.

It is well known that the roots A = A(a,b) of A2 + a + be™" = 0 depend continuously on
a € R and b # 0. Now assume that there is a root of the characteristic equation with positive
real part if (a,b) € 35S\ {(0,0)}. Then there is a purely imaginary solution u = u(a,b) € C of
the characteristic equation for some (a, 3) € Sy by continuity of the roots and by the fact that
in S, all characteristic roots A € C satisfy ®(\) < 0. This is now forms a contradiction because
R(1u(a,b)) = 0 with (a,b) € S,. Therefore, all roots of A2 + a 4+ be™" = 0 have real part less or
equal to zero if (a,b) € 9S, \ {(0,0)}.

We know that the general solution of (19) has the form y(t) = 372, a;t" eMit. Since all purely

imaginary roots A = MTW have multiplicity 1, tme™ are no solutions of (11) with m > 1. And
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the corresponding solutions of the characteristic root A = ““7” are cos (@) and sin (@) which
are periodic functions. This follows from Theorem B.1. Therefore, the general solution of (19)
can be written as

oo
y(t) =p(t) + Y at" e,
=1

with p(t) a periodic function and characteristic roots A\; € C satisfying R(\;) < 0 for all [ € N.
We have tlim ait™eMt = 0 for all | € N. Moreover, pyast a;t™eMt is uniformly convergent for
—00

all t > —r as R(N\;) < 0 for all [ € N (see Theorem 6.5 in [8]). Therefore, y(t) — p(t) as
t — oco. Hence, the solution y(t) converges to a periodic solution and therefore y = 0 is stable
for (19). O

Lemma B.3. Let r > 0 and a,b # 0. There exists an equilibrium solution ¢y(¢) = e of (19) with
e € R arbitrary if and only if a +b =10

Proof. Let e € R be arbitrary. If 4(t) = e € R is equilibrium solution of (19), then g”(¢) = 0.
So that (19) becomes aj(t) + bj(t — r) = 0. This implies §(¢) = — (¢ — r). This is a difference
—g)% with
¢,t € R is the general solution of §(t) = —gg)(t —r). Therefore, e = y(t) = c(—%)é forallt e R

which implies that —2 =1 (and e = ¢). And of course, —2 =1 if and only if a + b = 0.

a

equation. The corresponding auxiliary equation is A" + g = 0. Hence, y(t) = ¢(

Suppose a + b = 0, then (11) becomes y"(t) + a(y(t) — y(t — 7)) = 0. It is directly seen
that § = e € R is an equilibrium solution for all e € R. O

Theorem B.4. Let r > 0. If (a,b) € (05, NCoy,)\{(0,0)}, then y(t) = e is a stable equilibrium
solution of (19) for all e € R.

Proof. Let e € R be arbitrary and assume that (a,b) € (05, NCp,)\ {(0,0)}. Then a+b=0 as
(a,b) € Cor = {(z,y) € R? : y = —z}. So y(t) = e is an equilibrium solution of (19) by Lemma
B.3.

y(t—r) (because b = —a)

Hence, the stability of y(t) = e of (11) is equivalent to the stability of w(t) = 0 of w”(t) +
aw(t) + bw(t —r) = 0. Since (a,b) € 95, \ {(0.0)}, we have that w(t) = 0 is stable for
w”(t) + aw(t) + bw(t —r) = 0 by Theorem B.2. Therefore, y(t) = e is a stable equilibrium
solution of (19). O
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