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Preface

In front of you lies the thesis “Visualization of the Random Material Point Method for slope stability,” in
which it tries to find a method to represent a numerical dataset in appealing, which is used for visual
communication to different audiences. The thesis was written as the final assessment to obtain the de-
gree of Master of Science at the Delft University of Technology at the faculty Civil Engineering with the
track geo-engineering.

Before I started this thesis, this research proposal immediately caught my eye because I saw that it
involves something with Disney movies and graphics (which is later explained during the thesis). It
combined the things that I like, which are Civil Engineering and being creative. Creativity comes in
handy many times during this research, from making and designing the visuals to thinking how to this
research, to coding, and I have enjoyed it till the very last bit.

I have learned a lot from the thesis. I have gained much knowledge about computer graphics and the
WBI, and how current practice goes. Furthermore, I have developed soft skills: writing such a big story
in a non-chaotic manner and managing a large project. I started the research on the first day that
COVID-19 has arrived in the Netherlands, so self-discipline is needed more than ever. Luckily, I have
found the Pomodoro Technique, which helped me to focus. Although the pandemic made it difficult to
meet people physically, I did not felt lonely, and there was support around me.

I am very grateful to have a supportive committee that showed me how much fun research could be.
I want to thank Phil Vardon and Klaus Hildebrandt for pointing me in the right direction when needed.
I would also like to thank Markus Billeter for your time, patience and enthusiasm to introduce me to the
computer graphics world. And to Patricia, for your insight into the engineering practice at Boskalis and
your enthusiasm. Last but certainly not least, I would like to thank my daily supervisor, Guido Rem-
merswaal, for the endless support, patience, kind words and enthusiasm. From the very start to the
end of the thesis, Guido always made time as soon as he can no matter how busy he was, which was
appreciated a lot.

Finally, I would like to thank family and friends who have helped me during this long journey, espe-
cially my mum, who is always by my side and encouraging. Without you all, I am not able to accomplish
something that I never thought I could do in the first place.

C.K.L. Man
Delft, September 2021

"Do you want to build a snowman? It doesn’t have to be a snowman...
It also could be a thesis." - Adapted from Frozen I, Walt Disney

iii





Summary

To protect the Netherlands better from flooding, and with an eye on sea-level rise in the rest of the
world, more accurate assessments are needed for dykes. The calculation for the most occurring failure
mechanism in dykes, i.e. macro-instability, is limited by not being able to calculate large deformation
when sliding occurs within a dyke. The random material point method (RMPM) is able to capture the
complete failure path, including the residual dyke strength, while taking the heterogeneity of the soil
into account, thereby improving the assessment of failure processes. However, as the method is not
(yet) used in current practice, clear communication of the results is essential for convincing a wider
public of the contribution of this method. Visuals are an important tool in communication, as it in-
creases comprehension of the subject matter if the visual is designed efficiently. This research aims to
investigate the available software and which techniques are suitable to make realistic and informative
visualizations for a given RMPM dataset of slope failure problems.

A method to create visualization with a certain graphical realism in three-dimensional space is de-
veloped. The technique uses a computer graphic software (Blender) combined with an add-on, i.e.
an extension plugin. The add-on allows to work with VTK software to process scientific data for visu-
alization, thereby maintaining the scientific correctness of the visualizations. Moreover, a rendering
pipeline in Blender is created, which transforms the properties from scientific colors into realistic ma-
terials, making the visualizations more intuitive.

However, the dataset is too large to summarize in a straightforward illustration. Therefore, a data
analysis is obtained to classify each realization into five pre-defined failure profiles, which are deter-
mined based on a literature study. Four failure profiles are classified based on the number of retro-
gressive failures and whether or not the realization resulted in flooding, while the fifth class describes
horizontal failures. A technique has been developed to separate the horizontal failures from the other
classes based on the plastic deviatoric strain attribute. Additionally, the data analysis aims to charac-
terize the behavior of each failure profile from an early start, such that the findings could be used for
current methods, which could not calculate the full failure profile.

Therefore, this thesis needs to investigate the reduction of the dataset to make it more time efficient
when doing a data analysis. It is extended on the clustering algorithm, which has the function to detect
failure blocks based on the displacement per dyke profile. The reduction method replaces an amount
of data by one representative point per cluster. It not only reduced the size of the dataset significantly,
from 3000 GB to 6 GB, it also made the comparison of attributes between realizations, and therefore the
data analysis, easier.

The data analysis shows that it is hard to distinguish different failure profiles using only data of the
initial failure, which shows the importance of using RMPM to account for post-failure behavior instead
of using the current assessment i.e. FEM and LEM. One finding is that equilibrium of the initial failure
block is often reached before a vertical crest displacement equal to 0.5 times the height of the dyke. This
indicates that the crude estimation in the current assessment is highly conservative. Moreover, within
the assumption, it is hypothesized that the secondary failure block will only form after the initial failure
block has reached its equilibrium, which is shown otherwise within the data analysis of this thesis.

This work proposes a method for data analysis of RMPM using parallel coordinates, which can be
extended to other RMPM datasets for macro-instability and can help to improve the prediction of the
probability of flooding. Moreover, it proposes a method to visualize the prominent features, deter-
mined using parallel coordinates, in Blender-VTK. This work can, in future research, be extended to
other geotechnical problems, such as 3-dimensional dyke slope failure.
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1
Introduction

The Netherlands is known for its flood defense system, required to protect half the population living
in flood prone areas. All Dutch primary flood defenses have to meet the requirements of the Water
Act (Waterwet) [70]. Using assessment guidelines and tools provided by the Ministry of Infrastructure
and Environment in 2017 (WBI) [33], the primary flood defenses are periodically tested by the regional
water authorities against the standards from the Water Act. The results from the most recent assessment
rounds in 2017 show that before 2050, over a length of 1300 km dykes have to be reinforced [33].

Due to this extremely large operation, the government has assembled a group of experts from dif-
ferent regional water authorities, research groups and industries to develop a reinforcement plan for
the primary and secondary flood defenses. This project is called the National flood protection program
(’Hoogwaterbeschermingsprogramma’ (HWBP) in Dutch) [36]. Additionally, the government invested
a budget of 7.9 billion euros to strengthen the dykes in the coming ten years [2]. The challenge of this
operation arises from the size of the project and the environment around the dyke. Nowadays dykes of-
ten have multiple functions besides only retaining water. For example, dykes are used for recreational
purposes, and dyke designs are becoming more nature-inspired, which increases the complexity of the
design of the dyke compared to dykes with only a retaining function.

Because of the additional features, it is more attractive to live closer to dykes than it used to be
and leads to a denser population around the dyke [36]. The complexity of the dyke design therefore
increases even further and makes the strengthening of the dyke complicated.

1.1. RMPM for the remaining resistance after dyke failure
In order to optimize dyke strengthening, geo-engineers would like to assess the strength of a dyke more
accurately [1]. By optimizing the assessment, dyke strengthening can be carried out only where it is
actually necessary, and the weakest links can be strengthened first.Moreover, when strengthening is
required, a less impactful and thus a less conservative solution can be applied when designs are opti-
mized. Therefore, the failure mechanisms of dykes are (re)evaluated.

According to the Dutch assessment guidelines, the most occurring failure mechanism in dykes is
macro-instability [33]. Macro-instability, i.e. inner slope failure, happens during a high water event,
where water can infiltrate the dyke body due to increased external water pressure. The infiltrated water
increases the material weight and lowers the strength of the material, causing a roughly circular mass
to slide off at the inner slope of the dyke. A large slide may lower the height of the dyke below the water
table, triggering flooding. However, the occurrence of a first slide may not always lead to flooding. The
remaining parts of the dyke (’rest profiel’ in Dutch or ’residual profile’ in English) can still have a certain
height and strength, which may retain water. In other words, the remaining resistance after initial failure
may still prevent flooding [11].

In current practice, geo-engineers use the Limit Equilibrium Method (LEM) or the Finite Element
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2 1. Introduction

Method (FEM) to estimate the likelihood of macro-instability by the normative, i.e. most likely, failure
surface. The remaining resistance is often ignored or accounted for by a rough conservative assump-
tion [11, 59]. Improving the estimation of remaining resistance can optimize the assessment of macro-
instability, potentially reducing the required strengthening. However, the existing methods are limited
to modeling the onset of failure since they cannot model the large deformations occurring during fail-
ure. Therefore, they cannot be used to predict the process after the onset of failure, making estimations
of remaining resistance difficult with the standard methods for dyke assessment. The material point
method (MPM) can handle large deformations, and has been shown to model the evolution of retro-
gressive slope failures in dykes accurately [65], and can be used to include the effects of the remaining
resistance on the probability of flooding [52].

The failure processes of a dyke take place in a highly spatially varying soil structure, a variability that
is often not present in other materials used in engineering. Spatial variability greatly influences inner
slope stability since failure is attracted to the weak zones within the material. In the Random Finite
Element Method (RFEM), random fields have been coupled with FEM in a Monte-Carlo framework in
order to account for the spatial variability [27–29]. The method has been shown to accurately predict
the probability of initial failure by running a set of FEM realizations, each evaluating one of the possible
configurations of the spatial variability. The failure process after the initial failure is also significantly
affected by the spatial variability [61]. Recently, MPM has been extended with random fields, creating
the Random Material Point Method (RMPM) to account for the effect of spatial variability on the entire
failure process [51, 65]. RMPM is an effective tool for predicting remaining resistance after the initial
failure of a dyke, and can predict the probability of flooding instead of the probability of initial failure.

If remaining resistance is accounted for in the assessment, the assessment becomes more and more
complex. Although conveying these complex assessments in a concise manner may be difficult, the geo-
engineer is still obligated to communicate the information to other geo-engineers and the stakeholders
affected by the dyke assessment. These stakeholders, for example surrounding residents or nature asso-
ciations, have become more involved in the decision process for dykes and their surroundings in recent
years. Therefore, the communication should be efficient for both geo-engineers, who understand the
technical background behind dyke assessment, and other stakeholders, who may lack a (geo)technical
background. The question is raised: How do geo-engineers explain complicated remaining resistance
assessments efficiently to each other and the general public?

1.2. Power of visualization
We live in a world where everything has to be efficient and accurate. Ideally, we like to convey the
information of dyke assessment in a short amount of time. Luckily, humans are very good at extracting
information through visual observation, like the old saying: “a picture is worth a thousand words”. The
notion of the term visualization in scientific research was introduced by McCormick et al. (1987) [41]
and defined as follows:

Visualization is a method of computing. It transforms the symbolic into the geometric, en-
abling researchers to observe their simulations and computations. Visualization offers a
method for seeing the unseen. It enriches the process of scientific discovery and fosters pro-
found and unexpected insights [41].

Good visual representation should guide the receiver through the problem, rather than overload-
ing them with technical details [5]. Therefore, using graphical realism to represent RMPM results is
an effective and appealing method to explain dyke failure to the general public lacking a geotechnical
background [55]. Moreover, these visuals can have additional value when used for marketing purposes
and may broaden the application of (R)MPM in geotechnics to the game- and film industry. Visuals
with a realistic perception are also called artistic visualizations within the thesis.

Additionally, a good visual representation of data should distinctly display multiple (complicated)
variables, helping engineers and scientists understand, analyze, and communicate key concepts of their
findings in research. The term scientific visualization refers within this thesis to data visualization
in graphical form, which has the aim to aid in seeing and understanding an otherwise abstract set of
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numbers[5]. In Figure 1.1 the difference between artistic and scientific visualization are shown, both
visuals use the MPM method to visualize, although there is a difference in the target audience.

Figure 1.1: (a) Rolling snowball showing the packing effect of snow using a MPM simulation[56]; an example illustration of artistic
visualization. (b) Slope failure of a dyke simulated using MPM [50]; an example illustration of scientific visualization

1.3. Challenge of visualization of RMPM for slope stability problems
Implementation of MPM in computer graphics was claimed to be first used in 2013 by Stomakhin et al. [56]
to simulate and realistically model snow behavior for an animation movie. Later, several studies created
impressive animations with the aid of MPM for different types of materials such as frictional contact in
cloths, fracturing behavior in solids, and thermomechanical behavior in food [16, 67, 72]. Although the
MPM simulation themselves are often described in detail, the rendering methods for the visualization
are described shortly in comparison. For example, Umenhoffer [60] has re-implemented in 2015 the
rendering pipeline of Stomakhin et al. [56], but again does not go into details of the individual render-
ing components. Since studies often do not go into the details of the visualization pipelines, reproduc-
ing the used techniques is difficult. Therefore, the components of the pipelines should be investigated
themselves.

Computer graphics research shows that it is possible to make artistic visuals from MPM data. How-
ever, they prioritize aesthetics over scientific accuracy and may change numerical behavior to improve
the aesthetics, which is not an option when attempting to convey accurate information with improved
visuals [56, 72]. The term scientific accuracy refers to the meaning of being able to provide correct read-
ing within an illustration, i.e. showing the layering of soils with different strengths. Moreover, none
of these simulations are applied in the geotechnical field. Andersen et al. [7] is one of the first with
the focus on visualizing and post-processing of MPM data for soils. It addresses the importance and
difficulties of attaching physical attributes to the points so that it is possible to query every position in
space and have the corresponding attribute value attached to it. Choosing the correct attributes to visu-
alize requires a geotechnical background, on top of computer graphical knowledge, to make the visuals
appealing, informative, and physically correct.

Achieving artistic visuals from geotechnical data with scientific accuracy is difficult since most geotech-
nical visualizations are limited to basic scientific visuals. Additionally, there is no obvious software,
which can handle both simulation data and computer graphical designs. Previous research often uses
self-developed algorithms [43, 74, 75] in combination with advanced commercial animation software
packages, which are too complex for most users of MPM in the geotechnical field. It would be useful if
the visualizations can instead be created using visualization software developed for scientists like the
Visualization ToolKit [24].

A coherent data structure is useful to create visualizations from data points. An RMPM simulation
consist of many MPM simulations, each is a realization and thus a possible outcome. Together is also
referred as an ensemble, and each realization involves a set of material points (MPs) carrying physical
quantities changing over time. In other words, the ensemble involves a staggering amount of data to
process, making it difficult to analyze [5]. It is further complicated by the fact that grouping data points
with many attributes is difficult, which is a known issue within data science and goes by the name of
’Curse of dimensionality’ [40, 69]. Therefore, the dataset must be reduced in size while maintaining its
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quality. Here, geotechnical judgment is essential to reduce the dataset into sensible outcomes, such
that understandable and informative visuals can be produced. Visualizing an ensemble involves show-
ing the expected outcomes and the variability within the outcome, and good ensemble visualizations
can lead to more confidence in the outcomes of RMPM [5, 47]. Lastly, each realization within the en-
semble has its storyline (the simulation), where actions (variables) lead to a certain outcome (failure
profile). Since many storylines have similar outcomes, grouping those stories helps find patterns to
understand which actions lead to a certain outcome. Additionally, grouping simulations can help se-
lect which realizations represent the stories of a group, and artistic visualization can be employed to
enhance these stories further.

1.4. Objectives and outline of the thesis
This research aims to investigate the available software and determine which techniques are suitable to
make realistic and informative visualizations for a given RMPM dataset of (time-dependent) dyke slope
failure. Geo-engineers are the target users for creating the visuals and therefore, a guideline has been
written to understand the computer graphical methods behind the creation of the visuals. Addition-
ally, this thesis investigates how to reduce the RMPM data efficiently, while maintaining the prominent
features of the datset. Lastly, correlations between the different characteristics within an ensemble are
studied, which may improve the prediction of the probability of flooding based on the information
gained from an initial failure and assist in visualizing the prominent features of the dataset. The main
research question of the thesis will be as followed:

Research question

How to visualize the random material point method for dyke slope stability problems?

The question is answered using six sub-questions split over two chapters, in which Chapter 4 is
about how to make the visualizations, and Chapter 5 is about what to visualize :

Chapter 4

1. What are the requirements for scientific and artistic visualization of RMPM?

2. Which visualization software fulfills the requirements for artistic and scientific visualiza-
tion of RMPM?

3. How can a (R)MPM dataset be visualized with the chosen software?

Chapter 5

4. How to reduce the RMPM data, while retaining core characteristics of the data?

5. How to verify relations within the ensemble to help engineers predict the probability of
flooding with the current methods?

6. How to visualize a RMPM ensemble while retaining its characteristics?

1.4.1. Outline
The thesis is composed of six chapters. Chapter 2 of the thesis describes in detail previous research
and related background. The given dataset is described in Chapter 3. The next chapter justifies which
software will be used based on the requirements. Chapter 5 can be divided into three parts; where
the first part shows how to make a more efficient dataset by reducing the amount of data. The second
part verifies and analyzes the reduced dataset. The third part classifies the RMPM dataset into different
types of failures and finds relations between the probability of flooding in an early stage. In Chapter 6
the conclusions and suggestions for future research are described.



2
Related Background

In order to make a visualization out of RMPM data, it is necessary first to have some further under-
standings about why the current assessment in engineering practice needs a more accurate calculation
method. Thereafter, the literature presents how the numerical method, RMPM, works.

2.1. Dyke assessment: estimating a probability of flooding
It is stated in the Dutch water act that a safe dyke must withstand the normative circumstances, which
can be an extreme high water event or a storm causing high waves hitting the dyke for at least 8 hours
[70]. The normative circumstances are defined as the allowable probability of flooding for each dyke
section, which has been defined based on the two consequences of failure of a specific dyke section: (1)
the affected population and (2) the loss of economic value. In other words, the main function of a flood
defense is to prevent flooding, and the Water Act defines flooding to be the ultimate limit state (ULS) of
a dyke. In Figure 2.1 a concept of a dyke is given.

Figure 2.1: Overview of the basic primary clay dyke concepts.

There are different dyke failure mechanisms, for example macro-instability, piping and overtopping,
all of which can lead to ULS dyke failure [59]. Within HWBP, the national program for the protection of
the primary flood defenses, macro-instability has the largest price tag in terms of both cost and the
length of dyke that needs to be reinforced. Macro-instability can occur during an extreme high water
event when water infiltrates the dyke body due to the high external water pressures. This infiltration
will (1) increase pore pressures, reducing the effective stresses and shear strength in the dyke, and (2)
increase the weight of soil. The increased load (higher weight) and reduced resistance (lower strength)
can activate a shear zone, potentially causing a circular mass to slide off. In other words, the devel-
opment of the initial sliding plane is the onset of slope failure, i.e. the start of the failure mechanism
macro-stability. In the Dutch assessment guideline for macro-instability (WBI), flooding is assumed to
occur whenever an initial slide initiates [33]. So, the assessment guideline defined the initiation of the

5
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macro-instability mechanisms as ULS failure of the dyke, and the probability of flooding is based only
on the start of the initial failure [59].

Figure 2.2: Cross section of a dyke profile showing the failure mechanism macro-instability [36].

However, questions are raised about the assessment for the probability of flooding based on the ini-
tiation of initial failure. This assessment is over-conservative since the occurrence of an initial slide may
not always immediately result in flooding of the dyke [62]. The remaining parts of the dyke (also called
the residual profile) may still have a significant height and strength, and may still be able to retain water,
as shown in Figure 2.2. After initial failure, which can take a couple of hours to days, a new equilibrium
is reached. After that, a possible secondary failure may occur, further damaging the remainder of the
dyke. Flooding occurs when the residual profile is no longer able to retain the water [11]. Here, the as-
sessment of initial failure is described first, after which the recent research into residual dyke resistance
is discussed.

2.1.1. Analysis of initial failure
According to the guidelines, the probability of initial failure can be approximated based on the Factor
of Safety (FoS) using the semi-probabilistic approach or with a probabilistic approach such as FORM
or Monte-Carlo analyses [34]. Besides these computational methods, there are also a set of rules of
thumbs, which can be applied under specific dyke geometries for which macro-instability is highly
unlikely, and as such no flooding due to macro-instability is expected [33, 35, 59].

FoS is a value indicating the safety of the structure, where the resistance (R) is compared to the loads
(L) as follows:

FoS = R

L
(2.1)

The FoS is computed based on design values of the resistance and load, and a conservative empirical
formula is used, generated for the guidelines using probabilistic analyses, to converted FoS to a proba-
bility of initial failure.

In a probabilistic approach R and L are modeled by their probability density functions, from which
a limit state function Z is defined. Hence, failure occurs when

Z = R −L < 0 (2.2)

The probability of flooding is given by

P (F ) = P (Z < 0) = P (R −L < 0) (2.3)

and can be estimated using one of the probabilistic approaches. As a probability of failure is obtained,
the empirical formula does not have to be employed.

For slope failure, R and L are complex, highly non-linear functions of many different parameters.
Therefore, in order to compute FoS or to evaluate Z , numerical approaches, such as the limit equilib-
rium method (LEM) and/or the finite element method (FEM), are often used.

Limit equilibrium method

LEM is the most used analytical method in Dutch practice to calculate FoS or Z for dyke slope stability
analysis, which account for the most important types of slope failure (i.e. rotational slips) [35]. The
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shape of this type of failure may be a circular arc or non-circular curve. Circular slips are in general
associated with homogeneous soil conditions and non-circular slips with heterogeneous soil conditions
[53].

LEM checks the stability of the slope using the gravitational forces as the driving forces and the
forces developed from shearing along the slip plane as the resisting forces[64]. In other words, it com-
pares the load and the resistance at a maximum capacity for horizontal force, vertical force and/or
moment. Failure is defined as the moment when the load exceeds the maximum resistance in any cat-
egory, i.e. the FoS is given by the lowest factor between resistance and load for the three categories. As
the location of the slip plane is unknown, many slip planes must be evaluated to find the lowest value
of the FoS for the given problem. The shape of the sliding plane is limited within defined boundaries to
limit the searching space.

Several LEM variants exist, each using slightly different assumptions of the failure geometry, i.e.
they use different boundaries to define the search space for the minimum FoS. Most variations assume
that the slope fails along a circular surface. The first variants for slope stability analysis are the Bishop
method and Fellenius method, also called the method of slices. Both methods check the moment equi-
librium of a circular slip plane by splitting the plane into several slices [35, 64]. The guidelines for as-
sessments for dyke slope stability (WBI2017) uses the Uplift-Van model as the default model, which is
an extension of the Bishop’s method accounting for potential uplift [33]. The traditional Bishop’s model
and the Spencer-Van der Meij model are suggested as alternatives; the latter model has less restriction
on the shape of the failure slip surface and uses a genetic algorithm to find the shape providing the
lowest FoS. Due to LEMs assumptions, it is not capable of modeling deformation-dependent behavior,
coupled deformation and groundwater, nor slope stability analysis with incorporated structures, i.e.
sheet piles walls, diaphragm walls [35].

Finite element method

Although LEM is an often used method, several factors limit the method and make it less accurate.
LEM is not able to model changing water level[53]. Additionally, it does not consider the spatial hetero-
geneity of the soil, and it cannot model the deformation of the slope through time. To account for the
limitations of LEM or to increase the accuracy when the estimated probability of flooding is close to the
design value, FEM can be used, which is a strength reduction method [53]. FEM is a numerical method,
which solves partial differential equations using boundary conditions. In order to solve a problem us-
ing FEM, the problem geometry (so-called domain) is divided into elements using a particular space
discretization. The elements are connected at the nodes forming a mesh/grid. So specifically for dyke
failure, the equations are solved on a discretized 2D dyke body. A constitutive model is used to account
for material behavior.

FEM is not often the first choice for a slope stability analysis, since it is more time-consuming and
more complex when compared to LEM. Additionally, more parameters are required to characterize the
additional features of soil and pore water behavior [35].

2.1.2. Analysis of residual dyke resistance
While the Dutch assessment guideline (WBI) does not take the rest profile after initial failure into ac-
count [33], recent studies have investigated whether it may still be able to retain water [11, 59]. If flood-
ing did not occur after an initial failure, a secondary failure mechanism is required to cause flooding,
which can be one of the following:

• Subsequent (secondary) sliding failures: With similar water pressures, it is not likely that there
will be another large sliding failure, since a new equilibrium has been formed. However, a smaller
secondary failure can occur because a sharp cut may be created as the first slide deforms.

• Micro-instability: After initial sliding, the core material of the dyke is exposed, which reduces the
resistance of the material and therefore more easy to be washed out. This failure mechanism is
often seen for dykes with a sand core, and is much less likely for a dyke with a clay core.
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• Overtopping: This failure mechanism happens when there is a high-water event in combination
with high waves, causing a flow of water over the top of the dyke. The initial slide can damage the
cover of the slope/crest, and an overtopping event after initial sliding can therefore more easily
eroded the core of the dyke.

However, there are almost no known cases where secondary failure mechanisms occurred after the
initial failure, while rest profiles have been observed [59]. This may be caused by one of the following
reasons:

• The residual resistance of the dyke is high and prevents a secondary failure

• The high water event doesn’t persist long enough to cause a secondary failure

• After initial failure, enough counter measurements are put in place to stabilize the dyke, prevent-
ing secondary failures.

• Once a breach occurs secondary failure mechanisms are difficult to trace back, and the dyke fail-
ure may have been accounted to a different failure mechanism.

As a lot of potential strength is ignored by the current guidelines, assessments are over-conservative,
especially for dykes where the remaining profile would be large. Therefore, the assessment needs addi-
tional measurements to account for the strength in the rest-profile. Despite it being an acknowledged
issue, the current assessment methods are unable to analyze the process beyond initial failure, such that
relying on the remaining strength can be dangerous. Despite the lack of assessment methods, crude
approximations are used to determine the residual resistance of the dyke, based upon the remaining
profile [11]. The remaining profile is constructed based on the assumption that the initial failure will
result in a crest settlement equal to half the height of the dyke, after which a new equilibrium is found.
This settlement is rarely seen in practice, where it is often limited to 1-2m [11], and is therefore most
likely too conservative. The likelihood of secondary failures for this remaining profile is approximated.
Moreover, the residual crest width of the dyke after initial failure is compared with the required residual
crest width to prevent flooding, which takes the following aspects into account:

• The form of the dyke.

• The material, which the dyke is made of.

• The duration of the an high-water event.

Blinde et al. [11] highlights how different reports give different guidelines for the likelihood of secondary
failures and the required residual crest, which differs from 1.5 m to 3m for different types of dykes, i.e.
sand cored dyke, clay cored dyke. Moreover, most of the guidelines lack a scientific ground. Essentially,
there is no obvious method available at the moment to assess the strength of the rest-profile of the dyke
after initial sliding, due to the fact that current methods are not able to calculate large deformation.

2.2. Material Point Method
The material point method (MPM) is developed to model large deformations, and can therefore as-
sess the process after initial failure. MPM is first described by Sulsky et al. 1994 [58], it is a relatively
new numerical method for dynamic analysis of solids using a (material) point discretization to store
information of the material, and a mesh discretization for equation solving. It can be seen as an ex-
tension of the finite element method (FEM), and the method has proved to be successful in modeling
physical problems with large deformation. In FEM, large deformations are difficult to solve because the
geometry of the problem is attached to the mesh. When the mesh experiences large distortions due to
large deformations, the analysis cannot continue. MPM separates material from the mesh, and thereby
prevents mesh distortion.
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Figure 2.3: A MPM descretization of a soil slope containing the background mesh, material points and boundary conditions [49].

2.2.1. Theoretical basis of MPM
In MPM, a set of material points (MPs) is utilized to track the material through time and space. The
MPs are a set of Langrangian points that move through an overlaid Eulerian computational mesh, illus-
trated in Figure 2.3. It therefore combines the advantages of mesh-based and point-based approaches.
The MPs carry all the physical properties of the continuum such as stresses, strains, mass, velocities,
strength parameters. The MPs can move freely through a FEM mesh, on which the governing equations
can be solved, which makes large deformation modeling possible. As FEM equation can be solved on
the mesh, stability issues often seen in meshless methods can be prevented. Moreover, since the com-
putational mesh is only used to solve the balance equation, it can be reset after each step, and mesh
distortion is not a problem [7]. This method is promising to analyze geotechnical problems, such as
slope stability and micro-instability [6, 18, 51, 63, 65].

Before the start of the calculation, the problem domain is divided over the MPs, i.e. each MP rep-
resents a so-called sub-domain. MPs carry the mass of a sub-domain, which remains strictly constant
during a simulation. MPM therefore automatically satisfies mass conservation. Other state-variables,
for example volume, can change over time, enabling material compression or extension. The compu-
tational cycle of one time step in MPM, shown in Figure 2.4, is described in three phases [19, 65]. In
the first phase the state variables are mapped from MPs to the background mesh (Figure 2.4a). The in-
formation required to solve the balance equation on the computational mesh will be transferred from
MPs to the nodes of the mesh using mapping functions, i.e. the typical shape functions (SFs) as also
used in FEM [65]. The second phase solves the equation of motion on the computational mesh using
an incremental time integration scheme. This phase is similar to a time step in traditional FEM (Figure
2.4b). As a result, the mesh is distorted and carries the new updated information. In the third phase,
the state-variables are mapped back from the mesh to the material points using the same mapping
functions from the first phase (Figure 2.4c). Hereafter, the information associated with the mesh is no
longer required, and it can be discarded. The mesh can then be reset to the original position to start a
new computational cycle [65].

Similar to FEM, MPM can employ an implicit or explicit time integration scheme. The two schemes
have a lot of similarities and a few differences. The explicit scheme was developed first and is used
most often because the system of equations is easier to solve. In the explicit scheme, the equations
can be solved per node, whereas the full system of equations must be solved in the implicit scheme.
The implicit schemes can therefore use larger time steps compared to the explicit scheme, but it is
more computationally intensive. The explicit scheme often exceeds the implicit scheme in computation
cost, due to the additional time steps, while achieving the same error [19]. However, due to the ease of
implementation, explicit schemes are still most often used.

2.2.2. Stress oscillations
Stresses and strains are vital for elasto-plastic problems, such as dyke failures, to model and understand
the behavior of the dyke soil [7]. Although the displacement calculation of MPM is fairly accurate, the
accuracy of the stress field is not (yet) at the desired level due to oscillations [19]. There are a num-
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Figure 2.4: Computational cycle of one MPM time step containing three steps: (a) mapping of the state variables of MPs to the
background mesh; (b) solving the governing equations on the background mesh; (c) back mapping of the state variables to the
material point and reset the background mesh, Figure adapted from Wang et al. [65].

ber of techniques developed to solve this problem, which are mainly attributed to the use of linear
FEM Shape Functions (SF) with discontinuous gradients. The discontinuous gradient causes a stress
oscillation when the MP crosses the boundary, a problem frequently called the cell boundary crossing
problem. Most stress-oscillation solutions change the shape function used in the mapping process.
For example, in the Generalized Interpolations Material Point (GIMP) method the finite element shape
functions are replaced by shape functions constructed based on linear finite element shape function
and a material point support domain [19]. These functions and their gradients are continuous at the
element boundary, and can spread the influence of an MPM over multiple elements when their support
domain overlaps these elements.

A second problem is only applicable to the implicit MPM scheme. Integration using SF gradients
causes oscillations when it is not performed at the Gauss points, while integration using SFs is also
stable when performed at MPs. Contrary to most variables, the stiffness matrix required in implicit
MPM must be integrated using SF gradients, and therefore the stiffness oscillates when the MPs are used
instead of the Gauss points. Double mapping (DM) is used to solve this problem, where MP stiffness
is be mapped to the Gauss points from which the stiffness integration is performed. DM ensures a
stable integration of the stiffness matrix. The DM-G method combines DM with GIMP to obtain more
accurate stress and stiffness [21].

For most constitutive models, the invariants of the stress tensor, i.e. the mean stress (p) and devi-
atoric stress (q) are particularly useful and are often studied in so-called p-q diagram. These diagrams
represent the interaction between stresses from which the constitutive behavior can be investigated.
The mean stress and deviatoric stress are given by

p = σxx +σy y +σzz

3
(2.4)

in which:

• σxx = stress in the x direction [kPa].
• σy y = stress in the y direction [kPa].
• σzz = stress in the z direction [kPa].

and

q =
√

1

2
((σxx −σy y )2 + (σy y −σzz )2 + (σxx −σzz )2)+3(σ2

x y +σ2
y z +σ3

zx ) (2.5)

where the mean stress is negative in compression.
The research of Remmerswaal et al. [51] stated that numerical stress oscillations are more likely to

cause failures in weaker zones, which are present in RMPM due to heterogeneity in strength parameters.
Therefore, stress oscillation reduction techniques discussed in Section 2.2.1 might be more valuable in
RMPM compared to MPM.
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2.2.3. Boundary conditions
Application of boundary conditions to MPM, i.e. external water loads, is rather difficult, due to the fact
that forces are directly applied to MPs. Moreover, MPs along the boundary are difficult to find and can
result in stress oscillation [10, 49]. Secondly, application to the background mesh needs to be at the
boundary, however the outer layer of MPs are, by definition, located at the center of the represented
material domain. Therefore, the boundary is detected using the Proximity Field Method (PFM) [49],
which is based on the level set method [54].

2.3. Incorporating spatial variability in dyke assessment
The material properties of dykes and the subsoil play a large role in the stability of dykes [15, 27, 28].
The material is highly variable, and it is important to include the variability of soil properties into the
prediction of initial failure, and modeling of a complete failure process [51, 65].

A limited amount of site investigations can be performed to quantify soil parameters and their
spatial variability. Cone penetration tests (CPTs) are a relatively good and easy method to determine
geotechnical properties of the soil. During this test, a cone penetrometer is pushed into the ground at
a standardized speed and data is recorded. The cone penetrometer measures the resistance and fric-
tion at the tip and measures the sleeve friction along the shaft of the cone. Since it is a continuous
test, it gives a good quantification of the spatial variability in vertical direction at a specific location[64].
Multiple tests can be used to also quantify the spatial variability in the horizontal direction [15]. While
measuring properties using many CPTs can reduce the uncertainty of material properties, measuring
the properties for a complete dyke section is unfeasible due to the natural variability of soil. Therefore,
a different approach should be used to account for the variability of material properties.

Random fields can account for the local and spatial variability in the underground [28]. This un-
certainty is on one hand based on the natural variability of the soil, and on the other hand, the ran-
dom field can incorporate model and measurement uncertainty. Random fields are generated based
on spatial variability, defined by the (local) point statistics and spatial statistics. The point statistics are
defined by a probability density function with a mean µ and standard deviation σ. The spatial statistics
are modeled using a correlation function, with the horizontal and vertical scales of fluctuation θh and
θv , respectively, as input parameters. These scales of fluctuation describe the distance beyond which
minimal correlation is observed. Weakly correlated material has a small value θ. While, a large θ means
the material is strongly correlated over longer distances.

The random finite element method (RFEM) combines random fields with FEM within a Monte Carlo
framework to account for the uncertainty and impact of soil variability [27–29]. Multiple realizations are
performed within the Monte Carlo simulation, each with one random field, which is one possible rep-
resentation of reality. A random field is one possible outcome for a property field based on the material
statistics, and the Monte Carlo analysis is used to evaluate many possible outcomes to compute the
reliability of the structure [29, 38, 61]. The result of the Monte Carlo Analysis can be used to assess the
reliability of the slope, while including the effect of weak zones, something which is ignored in more
standard probabilistic designs using for example LEM. RFEM has to be proven to be useful in geotech-
nical designs, and especially in dyke assessment [22].

Although RFEM is a significant improvement when compared to FEM, it is still incapable of cal-
culating large deformations due to the limitations of FEM [65]. Therefore, FEM is replaced by MPM
to calculate the response of each realization, presenting the Random Material Point Method (RMPM).
The random field of a realization of the Monte Carlo simulation is mapped to MPs. Once the material
properties from the random field are assigned to each MP, an MPM simulation can be performed. In
dyke slope stability analysis, RMPM cannot only compute the probability of initial failure, but also the
probability of flooding [52]. Additionally, it can quantify the likelihood of different consequences, which
makes it well-suited for risk assessment. For example, in dyke stability analysis, the volume of the failed
mass and the total number of failure blocks can be quantified. Moreover, the run-out distance of failed
mass in horizontal and vertical direction can be calculated, which helps to give a better prediction of the
probability of flooding and better quantification of how much reparation work is needed [51]. However,
little is known of how to quantify and represent the likelihood of the different consequences.
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2.4. MPM visualization: creating the visualization pipeline
Most visualizations of (R)MPM are limited to assigning colors to a finite volume representing each MP
[7], since it is difficult to attach attributes to coordinates within a visualization software. Graphics soft-
ware is often made to store point coordinates with no attributes because it is often not needed and
textures are added separately. On the other hand, visualization using a set of colors is relatively simple
with scientific visualization software, such as ParaView [24], which is also used in the (R)MPM research
field of geotechnical problems [7, 50, 65]. Visualization using ParaView is so common within the field,
that the standard coloring scheme of ParaView can often be recognized within scientific work. However,
more research is required to represent (R)MPM data intuitively or generate graphical-realistic visualiza-
tions.

Stomakhin et al. [56] is claimed to be the first to use MPM to make renders with a graphcial realism
in 2013. The renders have later been recreated by Umenhoffer [60]. Although successful images are
created, both mention that the rendering time is a significant limitation of their work due to the high
particle count. This high particle count extends the simulation cost, but simplifies the visualization pro-
cess due to the detail in the particle deformation. In the work by Stomakhin et al. [56] and Umenhoffer
[60] simulation attributes were tuned by hand to improve the visualization. This parameter tuning is
generally not possible for the visualization of dyke failures, as they would invalidate the outcome of the
dyke assessment. Furthermore, it does not visualize any attributes as the snow texture is added in a
later stage, the MPM is only used for its coordinates.

While there are visualizations focusing on scientific attributes and other visualizations focusing on
realism in renders, there are only a couple of examples where the two are combined. Stomakhin [57]
shows how to use MPM to visualize phase changes, i.e. solidifying and melting materials. Ding et al. [16]
makes a visualization with graphical realism of the phase changes in cooking, and also visualizes the
inherited temperature by using colors to indicate which phase of cooking it is, i.e. a dark-brown cookie
indicates an overcooked cookie. While this works shows that it is possible to use MPM data to create
realistic visualizations and maintaining a scientific basis, most of the work on visualizations in MPM
focus on the numerical method, MPM, instead of the visualization process. Therefore, this process is
not described in detail and cannot be easily reproduced. The background behind these visualizations
is therefore further discussed.

2.4.1. Visualization pipeline
A visualization pipeline is used to transform raw data into an image, which is first introduced by Haber
and McNabb [23]. The pipeline (in general) consists of three steps, as shown in Figure 2.5. Within
each step of the pipeline, algorithms are applied to transform data from one form to another, i.e. it can
change the dimensionality of the data [24].

According to Hansen et al. [24] the transformations can be categorized into two types, namely struc-
ture and type transformations. Structure transformations are the effects that transformation has on the
geometry and topology of the dataset. Type transformation refers to the type of dataset that the algo-
rithm operates on, for example, vector data, point data or cell data. These transformations are stored in
a library for easy usage and it is possible to adjust when necessary. Connecting varying transformations
forms a so-called visualization pipeline.

Figure 2.5: Original visualization pipeline (adapted from Haber and Mcnabb [23]
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2.4.2. Libraries
Libraries store the algorithms to create the visualization pipelines, which is also called a visual toolkit
[24]. A toolkit/library can be seen as an information center providing algorithms, data representations,
and a mechanism to connect these algorithms and transformations. The libraries are often included
in application software or visualization tool, which allows the user to apply the algorithms and see the
output in a user-friendly manner. Two libraries, VTK and OpenVDb, are chosen to study in more depth
because VTK is the framework of ParaView used in the RMPM research community, and VDB is used in
various visualization of MPM in the computer graphics community.

VisualizationToolKit (VTK)

The Visualization Toolkit (VTK) is an open-source, object-oriented library and provides functionality for
2D and 3D data visualization [24]. VTK is designed to handle large scientific data for research purposes.
The software package must be embedded into an application to see the visual results from the visualiza-
tion pipeline. It can handle large datasets and contains mechanisms to connect the large datasets and
algorithms together to form a working program for data processing. VTK focuses on representations of
data for a variety of grid types, including (un-)structured, polygonal and image data. Besides the algo-
rithms for data processing, it contains the rendering algorithms used to finalize the output. VTK’s ar-
chitecture is based on object-oriented principles and implemented in the programming language C++.
In a object-oriented scheme, the object is an abstraction, which contains both properties and behavior
of an entity in a system. In other words, the object contains both the data and the algorithms useful
for this data. VTK’s design avoids using small objects to reduce the memory footprint of the data struc-
tures. It uses float arrays for point coordinates and a connectivity matrices to represent the topology of
a mesh. In order to make VTK easy to use, a number of conventions have been created to ensure code
consistency and understandability. For example, all method names are fully spelled out, and abbrevia-
tions are avoided, such that method names are easier to remember. Due to these conventions, it can be
utilized by a wide spectrum of users.

OpenVDB

VDB is a newly developed C++ library designed by Museth [42] to handle time-varying volumetric data
in a more efficient manner. This data is stored within an efficient uniform grid using a unique hier-
archical data structure. VDB stands for Volumetric, Dynamic grid, which shares a few characteristics
with B+trees (a type of tree data structure). This data structure has the advantage of having no topology
restrictions for the sparsity in volumetric data, and therefore it has the possibility to use fast random ac-
cess. Therefore, it does not require defining specific data patterns to compensate for the slow random
access used in other volumetric data structures. To create more innovation using VDB, Museth has
made an open-sourced version called "OpenVDB". OpenVDB is recommended to be used for dynamic
datasets such as MPM simulations [60, 74] and fluid simulations [43], because it reduces the memory
footprint while maintaining fast simulation and visualization.

2.4.3. Visualizing material point data
The basics of the visualization pipeline serve as a backbone to guide through the different techniques
from earlier research. These basics show how to create different mesh topology from raw material point
data. This thesis aims to not only show the coordinates of the data accurately, but also the attributes of
the data points.

Data import

Each visualization pipeline starts with the data import from files [3, 24]. There is a variety of dataset
types, and therefore software often have their own file reader and preferred file format. The following
terms are used within this thesis with the following meaning:

• Data type describes the type of data, for example ASCII (text) or Binary (zeros and ones).
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• Data structure describes the organization and management of the data, i.e. the geometry and
topology of the dataset using data points and their connections, and the general properties of the
file.

• Dataset attributes describe the data values linked to the data points or data cells (connected
points), such as scalar, vector or tensor data.

Generating geometric meshes

The second step is to modify the data and to ’prepare’ it for the next step in the visualization process
by generating objects on which the point data can be visualized. There are two categories for gener-
ating geometric meshes from volumetric data: (1) surface-rendering techniques, where only a mesh
is formed from the surface, which could result into a dimension of information is essentially being ig-
nored [24]; (2) volume rendering techniques, which captures the full 3D dataset in a single 2D image. As
a result, volume renderings convey more information, but at the cost of increased rendering time due
to increased algorithm complexity. Volume rendering techniques are used to visualize clouds, fogs or
fire, which cannot be represented by surfaces. It is also used in CT scans, where useful information is
contained within the volume and not only on the surface.

An often-used surface rendering technique is Delaunay triangulation, which triangulates any point
datasets effectively into a mesh representing the surface of the data [20]. Triangular meshes are most
used, due to the fact that other polygons can raise other problems. There is always a plane parallel to a
triangle with three vertices, which is not the case when for example using quads. The input is a list of
points, which remain as the vertices of the mesh in the output. Using the Bowyer Watson algorithm [48]
the triangle mesh is created such that no vertex lies inside the circumcircle of any triangles of the mesh.
The circumcircle is a circle which passes through the vertices of a triangle. The output of the Delaunay
triangulation is a polygonal mesh. The mesh is written in a certain structure, containing a list of vertices
and their location and edges and a collection of ordered pairs of vertices.

This technique is successfully used by Wang et al. [67] to simulate and visualize ductile fractures
using MPM. Using tetrahedron mesh to visualize MPM is in contrast to other research [56, 60] where
particle-based estimation is used. Using the tetrahedron mesh has the advantage of natural accommo-
dation for textures, while using a particle system extra steps have to be taken [67].

Material points can be assigned a certain volume in space using the volume rendering techniques.
Voxels can therefore be used, which are placed in a regular grid. Each cell in this grid can either be
filled or empty, and attributes can be attached to each cell in the three-dimensional space [20]. Voxels
positions are only encoded from the position in the grid, i.e. they do not have an attribute that encoded
their exact position. This technique has been used for particle systems such as MPM, for example in
the research of Stomakhin et al. [56]. Material points can be assigned to a single voxel, or multiple
voxels can be used to increase the resolution of the outcome, for example by approximating a sphere
around each MP with voxels. Data processing can be used to grow, shrink and erode the voxels, which
can improve the 3-dimensional representation of the data.

Color mapping

Color mapping is an often used mapping technique to visualize scalar data in colors through a lookup
table [24]. The lookup table stores various colors, ranging from a minimum and maximum scalar value,
and the color is interpolated to each scalar value within the range. Values are clamped to the maximum
and minimum color when they fall outside the range. Scalars data are single values of data associated
with each point and/or cell, which is one of the most common types of data in real world. Therefore,
there are many different algorithms to visualize it. Color mapping should accentuate important fea-
tures, while minimizing less important details. The human eye naturally separates similarly colored
areas into class regions. One should note the importance of the role of color schemes; it plays a sub-
stantial role, which influences the overall expressiveness of the visual representation [5]. The design of
different color schemes depends on the task of the user, which can be divided into three levels according
to Andrienko and Andrienko [9].
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The first level distinguishes the difference individual data values and between sets of data values,
illustrated in Figure 2.6a and figures 2.6b and c, respectively. Unsegmented color scales are associated
with individual data values because each number can be associated with a unique color. In comparison,
segmented color scales are associated with a range of data values. To visualize different sets of data with
no underlying correlation a so-called qualitative color palette (Figure 2.6 a) should be used. The second
level is the distinction between lookup and comparison tasks. A lookup task is designed of color scales
to identify values, which means a colorbar that fits perfectly for that data set. While comparing two or

Figure 2.6: Three different colormaps are shown with a purpose to add information to the representation, (a) qualitative palette
which is used to express different categorical data. These colors are not correlated with each other; (b) sequential colormap is
used to represent numeric data with no boundaries; (c) diverging colormap is used to represent numeric data with boundaries.

more datasets sharing with a common variable of interest requires a global color scale comprising all
value range of all datasets that participate for comparison. The third level is to distinguish the difference
between identification and localization tasks. An example is shown in Figure 2.7, which shows the daily
temperature for 3.5 years mapped to a spiral form. To identify extreme data, i.e. outliers, a diverging
colormaps are used (Figure 2.6c), application to the example is shown in Figure 2.7b. It brings attention
to certain data values, while a gradient is better for the identification of values within the middle of the
range in Figure 2.7a.

Figure 2.7: An example where the difference between identification and localization using different colormaps is shown [5], the
example uses daily temperature values along a spiral time axis.

Contouring

A natural extension to color mapping is contouring, where similar regions are actively separated with
a boundary. A human brain naturally groups data with similar colors, but this automatic grouping of
the human brain can be different for each individual, preventing easy data transferring. Contouring
separates the data such that everybody observes the visuals in the same way. Examples of 2D contour-
ing are displays of weather maps showing low and high-pressure areas or topological maps with con-
touring lines representing constant elevation [20]. Three-dimensional contours are called isosurfaces,
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which are for example used to display body tissues or temperature in fluid flow. Isosurfaces are a three-
dimensional surfaces representing a constant value of a scalar field, and it is usually approximated by
polygonal primitives, such as triangles, cubes and hexagons [24]. An example is shown in Figure 2.8.

Figure 2.8: An example of contouring; (a) 2D contour with a line value = 5; (b) a colored object; (c) contouring in 3D, which is
called isosurface. Figure adapted from[24].

One approach to create the isosurface is to divide the domain into a matrix and to treat each square
(for 2D) or cell (3D) independently [24]. This technique is called marching squares in 2D and marching
cubes in 3D. This technique is based on the assumption that the surface can pass through a cell in a
finite number of ways [54]. A case table is made with all possible topological states of a cell, which is
based on the number of vertices in a cell and the number of inside/outside relationships a vertex can
have with respect to the contour value. As an example, a 2D cell with four vertices is shown in Figure
2.9. A vertex is considered inside a contour if its scalar value is larger than the scalar value of the contour
line, and outside if the value of the vertex is lower than the value of the contour line. Since the example
has four vertices, there are 24 = 16 possible ways for the contour line to pass through the cell, which
is listed in Figure 2.9. When the case is selected from the case table, and the location of the contour
line can be determined using interpolation of in the case 3D it is a cell edge. Thereafter, the algorithm
proceeds to the next cell and repeats the same procedure. In the end, it will have created a mesh. A 3D
cell (voxel), which has 8 vertices will result in 28 = 256 cases. The output of the marching cube algorithm
will also result into a triangulated polygonal mesh

Figure 2.9: A visualized case table of the sixteen marching squares cases. The dark vertices indicate a scalar value above the
defined contour values [24].
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2.4.4. Visualization software
Scientific visualization

ParaView is a scientific visualization software to analyze large datasets [24]. It can use parallel process-
ing to support large-data visualization. ParaView is built on top of the VTK library and is the foundation
of the layered architecture structure of ParaView. The second layer is the parallel extension of VTK,
which supports streaming and parallel executions on distributed- and shared-memory machines. The
last layer is ParaView itself, which provides a graphical user interface (GUI) and supports real-time vi-
sualization and rendering of the data via different techniques like: the Level of Detail (LOD), parallelism
and hardware acceleration. This software is made for easy visualization of scientific data and usage of
colors, for example has an informative and practical purpose. An illustrative example is shown in Fig-
ure 2.10, where the slope is visualized using a sequential colormap representing the undrained shear
strength.

Figure 2.10: An illustrative example of visual representation of a MPM data file from the research of Remmerswaal et al. [52],
illustration of water is applied in a post-processing software.

Amira is initially developed by the scientific visualization group at the Zuse Institute Berlin (ZIB)
and is a commercial product [24]. The major focus of the software is the visualization and analysis of
volumetric data, which is useful in medicine and biology fields. The volumes can be segmented, and the
3D polygonal models can be reconstructed and further processed, including conversion to tetrahedral
volume grids. It can handle numerical post-processing and visualize the flow. The finite-element data is
generated externally from Amira and defined on unstructured grids. Amira supports the generation of
tetrahedral volume grids and triangular surfaces grids for numerical simulations. Scalar quantities can
be visualized using color coding on the grid, and displacement vectors can be visualized using glyphs.

Artistic software

Blender is an open-source, 3D graphic software, which includes modeling, animation, simulation ren-
dering and motion tracking. Scripting is supported in Blender by its Python API, which allows for au-
tomatizing of some manual procedures. Moreover, it also allows for plugin development, making it
possible for users to extend with their own packages for their own needs. Although there is no MPM vi-
sualization made using Blender, other types of scientific visualization are created using Blender. In the
research of Andrei et al. [8], they have chosen to work with Blender on purpose to visualize molecules in
a directly informative way. Based on Blender, BioBlender is developed to visualize elaboration of pro-
tein motion of their physical and chemical features. Their additional developed tool enabled them to
calculate field lines and export them in an ASCII file, allowing them to be imported in Blender. This tool
imports the 3D surface in an object file and the grid file (.dx). In the research of Kretz et al. [37], Blender
(v. 2.68) is used to simulate the discrete element method (DEM) and to validate a screw feeder system.
They have developed a simulation tool to avoid the common problems in practical applications like:
missing stability of material flux over time. The simulation tool can show and implement geometrical
and physical properties. Simulation parameters (i.e. shear forces, wall frictions) are fitted to the real ex-
perimental data. More than 150,000 spherical particles are used during the simulations with relatively
low simulation time (0.04 s each time step). Remarkable is that all the simulations are performed with
a Quad-core i7 processing unit with 3.4GHz using a memory of 32 GB RAM.
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Houdini and Autodesk Maya are two commercial animation software, which are both used for cre-
ating visual effects in games and films. The tools developed within the software include particles, re-
flections and animations systems [39, 45]. The tools and abilities are till a certain point are similar to the
open-source software Blender. However, Houdini is developed originally for simulation purposes and is
more advanced in this field than Blender. While Autodesk is more advanced in the field of 3D modeling.
Both software are used for visualization and simulation purposes of different scientific research with
numerical methods, i.e. FEM [67], FLIP/SPH [12, 14], MPM [56, 60, 72].

Coupled software

The gap between scientific and artistic visualization software is that with scientific software texturing,
lighting, and rendering are often lacking. In contrast, artistic software is often not able to handle the
simulated data. The scientific visualizations made with Blender require the generation of object files
outside of Blender. At the same time, it is desired to handle both post-processing completely within
one software or even run the simulation from within the software. This separation of post-processing
steps can be solved by the inclusion of libraries into the artistic software.

Blender-VTK: Since Blender is an open-source software, which makes the development of new li-
braries as an extension of the software an option, Chris Want was the first to combine VTK with Blender
released on Github in 2017 [68]. This first attempt of combining VTK with Blender required the Python
interpreter of Blender to import the algorithms of the VTK-library, the developed script converts a VTK
polygonal mesh to a Blender mesh and vice-versa. Later, Imboden created a VTK add-on, i.e. an ex-
ternal extension, which uses the nodes system of Blender to represent the VTK algorithms [30]. The
algorithms are set up as Blender nodes; their input and output parameters can be easily adjusted inside
Blender. The outcome automatically updates within the various Blender views.

Houdini-OpenVDB: Another coupled software of libraries within an artistic software is Houdini and
OpenVDB. Here the library is incorporated within the software from version 12.5 and not placed as an
add-on, resulting in fewer issues with changing versions of either side of the software and less prone to
bugs.

OpenVDB is used to represent sparse volume data in an efficient manner, which reduces on com-
puter memory and resulting to faster computations. A sparse volume data is a dataset with high per-
centage of data cells without a value, i.e. smoke or clouds. OpenVDB is an optimal combination with
the software Houdini, since it designed for animation purposes. The closed-source version of OpenVDB
is combined with Houdini to visualize MPM in other research to simulate different materials mentioned
previously [56, 60].

2.5. Large dataset processing
In order to create good visualization, it usually requires good data structure. The RMPM dataset is
a high-dimensional dataset containing both (mostly) dependent and (mostly) independent variables.
The separate realizations are mostly independent, and represent an n-dimensional domain, with n be-
ing the number of realizations [73]. The variables within a realization are mostly dependent and define
a k-variate dataset, i.e. the number of variables within a realization. If at least one of the attributes
within the ensemble is associated with time, the ensemble is called time-oriented data. Increasing the
number of variables will complicate the identification of patterns. Since Covid-19 has been dominating
the news while writing this thesis, it will be used as an example to explain a term and a known issue
within data science called: Curse of Dimensionality. A group of n-people have conducted the PCR-test
after having diner with one Covid-19 positive person and waited for the results in one room with 1.5m
social distance. After a while, the results came, which is the first attribute to each group’s individual. The
group is then split up into two rooms according to the result: positive and negative. The doctors would
like to know whether being tested positive is related to gender, so the groups are split further into four
rooms. People within the room have 1.5 meter social-distance, while the distance between the rooms
is much more. The group is then further split based on age, weight, hours of sleep per night, Etc. until
some point, each person has a unique set of attributes and therefore has their personal room, which
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is great for the patients and the people in need of quarantine. However, the doctors cannot conclude
which group of people are more prone to the virus as there are no clusters anymore and all distances
between patients are the same, while there were clusters when the k-numbers of attributes were lower.

2.5.1. K-means sub-clustering method
One of the method, which attempts to give an overview of the data is by using the K-means algorithm.
It is desired within each MPM simulation to classify the MPs to different sliding masses, which is useful
to evaluate the consequences.

Using visual inspection, one could detect sliding masses during a retrogressive failure simulation
of a dyke. However, evaluating all the realizations by hand is impossible. The process is automated
in RFEM using the K-means clustering algorithm (K-MCM), which can effectively separate the initial
failure from the remainder dyke in RFEM [61]. The sliding body (initial failure) is separated from the
stable body (remainder of the dyke) using displacements stored at the material points. This method is
effective when the number of groups is known beforehand. However, using this technique to separate
multiple retrogressive failures in MPM can be difficult because the number of clusters is unknown. For
example, if the number of clusters is assumed to be two, the retrogressive failures can be by accident
grouped with the initial failure or the remainder of the dyke. The clustering algorithm helps to focus
on the initial sliding mass, which is of importance because it is the largest failure surface. Additionally,
understanding the behavior of simulation from the initial failure surface aids in current practice, as it
could not calculate beyond this point.

2.5.2. Parallel coordinates
One of the widely used scientific visualization techniques is parallel coordinates, which is made for
multivariate data and high-dimensional geometry [5]. It is suitable for the visualization of exploratory
data analysis, which guides the user to identify interesting areas for further research, and can help to
get an overview of the ensembles. Parallel coordinates can be used for different goals, and the following
goals are applicable for the scope of this research [26]:

• Classification is to map data to pre-defined classes and to use brushing for the selection of a
group of data to analyze further.

• Clustering is to identify a set of data items showing similar characteristics. Such that different sets
of data can be grouped together, which is different from classification as there are no pre-defined
classes.

• Dependency modeling, where it shows the dependencies between the models, which then can
be translated into graphs where a closer look at the dependencies can be made.

• Summarizing, where it shows multivariate data in two dimensions.

Different coordinate systems visualize data differently, and therefore it is important to understand
how to interpret because the choice of the coordinate system determines what pattern is exhibited.
As an example illustrated in Figure 2.11 a, a Cartesian coordinate system is used to show four points
data in 2-dimensional space, where it is represented as four polylines in the parallel coordinates space.
A parallel coordinate graph is constructed by placing the axis in parallel instead of embedding a 2-
dimensional Cartesian coordinate in a plane. Other mappings can also be expressed using the envelope
of lines in parallel coordinates. These are described and proven by Inselberg [32], in Figure 2.11b to
e, the common patterns in Cartesian coordinates are shown along with their dual representation in
parallel coordinates. These above mentioned relations are for ideal situations, which are not always
the case when using real datasets. In Figure 2.13 an example is shown with three types of clustering, it
illustrates the possibility of using parallel coordinates to detect clusters and even the correlations within
these clusters can be determined.

Using a datasets with multiple attributes can be visualized at once using parallel coordinates. A
graph N-dimensional is then made by using N-copies of the y-axis are made each plotting a different
variable. Often, only vertical axes are used when illustrating parallel coordinates. Other layout choices
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Figure 2.11: Common patterns in Cartesian coordinates (top) and their representation in parallel coordinates (bottom), Figure
adjusted from [26]; (a) translation from Cartesian points to lines in parallel coordinates; (b) linear negative; (c) linear positive; (d)
sinus; (e) exponential.

Figure 2.12: Three examples of clusters shown in parallel coordinates; (a) clusters that are separated in both x an y direction; (b)
clusters that are separated in x direction, but not in y direction; (c) clusters that are neither separated in x and y direction, Figure
adapted from [71].

depend on the number of axes, the range of data and personal preference. The full potential of par-
allel coordinates only unfolds itself when there is supported interaction, i.e. re-ordering, flipping and
scaling the axis. The importance of ordering the axis is shown in Figure 5.15, where the two clusters
are presented clearly after ordering in Figure 5.15b. With the help of brushing, which is an interaction
technique to highlight a selection of data, the behavior of the clusters are even more clearly shown.

In order to make a visualization using parallel coordinates, which shows certain correlations of the
dataset clearly, many decision has to be made by the user [26, 46]. These decisions are often subjective.
A good example of a deficiency in parallel coordinates is "the clutter" and the challenge to reduce this.
There are objective measures for the clutter, however in practice, it usually depends on the context and
individual experience of the receiver. As a result, many researches are facing the following challenges
when visualizing data with parallel coordinates:

• Overplotting
• Ordering of axes
• Time series
• Uncertainties
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Figure 2.13: Parallel coordinates of a five-dimensional of an auto-mobile dataset; (a) no noticeable correlations; (b) after ordering
axis two five dimensional clusters are shown and highlighted, Figure adapted from [71].

Preventing clutter for parallel coordinate for time series typically implies that the complete time
series cannot be taken into account. Instead only a couple of moments in time should be plotted.

Outliers

Outliers are often separated from the rest of the data and are considered as a flaw or an error in the mea-
surements [47]. However, outliers can still contain significant information and influence the decision
process. Losing an outlier by merging it with the general context means obstructing the visual explo-
ration in the observed data. Therefor, it would lose the truthfulness of the newly produced visuals. It is
important on the other hand to treat the outliers separately, to remain the quality of data abstraction.
Novotý [47] proposed a method to treat outliers by using a 2D bin technique to preserve visualization
of outliers even for large datasets. Binning is frequency-base representation of the original data. His-
tograms are well known 1D binning techniques, while 2D binning divides a 2D data space with multiple
intervals (bins) and colors each square according to its frequency. Novotý’s studies shows that it is not
necessary to use multidimensional binning. In fact it is not efficient at all, since this type of binning
demands enormous memory and not always gives a better result when compared to 2D binning. Each
pair of adjacent axes in the parallel coordinate graph represents a pair of dimensions in data and can be
binned in a two-dimensional subspace. Once the data is represented in 2D-bins, outlier detection can
be started by identifying the isolated bins with low-populations. Once the bins are separated into main
bins and outlier bins, the outlier extraction can be performed in parallel coordinates by using brushing,
which highlights a certain range of realizations, in this case the range in which the outliers fall, to visual-
ize [26]. As such the behavior of the outliers can be studied for all the variables in the parallel coordinate
plot, while in the 2D histograms only two variables can be observed.

2.6. Conclusion
The RMPM field of research can play an important role in making a more accurate calculation for cur-
rent dykes for the failure mechanism macro-instability, as it accounts for the post-failure behavior.
However, geo-engineers are limited in communicating findings to a larger audience, i.e. stakehold-
ers involved in the decision-making process of designing the dyke and often without geo-engineering
knowledge. Using visual communication helps to explain the problem and solution in a more intuitive
and appealing manner.

In recent years, research in computer graphics has yielded different methods of using MPM to sim-
ulate and visualize a variety of materials. Although these research has not been investigated in simula-
tions of the geo-engineering field, it is confident that it is possible to create visualizations with a certain
graphical realism from RMPM data.
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The challenge of making visualizations from RMPM data arises not only from an investigation of
how to visualize the dataset, but also the number of MPM realizations to visualize and the amount of
data as soil has compared to other materials more properties to describe the material. Therefore, it
requires both geo-engineering and computer graphics background. This thesis investigates the possi-
bilities of how to visualize an RMPM dataset for visual communication purposes, which makes the gap
between computer graphics and geo-engineering smaller.



3
Simulation description

The visualizations created within this research are based on a given RMPM dataset performed on an
idealized dyke cross-section as described by Remmerswaal et al. [52]. The full RMPM dataset comprises
10 000 realizations, i.e. each realization is a possible outcome of the dyke, performed in parallel on a
grid computer system (Spider) at a national computer center in the Netherlands (SURFsara). As this
research focuses on the failure process, all realizations with stable dykes, i.e. dykes without any failure,
are excluded from the analysis, as they do not provide information on the failure process. There are in
total 1189 realizations that experience failure and are of interest to visualize.

3.1. RMPM data description
Geometry: The clay dyke has an initial crest height (Hi ) of 5 m and a crest width (Wc ) of 10 m. The outer
slope of the dyke is 1 on 1, and the inner slope is 1 on 3, shown in Figure 3.1. An external water load is
added to the outer slope of the dyke, 0.25m below the crest (H −h = 0.25m). Deep slides through the
foundation layers below the dyke are limited by a fixed boundary condition at the toe of the dyke. In
other words, the dyke is assumed to be on a strong foundation layer.

Wc

Wi
Hi

h
1

1

3

1

Figure 3.1: Geometry of the dyke used for the given RMPM dataset and a summary of the material properties and model condi-
tions.

Random fields and material properties: A Von Mises constitutive model with shear strength soften-
ing is used to simulate the strength reduction caused by a build up of pore pressures during the failure.
This model uses an initial undrained shear strength (ci ) and residual undrained shear strength (cr ).
Random fields are used to incorporate the effect of the spatial variability of these shear strength prop-
erties. The values of each random field are generated using Local Average Subdivision (LAS) and are
mapped onto the MPs in their initial position at the start of the analysis. The spatial variability is con-
sidered only for ci and cr , which are assumed to be fully correlated. All other material properties are
assumed to be deterministic, as presented in Figure 3.1.

The random fields are generated based on the point and spatial statistics of the initial and residual
undrained shear strength. Both properties are assumed to be normally distributed with a coefficient of

23
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variation (V) of 0.2, and a mean ci of 13 kPa and a mean cr of 5 kPa. The spatial statistics are defined by
the vertical scale of fluctuation θv = 0.5 m and the horizontal scale fluctuation θh = 24 m. This horizontal
scale of fluctuation results in a significant layering of the spatial variability.

The unit weight of the dyke clay is γ = 15 kN /m3 with an elastic modulus of E = 1000 kPa and
Poisson’s ratio ν = 0.45. The softening modulus of the undrained shear strength is equal to Hs = -50
kPa. In order to create a significant number of failure processes with limited computation cost, the
material properties were chosen relatively weak to enforce a higher probability of failure than is typically
observed in practice.

Discretization: A mesh of 4 noded (linear) square elements is used. Each element has the size
∆x =∆y = 0.25 m, and four equally spaced material points are placed within each element, which leads
to 6400 MPs in total. The nodes at the bottom boundary are fixed to mimic a strong foundation layer.
The random field is generated with a cell size corresponding to the material point domain, i.e. 1/2∆x
by 1/2∆y , which captures the spatial variability adequately, since the random field size is four times
smaller than the smallest scale of fluctuation, i.e. θv = 0.5.

Implicit MPM is used in this study for two reasons: (1) the implicit time-scheme saves high com-
putational costs [66], and (2) algorithms to improve the accuracy of the implicit MPM have been devel-
oped, which are not applicable for the explicit MPM. For the implicit scheme, a larger time step equal
to ∆t = 0.01 s can be used compared to explicit MPM [21]. The DM-G technique is used to reduce the
stress oscillations.

Initial conditions: The in-situ stresses are generated under the assumption of an elastic material
and are generated quasi-statically using gravity loading. Plasticity and dynamics are considered after
the start of the simulation. The plasticity generates unbalanced forces at the nodes of the mesh and
may lead to an initial failure. Hydrostatic pressure is applied on the boundary segments at the outer
side of the dyke from the base level till 0.25m below the crest of the dyke.

End conditions: The simulation is terminated when (1) the crest height is lower than the water level,
i.e. the dyke floods, (2) a dyke finds a new stable equilibrium, or when (3) the maximum simulation time
is reached, i.e. t = tmax = 40 s. In case the maximum simulation time is reached, and the height of the
dyke is still above the water level, the realization is assumed to be stable.

To determine if a new equilibrium is reached, the change in average horizontal displacement, aver-
age vertical displacement and average plastic deviatoric strain is evaluated over one second. The dyke
is assumed to be stable when these changes are smaller than 0.1%. Furthermore, a simulation with a
residual crest height lower than 0.1m above the water level will not be terminated, even if the dyke is
stable according to the conditions mentioned above. In this case, the simulation only stops when the
maximum simulation time is reached.

3.2. RMPM Output
The generated data is presented using different file types. Two files store the data of interest to visualize:
an MP-file and a mesh-file created for each time step in a .inp file and .vtk file, respectively. The MP-file
stores MP coordinates along with attributes per MP, and the mesh-file stores the coordinates of the ele-
ments along with the attributes per node. In Table 3.1 an overview of the included attributes is shown.
Two additional files which could be of interest are (1) the boundary file, which stores the coordinates of
the external geometry in a .vtk file format, and are determined using the boundary detection method,
described in Section 2.2.3. And (2) the cluster file, which stores some additional information of each
failure block detected by the K-MCM algorithm (Section 2.5.1), the additional attributes are listed in
Table 3.2. This file does not contain much information, but it could be extended.

A summarizing overview of the output files of interest is given in Table 3.3, along with the order of
magnitude of each file based on an example realization with 180 time steps and two failure blocks.

The K-MCM algorithm is used to detect failure blocks and label MPs in which failure block it be-
longs, described in Section 2.5.1. The algorithm is modified for RMPM by combining the K-MCM
technique with a Euclidean displacement threshold to detect multiple clusters. The threshold for this
dataset is defined to be 0.3m. The first step of the algorithm computes the mean of the Euclidean dis-
placement of all MPs per time step; while the mean does not exceed the defined threshold, the dyke is
considered to be stable. If it exceeds the threshold, the K-MCM algorithm subdivides the dyke body into
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Table 3.1: An overview of the MP-output file, the attributes describes each MP per time step

Table 3.2: An overview of the cluster-output file, the attributes describe each cluster per time step

two clusters; the initial slide and the remainder of the dyke. The mean of the Euclidean displacement
of MPs in the remainder of the dyke is then again computed and compared with the threshold. If this
exceeds the threshold, it will be again subdivided into two new clusters, i.e. secondary cluster and a
new remainder of the dyke. The process will be repeated until the remainder of the dyke is defined to
be stable, i.e. the mean of the Euclidean displacement of the remainder of the dyke is below the thresh-
old. The algorithm is executed for each time step. The advantage of the modification compared to the
original is that it is not required to know the number of clusters upfront.

3.3. Failure profiles
Each RMPM dataset, also called an ensemble, has a set of consequences leading to a certain failure
profile. These realizations can be classified into a set of failure profiles. Grouping the different types
of failure profiles will help reduce the amount of data to visualize. It can therefore help to design rep-
resentative visualization of the ensemble. While some classification techniques can detect patterns
within the data, and thereby find groups automatically. Here it is chosen to construct the groups based
on previous experience. In the current guidelines for macro instability, only two groups are created:
stable and failed dykes [1, 33, 70]. However, when residual dyke resistance is included, as mentioned in
Section 2.1, multiple failure patterns can be recognized for failed dykes, which can either lead to flood-
ing or no flooding, and therefore important to understand the failure process and to recognize a certain
failure profile from an early stage.

Table 3.3: Overview of the output files per realization, calculation of data size are based on one example realization with N=180
time steps.
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3.3.1. Types of failures in macro-instability
Five types of failure profiles are defined, which are related to possible macro-instability failure profiles
and each MPM realization within the RMPM data should be classified within these types of failure pro-
files. It is important to understand whether stabilization occurs after the initial failure block forms, or
whether retrogressive failure is triggered [33]. Moreover, it is important to separate the cases where
flooding occurred, either after an initial failure or after retrogressive failure, from the cases where flood-
ing could be prevented because a stable equilibrium was reached. Finally, RMPM research suggests that
failure blocks occur to be not only rotational but also horizontal [52].

Horizontal failures are often not detected as flooding during the simulation because the displace-
ment is lower than rotational failure and therefore defined as stable. Additionally, during horizontal
failure, the height of the crest does not decrease much, so it is not defined as flooded. However, when
making it a three-dimensional problem, a horizontal failure mechanism almost always leads to flooding
because it causes a breach in the dyke segment. Therefore, separating horizontal failure mechanisms
in two-dimensional analyses is important.

To summarize, the following types of failure can occur within the RMPM data:

1. Stable after one failure block (No flood 1), Figure 3.2b and c, 11 out of 1189 realizations.

2. Flooding after one failure block (Flood 1), 150 out of 1189 realizations.

3. Stable after retrogressive failure (No flood R), Figure 3.2d, 101 out 1189 realizations.

4. Flooding after retrogressive failure (Flood R), Figure 3.2e, 867 out of 1189 realizations.

5. Horizontal failure (Horizontal), Figure 3.2f, 60 out of 1189 realizations.

As previously mentioned, the group of stable dykes, see Figure 3.2a, are excluded from the remain-
der of the analysis and therefore not included in the five classifications summarized above. The ret-
rogressive flooded realizations are the most common failure type within this dataset. The failure type
’Flood 1’ is not described in the research of Remmerswaal et al. [52], it distinguishes shallow (Figure
3.2b) and deep (Figure 3.2c) initial failures. For this research to classify simulations with only one fail-
ure block, the categories ’flooded’ and ’not flooded’ are more suited.

Figure 3.2: Six possible outcomes showing the final deformed position first described by Remmerswaal et al. [52] showing the
final deformed position with MPs colored according to the undrained shear strength: (a) stable; (b) shallow initial failure; (c)
deep initial failure; (d) retrogressive failure without flooding; (e) retrogressive failure with flooding; (f) horizontal failure triggered
by rotational failure.

3.3.2. Identification of failure profiles
The K-MCM algorithm is used to identify how many failure blocks are formed during the simulation,
and can therefore classify retrogressive failures. Furthermore, flooding is detected based on the height
of the crest. Taken together four out of five failure types are detected.
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From the five classes, only horizontal failures are difficult to identify, because it often does not flood
and the K-MCM algorithm is not able to identify the form of the failure block. Horizontal failures can
appear in both flooded and non-flooded realizations, as previously described. Therefore, a clear char-
acterization is needed to create an algorithm to detect horizontal failures. Remmerswaal et al. [52]
describes two different types of horizontal failures seen in the RMPM data, which are:

• Type 1: a horizontal failure in which the width of the sliding dyke stays more or less the same. The
height of the sliding failure block decreases slowly, Figure 3.3a.

• Type 2: a horizontal failure triggered by an initial rotational slide, Figure 3.3b.

The characteristic of both types is a horizontal sliding plane to the outer slope, which will lead to an in-
creasing plastic deviatoric strain value along the horizontal plane over time. So, by finding the increased
horizontal plane, horizontal failures can be detected. However, since there are two types of horizontal
failures in which Type 2 is formed after one or more rotational failure, it is more difficult to detect the
horizontal failures. Additionally, the horizontal failure plane can be formed at different depths. The
difference between retrogressive failure and retrogressive failure with a horizontal failure is shown in
Figure 3.4. The increase of the plastic deviatoric strain is shown with similar patterns, but there is no
horizontal plane observed in the retrogressive failure of Figure 3.4b.

Figure 3.3: Two types of horizontal failures as described in Remmerswaal et al. [52]; (left) Type 1 failure where the moving failure
block experience little reduction in undrained shear strength; (right) horizontal failure triggered by an initial failure.

Figure 3.4: Two MPM realizations in a non deformed position with MPs normalized and colored according to plastic deviatoric
strain at tend ; (a) Horizontal failure type 2; (b) Flooded retrogressive failure.

In order to separate the horizontal failures from the rest, an algorithm is written in which it used
the increase of plastic deviatoric strain to separate horizontal failures from other failure types. The
algorithm uses the plastic deviatoric strain attribute from the material points at tend . The dyke body at
start is rasterized in order to create a heatmap. Only material points with a plastic deviatoric strain value
larger than the threshold = 0.5 are registered. The threshold is needed to compensate for the oscillating
behavior in the MPM simulations; a value too low will lead to overdetection of horizontal failures and a
value too high will lead to underdetection. To detect Type 1 failure, a continuous row of non-zero values
must be detected. As for Type 2 failures, two rows of non-zero values together form one row. The full
algorithm is in Appendix B.





4
Software selection and implementation

4.1. Requirements for visualization software
The visuals with graphical realism, which this thesis is aiming to create, are often created using a 3D
computer graphics software via a rendering pipeline. There are a variety of options of software and
techniques to create such an image. In order to evaluate the options, the selection criteria for the most
fitting techniques and software for visualization of RMPM ensembles must be determined. These crite-
ria are based on design principles [5], and for this thesis the design is based on the following question:
"What is the role of the visual representation of RMPM?".

Additionally, one should keep in mind that most geo-engineers, who might create these visualiza-
tions, lack an extensive computer graphical background. Therefore, the visualization design methods
should be easy to use, and there should be enough guidance for users with little experience. For this
reason, an additional guide on how to generate these visualizations is shown in Appendix ??.

4.1.1. Selecting the target group
In order to answer the question is important to determine for whom an RMPM visual is designed for:

• Stakeholders: This group refers to the concerned party affected by the dyke strengthening pro-
gram, described in Chapter 1, and usually do not know the technical concepts of dyke failure or
the numerical methods used to assess them (such as LEM, FEM and MPM). Therefore, visuals
should have a more explanatory role. For example, the assessments of WBI indicate that there is
1300 km of dykes that do not comply with the Water Act, which sounds concerning [70]. However,
additional reports from WBI and practical cases show that it does not directly imply that civil-
ians are in danger, described in Section 2.1, but instead that often more accurate models, such as
RMPM, are required to reduce over conservatism. Additional visuals can explain these concepts
efficiently, and creating visuals using accurate data will add trust to the visuals.

• Geo-engineer: Geo-engineers are familiar with most of the basic numerical methods. Visuals
have the purpose to easily convey and evaluate results [7]. However, RMPM is a relatively new and
unknown method [65]. Therefore, visuals of RMPM have both an explanatory and evaluatory role,
even for geo-engineers. It may require more than one visual, which is because RMPM consist of
multiple realizations. It requires the user to be more creative when designing informative visuals.
The visuals should clearly convey the processes within the entire dataset.

There are multiple challenges in making realistic visualizations using (R)MPM, and based on these
challenges, a list of requirements is formed to evaluate the visualization software.

29
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4.1.2. Requirements
After settling for whom the visualizations are made for, a first design should be generated to set up a list
with requirements for the software. The design of a visualization in general has three main criteria[5]:
expressiveness, effectiveness and appropriateness.

Expressive visuals show exactly the information contained in data, nothing more or less. For exam-
ple, visualization of the subsoil in a detailed manner is unnecessary, because the subsoil is not included
in the MPM simulation.

A visual is effective when it addresses the cognitive capabilities of the human visual system. For
example, the background of a visual is context-related information and is an aid to obtain intuitively
interpretable and recognizable visual representation. For dyke slope stability problems, for example,
the texture and coloring of the visual are important to understand what the dyke is made of and what
happens during dyke failure. Moreover, the environment around the slope is important; for example,
the water table is required to understand the location of the inner and outer slope.

Lastly, visuals need to be appropriate, which means that the effort of creation of each part of the
visual should be equivalent to the added benefit [5]. Therefore, it might, for example, not be needed
to simulate the river water in a detailed manner, which costs significantly more computational power
compared to using a water texture.

Overview of the list of requirement

Based on literature (Section 2.4.3) and the above-described criteria, which include the needs of the
user and receiver, the following list of requirements is formed for choosing the appropriate software for
further research, and an overview is given in Table 4.1:

• Data import: the software has to be able to import and read the unstructured MP data file con-
taining coordinates, grid type, and attributes for multiple time steps, preferably with limited
changes to the MPM code.

• Existing research on MPM: this is not a hard requirement, but a preferred requirement. Since
using graphics software that already created successful renders of MPM will improve the final
outcome.

• Transformation libraries: raw data has to be transformed before visualization, so some transfor-
mation libraries containing transformation algorithms are required.

• Modeling: this feature is needed in order to create more appealing and realistic images by altering
and/or adding geometry and features of the mesh.

• Textures/materials/shaders: this process materializes the mesh by adding textures and shaders
to the object, which are required to convey realistic features of the dyke.

• Rendering is the process to generate the image in a graphical realism or non-realistic manner by
adding correct lighting for example.

• Simulation/animation: Software has to be able to animate the different time steps, and prefer-
ably the MPM simulation can be performed from within the software.

• Python interpreter is preferred to avoid manual implementation of generating the visuals for
multiple realizations.

• Price: the cost of the software should be manageable to make it attractive and accessible for
future applications in the geo-technical field.

• Hardware: software has to be able to be run on laptops/desktops, since most users within the
geo-technical field do not have a high-end graphics computer available.
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Table 4.1: Requirements the software needs to have based on literature study and design of the dyke.

4.1.3. Selecting software
Based on the different types of software, described in Section 2.4.4, a comparison is made of different
types of visualization software is shown in Table 4.2. The table suggests that only coupled software
satisfies the list of requirements.

Table 4.2: Comparing different computer graphic software with the requirement list.

Scientific software, such as ParaView and Amira3D, are not able to handle any modeling and texture
requirements, but ParaView has been extensively used in the MPM community. 3D animation software
such as Houdini and Blender are originally not created for scientific purposes. However, to meet this
additional requirement, libraries (OpenVDB and VTK) can be included. Both Blender and Houdini have
integrated OpenVDB into their software. However, the integration of OpenVDB in Blender is not fully
developed yet, which makes it more difficult to use and less user-friendly [44].

Blender-VTK (BVTK) and Houdini-OpenVDB both have their advantages and disadvantages. Pre-
vious research, described in Section 2.4, has shown that it is possible to transform MPM data to visual
representation using Houdini-OpenVDB. However, this previous research does not describe the details
behind the visuals using MPM. Blender-VTK has not yet visualized MPM data, and the coupling is also
relatively new compared to Houdini-OpenVDB. Nevertheless, the choice of using Blender-VTK is made
for the following reasons:

• Blender is an open-source software, making it more accessible. There is a high development rate,
which can be seen in the fast developments made in the last year in the field of Blender-VTK [31],
which make Blender-VTK a promising tool for the future.

• VTK is the underlying software of ParaView, which is used within the geo-technical RMPM re-
search community. Users are already familiar with the algorithms within the VTK library, and
data from MPM can directly be imported into Blender without any conversions. For this reason,
there is the confidence that (R)MPM representations in Blender-VTK can be created, even though
there is no previous evidence.

• Blender-VTK is free, whereas Houdini-OpenVDB costs more than 6000 dollars per year, limiting
the usefulness in geo-technical practice.
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• Although there are successful visuals created with VDB using MPM simulation [43] and there-
fore has a higher chance to create successful renders that suffice the design goals, there are no
renders of MPM that have been created with OpenVDB. Instead, only VDB has been used with
MPM. As OpenVDB has not yet been fully implemented [43], (R)MPM visualization with Houdini-
OpenVDB will not guarantee success.

4.2. Making visuals in Blender
First, one MPM realization will be visualized with Blender-VTK, after which the visualization is extended
to multiple realizations. The visualization pipeline is used to transform data to an image, which is based
on the theory described by Haber and Mcnabb (1990) [23], it is essentially divided into three parts:

1. Filtering
2. Mapping
3. Rendering

Implementing the visualization pipeline theory to the design goals for the MPM realization gives the
design process illustrated in Figure 4.1. The first step of the visualization pipeline, filtering, is completed
within the RMPM simulation itself, which is a given dataset and described in Chapter 3. The visualiza-
tion pipeline is essentially divided into two independent pipelines: (1) VTK-pipeline, in which the data
is transformed to a mesh, also called the mapping phase. This phase is done within the VTK add-on
using the BVTK node system, described in Section 2.4.4. (2) Rendering pipeline, in which the mesh, cre-
ated in the VTK-pipeline, is modeled and textured further in Blender making it graphical realistic, i.e.
the rendering phase. Different design goals lead to different rendering pipelines, and as a result, there
will be different images. In other words, there is not only one possible design for the rendering pipeline.
This chapter shows how to set up the VTK-pipeline and what the options are for the rendering pipeline.
After that, the user can alter the pipelines to their own need.

Figure 4.1: A conceptual design of the visualization pipeline showing divided into two pipeline. Left: VTK-pipeline where data is
transferred to the mesh. Right: Rendering pipeline where the mesh is materialized.

4.2.1. VTK-pipeline
A basic set up and a brief explanation of two VTK-pipelines from the MPM dataset are shown for a mesh
and a particle system. A detailed set up can be found in the guide, which also includes detailed guiding
of using the nodes applied to MPM data, additional options to the visualization pipeline, and details of
the installation in Windows.
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Importing data

The first step of the VTK-pipeline is importing the dataset. This thesis focuses on the import of the MP-
file, which carries all information of the material points (Section 3.2). The data file is an unstructured
grid file in a UCD avs format [4], which includes:

• Material ID
• Coordinates of each MP in x, y, z direction
• Grid type, which in this case is points
• Attributes attached to each MP

Using the VTKucdreader node, designed for this file type, the data can be read and imported. Each
date file stores the data for one time step, and each simulation has multiple time steps and therefore
multiple files. The whole time sequence can be loaded into Blender allowing the reader to read the
time steps accordingly. Standard Blender animation can be used to animate the time steps as discussed
further in Section 4.2.2.

Generating a mesh

The next step is mapping the relevant data to appropriate visual variables using structure and type
transformations. For unstructured data, it is chosen to use a surface rendering technique (Section 2.4.3)
instead of a point rendering technique, because surface rendering requires less computational power
and satisfies the current design goals.

Delaunay triangulation is chosen to as the most appropriate surface rendering technique, because
the data is unstructured. Other surface rendering techniques like marching cubes may be faster com-
pared to Delaunay triangulation [20]. However, this technique within the VTK library is suited for struc-
tured data or ’image data’. Translating the MP dataset will result in extra computational steps, which
can be avoided using Delaunay [3].

Figure 4.2: Mapping of the Delaunay triangulation for one realization using a VTK class vtkDelaunay2D shown as a node in
Blender, with an alpha value 0.4.

The BVTK node vtkDelaunay2D, shown in Figure 4.2, is attached to the input connector: VTKuc-
dreader. As the simulation is a 2D cross-section, a 3D Delaunay triangulation is not required. The
Delaunay 2D operation generates a polygonal mesh in the form of triangles. The alpha variable is used
here to remove unwanted connections in the mesh. It is used so that only edges, vertices and triangles
within the alpha radius are outputted. Using a value too small will result in holes in the mesh, and
using a value too large will lead to triangulation at certain unwanted locations. A set of alpha values is
illustrated in Figure 4.3, which shows that an alpha value between 0.3 and 0.5 gives good meshes. During
the research, it shows that using an alpha value between 0.3-0.5 gives plausible results. For simplicity
and consistency reasons, it is chosen to use an alpha value of 0.4 for this research.
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Alpha = 0.1 Alpha = 0.3 Alpha = 0.4 Alpha = 0.5 Alpha = 0.9

Alpha = 0.1 Alpha = 0.3 Alpha = 0.4 Alpha = 0.5 Alpha = 0.9

Figure 4.3: Delaunay mesh with alpha values of 0.1, 0.3, 0.4, 0.5, 0.9. Alpha values above 0.5 will result into triangulation at
unwanted points, while alpha lower than 0.3 will results into holes in the mesh.

3D Data: The vtkDelaunay3D node is tested by using a self-made 3D dataset, which is created by
duplicating the MPs within the MP-file with a depth (z = 0.5m) (Appendix B). The usage of the 3D-node
is similar to the 2D version with an additional feature for the alpha value. It enables to control which of
the output shapes (tetrahedra, triangles, vertices, and/or lines) are influenced by the alpha value [3].

Color mapper

Up till this step, the generated mesh does not yet carry any attribute values, which is necessary when
materializing the dyke according to the actual data (Section 2.4) for later use in the rendering pipeline.
Therefore, the Color Mapper node maps is used, it adds a selected attribute to a color spectrum and
transfers the values on to output mesh and/or glyph. The node’s input connector is connected to the
VTK-pipeline, and additional VTK nodes can be added to perform basic mathematical operations on
the data before color is applied. The color spectrum of the variable is determined by the Color Ramp
node connected to the Color Mapper, illustrated in Figure 4.4. A specified value range controls the
lookup-table, or one can use an automatic value range within the mapping node. The automatic value
range is determined by the minimum and maximum values within the list of attributes. When there is
no color ramp node connected to the Color Mapper, an automatic color ramp is used, which is identical
to the color range shown in Figure 4.4.

VTK to Blender

The last step within the VTK-pipeline converts the VTK surface mesh along with the attributed values
to a Blender mesh. Figure 4.5 shows the converted mesh. Thereafter, the rendering pipeline is attached
to the converted VTK-mesh. The complete overview of the visualization pipeline is shown in Figure 4.6
to create a mesh including the filtering steps.

Generating particles

An alternative to converting the material points to a mesh is to assign a particle (a geometry) to each
point. This particle VTK-pipeline can generate images to show the material points as spheres or to
represent a physical data vector in the form of a glyph [7]. The VTK-pipeline for particles is split into two
parts. In the first part, the basic shape of the points/glyphs is defined. In this case, the vtkSphreresource
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Figure 4.4: A VTK class color mapper is used to attach data values to a MPM mesh. Here the initial undrained shear strength is
mapped.

Figure 4.5: The initial undrained shear strength of the dyke; a VTK-object that is created in Blender from the VTK-pipeline

node is used to create small spheres with a certain size and form representing each MP. The output of
the node is connected to the VTK to Blender Particles node to create a particle object in Blender. The
second part of the pipeline imports the MP data file and combines it with the first part to create a
particle system. The complete VTK-pipeline is shown in Figure 4.7.

The VTK to Blender Particles node converts the VTK particles to a Blender particle system using
object instancing, which uses little memory and therefore large numbers of points can be visualized at
once [31]. The advantage of using the particle system is the possibility of visualizing multiple attributes
by adjusting the scale and color of the particles. However, one should note that this node is experimen-
tal within Blender and there are known issues with hanging renders.

In the VTK to Blender Particles node, the name of the particle object must be selected. Moreover,
the optional functions Scale Value and Color Value variables of the data file can be coupled to the scale
and/or color of the particles. Additionally, the Direction Vector function can be used to point glyph
objects in the direction of the vector data.
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Figure 4.6: Simplified overview of the complete VTK-pipeline to generate a mesh indicated with the basic steps from the pipelines

Step 2:
Particle System Generation

Step 1:
Main Object 

Generation

Figure 4.7: VTK-pipeline in Blender software for the particle system; where the first step shows how the main particle is created
and the second step shows how to couple individual MPs to the particle.

4.2.2. Rendering pipeline
The output of the VTK-pipelines is a scientific representation of the data, with the color attached as a
single value to the vertex. Materializing in Blender starts after converting the VTK-pipeline to a Blender
object. It has the goal to make the visualizations more appealing using a material node system, from
here on called the rendering pipeline. The VTK-pipeline automatically generates a rendering pipeline
containing five basic nodes as an output, and forms the basis of further extension of the rendering
pipeline, illustrated in Figure 4.8. The purpose of each basic node is as follows:

• Texture coordinate: this node contains color values assigned by the VTK-pipeline.

• Mapping: this node can transform the input vector by applying rotation, scaling and translation.

• Image texture: this node adds an image file to the texture from the UV coordinates. For the general
material it takes a RGB value from the image according to the location of the UV map.

• principled BSDF: this node combines multiple properties of materials into one node such as
metal, transparency, transmission of light and coloring.

• Material output: this creates the final object from the rendering pipeline.
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Figure 4.8: Basic rendering pipeline is shown, which is generated automatically after the VTK-pipeline.

Depending on the visualization goal, different rendering pipelines can be created based on the con-
verted object from the VTK-pipeline (Figure 4.5 and 4.7).

Textures

To make the core of the dyke more appealing, different textures can be added according to the colored
value from the VTK-mesh. As an example, illustrated in Figure 4.10, the undrained shear strength of the
dyke will be represented using two textures: (1) a light sand-colored texture indicating the strong zones;
(2) a darker, gray-colored clay texture to indicate the weak zones. The simplified rendering pipeline is
shown in Figure 4.9. There are two new nodes added to this pipeline compared to the basic pipeline; (1)
the black-and-white color ramp in which the dyke is colored according to the undrained shear strength
value given by texture coordinate, i.e. the values provided by VTK, (2) the Mix shader node, to attach the
textures to the black and white values from the Color ramp. The ratio between weak and strong material
can be chosen according to the user’s preference to give a correct representation of the strong and weak
zones. After that, each texture is attached to the mix shader and rendered via the material output.

Figure 4.9: Render pipeline for texturing: the mesh created in the VTK-pipeline is transferred to a black-and-white colormap.
Thereafter, two different textures are attached to the according to black-and-white values.

It is recommended to be careful when only two textures are used to indicate the weak and strong
zones. If the current undrained shear strength is used, the initially weak zones and the softening zones
will likely all have the same value and appear to have the same texture, see Figure 4.11a. So it is sug-
gested to add another texture/color to indicate the weakening zones, as shown in Figure 4.11b.
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Figure 4.10: One single dyke showing the initial undrained shear strength using (a) scientific visualization by using a color range
and (b) artistic visualization by using textures

Figure 4.11: Slope failure showing the undrained shear strength using textures (a) the weakening texture gives the illusion that the
strength is same everywhere (b) Adding an additional color shows the lowest (critical) undrained shear strength

Three-Dimensional space

Making a visual representation of the dyke in 3D gives the observer the idea of dealing with a slice of the
entire dyke with a finite thickness. While, a 2D cross-section can instead seem like an infinite dyke in
the third dimension. A 3D slice can be created by replicating the values of the mesh within the data file,
as described in Section 4.2.1. Alternatively, the extrusion function in Blender can duplicate the vertices
while keeping the new geometry connected to the original vertices (Figure 4.12 (top)). This method
does not require any additional modeling in Blender to make it 3D (Figure 4.12 (bottom)).

The Delaunay triangulation results are compared using a 2D and 3D dataset, illustrated in Figure
4.12. The Delaunay triangulation is directly applied to make a 3D mesh, shown in Figure 4.12b, which
has a better triangulation with the same alpha value compared to the triangulation in 2D (Figure 4.12a).
Additionally, the triangulation from a 3D file gives a finer mesh at the top of the dyke, which helps
whenn adding other parameters on top. Although, it costs more time to create the 3D file and run the
VTK-pipeline for 3D Delaunay triangulation, it has a better visual representation of the mesh than using
the extrusion method.

Transparency

The alpha1 parameter in the BSDF can be used to control the transparency of the objects (with 0 being
fully transparent and 1 being fully opaque). Here the alpha value is used for two purposes. The first
purpose of transparency is to remove/reduce parts of dyke, which is a useful tool to get the receiver
to focus on a certain aspect. It can, for example, be used to highlight the weakening behavior of the
soil throughout time, illustrated in Figure 4.13b, or focus only on initially weak zones in the material.
The rendering pipeline for this set up is similar to the texture rendering pipeline; it needs an additional
black-and-white Color Ramp node connected to the alpha value in the principled BSDF node, the parts
with black color will become transparent. This part of the rendering pipeline is highlighted in Figure
4.13.

The second purpose of transparency is to make the entire dyke cross-section opaque by using one

1The alpha-value from Blender material nodes should not be confused with the alpha value of VTK-Delaunay node (Section 4.2.1)
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3D mesh: Extrusion

3D mesh: 3D data file

Figure 4.12: Mesh of the slope failure created in two ways; (top) mesh created using extrusion, which emphasizes bad triangu-
lation at the edges of the mesh; (bottom) mesh created using 3D file, which creates triangulation on the top layer showing more
accurate triangulation

Figure 4.13: Slope failure of the dyke and using transparency to create a different effect. Left: the rendering pipeline to create
the middle visualization, only additional nodes are highlighted with the input and output. Right: 3 dyke layers shown; (a) refer-
ence with no transparency; (b) transparency is coupled to the undrained shear strength making the weakest part invisible; (c) a
transparent layer (alpha =0.35) is added over the whole dyke body.

alpha value for the entire dyke body. It can be used to plot multiple cross-sections after each other. For
example, to plot multiple MPM realizations of the same ensemble. As the alpha value is applied to the
entire cross-section, it is not needed to extend the pipeline with an additional Color ramp.

Environment

The environment of the dyke consists of the top layer of the dyke, the protected lowland, and the river-
side land, which gives additional information to the receiver and an easier link to practicality.

The purpose of representing the riverside is mainly to indicate the location of the water and the
water level. Therefore, it is not necessary to create a fluid simulation for this purpose. A simple plane
with water texture will suffice to indicate the role of water. However, the fluid simulation can be im-
pressive and may have its use in some circumstances. The top layer of the dyke is a protective layer on
top of the dyke body. The layer fractures due to movements during macro-instability and exposes the
weakest parts of the soil body, which makes it more vulnerable for erosion and secondary failures such
as micro-instability [33]. It is important to visualize the fracturing behavior with scientific accuracy to
demonstrate the function of the top layer. A short set-up is shown in Figure 4.15 of how to create this
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Figure 4.14: Initial dyke showing the river side using two different methods to create.

layer. Individual grass blades are created using a particle system, which is an optional step to make
the visual representation more realistic. The duplicated layer is changing according to the parent layer,
which is the dyke body, meaning that changing data in the dyke body will automatically update the
grass layer, even during animations.

Step 1:
Duplicate the top-layer of the dyke with the values of the 
plastic deviatoric strain, which will the base of the grass 
layer. 

Step 2:
Create a new rendering pipeline with a grass texture and 
add-in transparency to remove the parts with a low plastic 
deviatoric strain value.

Step 3: 
Adding a particle system, which creates the grass 
individual blades of the grass attached to the rendering 
pipeline and transparency.

Before After

Figure 4.15: Set-up of how the grass top layer is created using three steps. Step 1: duplicates the top of the dyke into a separate
layer. Step 2: adding a grass texture and a transparency similar to the rendering pipeline described in figure 4.13. Step 3: Optional
step, where a particle system is used to create individual grass blades on top of the dyke for graphical realistic look.

Animation

As the dataset is already a time-series, it is logical to create animations to give the receiver an idea
of how the failure proceed through time, illustrated in Figure 4.16. Blender will automatically detect
the files within a file directory path in the VTK-pipeline and attach the assigned rendering pipeline.
Keeping each realizations’ file-name the same and a consecutive number at the end, which represents
the different time steps, is recommended to make the process smoother.

Figure 4.16: Six time steps of one realization from the failure class: flooded retrogressive failure.
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4.3. Results in Blender
Using scientific software like ParaView is a popular method for geo-engineers to make visualization
because it is easy to use and it does not require computer graphics background to create the visuals.
Blender-VTK is a more advanced method in comparison. Both methods can make visualizations with
scientific accuracy.

4.3.1. Visuals in three dimensional space
The main difference between the two methods is that using visuals from ParaView constrains the ability
to visually communicate with a larger audience, as the representation is often limited to only coloring.
In comparison, Blender-VTK creates visuals with a certain graphical realism, which is easier for an au-
dience to link to practicality. Further, it offers a method of making a 2D dataset into a 3D visual, and it
gives a first option for visualizing 3D MPM simulations of dyke failure. It shows the receiver that these
failures are a slice of the dyke and not the entire dyke. The existing MPM visuals are compared to the
visuals created with Blender-VTK in Figure 4.17. In Figure 4.17b, the colorscale is simplified into two
types of soil, which will be less overwhelming for the receiver when seeing it for the first time. More-
over, it highlights the parts with failure in a vibrant color, which immediately caught ones attention. As
a result, the Blender-VTK shows the value of using graphical realism and three-dimensional space for
visual communication.

Figure 4.17: Initial dyke and the dyke at the end of the simulation; (a) reference images from Remmerswaal et al. [52]; (b) re-
created images using Blender-VTK preserving the scientific accuracy, while making it more appealing and closer to realism.

The different designs of VTK-pipelines and rendering-pipelines result in various examples demon-
strating the power of visualization using an (R)MPM dataset for slope stability. Some of these visual-
izations are more complex to create with more advanced methods and cost more rendering time. An
overview is created for all pipelines and compared in Table 4.3, which includes the number material
points within the dyke body, the relative time to create and run both the VTK- and rendering-pipeline
along with an indication of the difficulty level to create each pipeline.

4.3.2. Visualization of the ensemble
The goal of the thesis is to investigate the possibilities to transform RMPM data to a visual with a cer-
tain level of realism. Three features are highlighted, which can be used for visual communication to
stakeholders and was not possible to create in the scientific visualization software ParaView:

• Recognition of a dyke, by showing water and grass environmental features.
• Explanation of spatial uncertainty, by showing the material strength and the development of dif-

ferent failure paths. Figure 4.19 shows different failure path of five realizations.
• Explanation of the potential damage due to macro-instability, by showing the fractures in the

grass cover during animation, which illustrates the reduction of strength in the soil. Figure 4.15
illustrates the fracturing of the grass layer using the undrained shear strength.
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Table 4.3: Overview of various examples created in this chapter with particle count, simulation time and an indication of the
relative difficulty level to create the pipeline.

The method shows how to change data to a mesh topology with attribute values attached, illustrated
in Figure 4.5. In addition, with the use of Blender, there is more realism in the visuals by adding different
textures according to different data values, illustrated in Figure 4.18. Next, it gives a method to not only
make illustration but also to make animations, which is valueble for time-dependent data, shown in
Figure 4.16.

Figure 4.18: Dyke failure showing different attributes values; (a) plastic deviatoric strain (b) clusters (c) Initial undrained shear
strength

With an eye to RMPM, the transparency method is able to create visualizations of multiple layers
shown in Figure 4.13. Figure 4.19 shows a visualization using multiple dyke layers; each visual repre-
sentation has a set of five dyke layers and different alpha values. Two challenges arises when creating
this image; (1) there is not yet a method to import the layers automatically, meaning that the data files of
different realizations needs to be imported manually, which will become an impossible job for RMPM
with more than 1000 realizations, (2) a low alpha value will result into invisible layers while a high alpha
value creates an opaque image blocking most of the simulations.

Another method to visualize the RMPM ensemble is to show an average of an attribute of multiple
simulations and show in one visualization by using the particle method described earlier (Section 4.2.1).
Figure 4.20, where on the background an dyke is shown and the size and color of the spheres at the front
indicates plastic deviatoric strain developed over time, normalized, and added together in a file, in other
words, a weighted average deviatoric strain is computed. Each sphere represents one MP, with a larger
sphere means a higher amount of plastic deviatoric strain developed in this material point within the
ten realizations. The results clearly show a preference for a specific failure path. This method results
in much lower computational cost within Blender than plotting all realizations after each other, but it
requires a larger amount of pre-processing. Moreover, it is uncertain whether or not the results will be
visible for many realizations.

4.4. Discussion and conclusion
A list of requirements for software (Section 4.1) is created based on the needs of the user and the receiver,
and Blender-VTK is chosen as the most optimal combination of visualization software and scientific



4.4. Discussion and conclusion 43

Figure 4.19: A set of five dyke failures with different alpha values with weakening behavior of the dyke shown in red; (a) alpha =
0.1, (b) alpha = 0.35, (c) alpha = 0.7. Right: only shows the weakening behavior

Figure 4.20: Visualization of the dyke with plastic deviatoric strains shown in front indicating the common failure path from 10
MPM realizations

library. Visuals with graphical realism are created to represent the (R)MPM data using a VTK library and
the Blender software.

Hansen and Johnson [24] mentioned the difficulty of making computer graphics when lacking knowl-
edge in this field. This method comes with a detailed description on how to make graphical-realistic
images specifically for dyke failure targeting geo-engineers as users. This guideline will save time learn-
ing VTK and/or Blender, simplifying the creations of Blender VTK-pipelines. As a result, geo-engineers
will not be dependent on illustrators to create visuals. Moreover, information will not be lost when a
geo-engineer designs visuals compared to transferring the ideas to an illustrator first.

The method shows several compelling results, but there are still improvements to be made. The
rendering in Blender is still separated from the VTK-pipeline, and it is therefore more difficult to gener-
ate appropriate materials based on VTK variables within Blender. The colormaps need to be consistent
in order to make the realizations intuitive as described in Section 2.4.3. As the automatic ranges can
update over time, it is not recommended to use the automatic updates of the value range. Because it
will make the comparison between realizations and even between time steps not possible.

There are, however, still limitations regarding the final rendering in Blender. Some features, for
example, the colors of particles show correctly using the Cycles render engine, while others work better
with other engines. It can therefore be hard to reach optimal results.

Creating the environment needs more time comparing to other procedures as it needs more manual
processing to create the environment and therefore requires more familiarity with the software, which
both cost more time. Moreover, the rendering time to make the advanced grass and water texture is
longer as it both has a particle system. However, it is recommended to use the full version to create more
appealing visual representations as shown in Figure 4.14,4.15. Table 4.3 shows the relative difficulty of
creating these visuals.

Difficulties arise when visualizing RMPM data, as another dimension is added to the raw data since
there are multiple realizations. One should ask again: "What is the role of the visual representation of
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RMPM?". This leads to the following purposes of the visualizations and solutions:

• It serves to explain the role of random fields in RMPM to the receiver by showing the different
consequences.

• It serves to give an overview of the ensemble for research purposes, indicating the expected be-
havior of the various consequences.

The method to create the visuals is developed, but the RMPM dataset is too large and there is no
obvious design of how to visualize this dataset. Therefore relations between the realizations data should
be explored more extensively. From these relations, clusters can be formed within the ensemble to
represent the failure of different possible consequences more efficiently, while maintaining the general
behavior of the cluster. The original visualization pipeline is therefore refined according to dos Santos
and Brodlie [17] to meet the requirements of higher dimensional visualization problems. The original
filtering step from Haber and McNabb [23] is split into two steps: data analysis and filtering. In order to
create a visualizations that represents the RMPM ensemble, a data analysis should be conducted.



5
Classification and visualization of

ensembles

To classify failure processes of the five failure groups, see Chapter 3, the ensemble is further investi-
gated. The dataset has many attributes describing the simulation, but not all are of interest because it
does not give additional information. A wide selection of attributes will be studied in detail, which is
based on literature described in Section 2.1.2. The current assessment aims to classify each realization
and assess the residual dyke more accurately after initial failure. The residual strength of the dyke is
expected to be highly dependent on the initial failure’s characteristics because it is expected to be the
largest failure and therefore has the largest impact. The following attributes are chosen to investigate
based on literature:

1. Displacement of the failure blocks: the displacement of the dyke body can be an important indi-
cator for residual strength.

2. Size of the failure blocks: the size of the failure blocks determine the remaining profile, and can
thereby be an indication of the residual strength.

3. Kinematics of the failure blocks: velocity and acceleration can be a valuable indicator of the de-
velopment of failure.

4. Stresses and strains: stresses and strains of the material points can indicate whether the consti-
tutive model is behaving correctly.

5. Duration of failure: time plays an important role in the behavior of failure, each realizations has a
different time span and duration. A simulation with a longer duration is hypothesized to indicate
that there is no flooding.

6. Undrained shear strength: the undrained shear strength of the material is an indication of the
strength of the dyke, which is important of how the failure planes develops, as it searches for the
weakest plane.

7. Plastic deviatoric strain: the plastic deviatoric strain indicates where the boundaries of the cluster
are, which can be used when searching for a specific material point at the failure surface.

Even after a selection of attributes, the dataset is still too large and the computational power limits
an extensive and quick data analysis of the full ensemble. Therefore, a pre-selection of nine realizations
is manually chosen for data analysis. This dataset is assumed to be representative of the ensemble, as
it contains at least one realization from each failure class. The goal of the data analysis for the small
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dataset is to reduce the final dataset even further. After reduction, correlations between the parameters
are identified using parallel coordinates, such that the entire ensemble can be studied at once. Lastly, an
overview of the representative parameters and correlations are presented for the complete ensemble,
and representative realizations of each failure group are visualized using Blender-VTK.

5.1. Analysis of the subset of the ensemble
5.1.1. Displacement of the failure block
The displacement process of the failure blocks is important in order to understand the failure process
and to estimate the resistance of the failure block more accurately, because a failure block can still add
resistance force to the overall dyke, and in particular the first failure block because it is estimated to
be the largest failure block. Moreover, in current practice, the assessment assumes that a secondary
failure only occurs after the initial failure block has reached its equilibrium (Section 2.1. Therefore it is
important to understand the displacement of the first failure block.

In practice, the amount of displacement cannot be computed, and must therefore be assumed. The
vertical movement of the crest of the failure block is, in the current assessment, often estimated to be
1/2 times the height of the failure circle [11, 33], after which a new equilibrium is assumed. However,
this crude assumption is highly uncertain as described in Section 2.1.2; the remaining resistance of the
failure block also largely depends on the amount of horizontal movement. This horizontal movement
also indicates how much the failure block itself has been weakened. The horizontal and vertical move-
ments are hypothesized to be related to the residual strength, and thus the probability of flooding.

Since, the first failure block is often the largest failure block, it will have the largest influence on
the probability of flooding [11]. Moreover, the first failure block is the only block for which the fail-
ure surface can be computed accurately with the current most used methods, such as LEM and FEM.
Therefore, within this research the focus is on analyzing the first failure blocks, as these observations
can help engineers in practice to better estimate the failure profile (based on the position of the failure
surface as calculated with LEM or FEM). However, it may also indicate that predictions of the failure
process based only on the initial shape will be unreliable.

Displacement of Center of Mass

The displacement of the failure block can be estimated using the adapted K-MCM algorithm described
in Section 2.5.1; the algorithm detects a new failure block during the simulation, and the corresponding
material points are clustered into the failure blocks. Figure 5.1 illustrates the material points clustered
into different failure blocks. The K-MCM algorithm allows calculation of the average displacement of
the material points per failure block, shown in Figure 5.1, i.e. the center of mass (CoM i ) is tracked,
which is computed in each time step with the following formula per failure block:

CoM(x, y) =
∑nmp

p=1 xp mp∑nmp
p=1 mp

,

∑nmp
p=1 yp mp∑nmp

p=1 mp
(5.1)
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Figure 5.1: Three time steps ( t0, tbr 1, tend ) through an example of retrogressive failure mechanism for one realization showing
how the K-MCM clustering algorithm computes the number of failure blocks and their location in each time step. At tend , each
failure block shows its CoM (indicated with a yellow cross) along with the traveled path from the start of the failure block. Initial
geometry shown in red dotted line.

When the K-MCM algorithm has determined the presence of the initial failure block for the first
time during the simulation, the time will be marked as the first break (tbr 1). tend marks the end of the
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simulation, which occurs when the dyke floods, the dyke is stable, or the maximum simulation time of
40 seconds is reached. See Section 3 for further details on the end of the simulation.

For the small subset, CoM 1 is tracked per simulation from tbr 1 to tend shown in Figure 5.2, in which
four MPM realizations are highlighted in different colors, along with its corresponding failure profiles
of the realizations at tend . For these examples, tracking CoM 1 is a good indication of the failure extend,
as small displacement paths indicate limited deformation of the dyke (Figure 5.2c), which results into a
stabilization and no flooding occurs.

A larger horizontal displacement appears to indicate a larger number of failure blocks or the oc-
currence of a horizontal failure (Figure 5.2 b and c). The large horizontal movement is either caused
by follow-up failure blocks pushing from behind, or the water pressure pushing the entire dyke. So,
horizontal displacement can be a good indicator for residual dyke resistance.

Comparing realizations c and d in Figure 5.2, a higher starting point CoM 1
y (at tbr 1) indicates a shal-

lower failure block, while a lower starting point indicates a deeper failure block. Furthermore, the x-
position of CoM 1, when looking at realization a and b in Figure 5.2, correlates with the width of the
failure block. The correlation indicates that the size of the failure block can be back-calculated from
CoM 1

x and CoM 1
y . This back-calculation is further investigated in Section 5.1.2.

Figure 5.2: Displacement of the center of mass of the first failure block from tbr 1 to end of all realizations in the small dataset.
Four realizations are highlighted in color within the graph and the failure profiles are shown in the figures next to it.

Crest settlement

While the horizontal deformation and the size of the failure surface are accurately correlated with the
CoM 1, the crest settlement is underestimated by CoM 1. For example, in realization d, shown in Figure
5.2, the vertical settlement of almost 2 m equates to a small vertical displacement of CoM 1

y of roughly

0.5 m. The horizontal movement of the block is represented accurately using CoM 1
x , while the signifi-

cant vertical movement of dyke crest results in almost zero CoM 1
y displacement. Therefore, the average

vertical displacement of the crest (per failure block) is recorded over time, as illustrated in Figure 5.3.
The crest settlement calculated with CoM 1

y is compared to the newly introduced crest tracking method
in Figure 5.4, which demonstrates in the dyke visualization that tracking the crest indeed gives better re-
sults. Therefore, the horizontal displacement of the failure block is tracked using CoM 1

x and the vertical
displacement of the failure block is tracked with the crest tracking method.

5 0 5 10 15 20 25
x [m]

4

2

0

y 
[m

]

t = break1
remainder dyke
initial failure

5 0 5 10 15 20 25
x [m]

t = end
CoM_1
crest
Mean crest

Figure 5.3: Two time steps (tbr 1, tend ) of one example realization illustrating the average path of the crest and CoM for the first
failure block. Initial geometry shown in gray dotted line.
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Figure 5.4: Difference in crest settlement calculation using the CoM and the crest tracking method of the small ensemble, calcu-
lation with the crest tracking method indicated with the green dotted line.

5.1.2. Size of the failure blocks
The maximum and minimum position of the failure block can be determined using the K-MCM clus-
tering algorithm, which gives the height and width of the failure block. The number of material points
within one cluster gives the total mass/volume of the material. However, this can be error-prone, as one
material point can significantly impact the outcome.

The calculated position of CoM 1 at tbr 1, as presented in Section 5.1.1, indicated that CoM 1 is hy-
pothesized to be able to back-calculate the location and the area of the failure block. So, together with
the assumption of the form of the initial failure block, i.e. rotational (Section 2.1), the height and width
are estimated from CoM 1. The estimated area of the failure block will be called the theoretical slip
surface (Atheo1) from here on.

The center of mass can be calculated using vector addition of a weighted position vector [25]:

CoM x
1 = m1 · x1 +m2 · x2 + ...+mn · xn

m1 +m2 + ...+mn
(5.2)

CoM y
1 = m1 · y1 +m2 · y2 + ...+mn · yn

m1 +m2 + ...+mn
(5.3)

The boundaries of the theoretical slip circle are called bound 1
x and bound 1

y respectively, which are
bounded to the maximum height and width of the slope design. The area of the theoretical slip surface
is divided into three parts, shown in Figure 5.5. A1, A2, and A3 are assumed to be a rectangle, triangle
and parabola, respectively. Each area is computed using Eqs. (5.4) - (5.6).

The equations are dependent on three unknowns: the bound 1
x , bound 1

y and b, which are the bound-
aries of the theoretical slip surface and the width of the parabola. The width of the parabola is set to 3m
for a first estimation. The equations (5.7) and (5.8) are solved using Python (version 3.6.6).

A1 = (10−bound 1
x −b)(−bound 1

y ) (5.4)

A2 = 3/2(bound 1
y )2 (5.5)

A3 = 2/3b(−bound 1
y ) (5.6)

CoM x
1 =

A1(5−1/2bound 1
x −1/2b)+ A2(10−bound 1

y )+ A3(bound 1
x +5/8b)

A1 + A2 + A3

(5.7)
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Figure 5.5: Simplified layout of the dyke and a rotational failure block divided in three parts A1, A2 and A3, coordinates A-D are
at the border of the dyke. Coordinate E is the intersection with of the failure block with the crest and point F is the intersection of
the failure block with the inner-slope.

CoM y
1 =

A1(−1/2bound 1
y )+ A2(−2/3bound 1

y )+ A3(−2/5bound 1
y )

A1 + A2 + A3

(5.8)

A visual inspection of the dataset and the theoretical in Figure 5.6 shows that the accuracy of the
computation of the theoretical boundaries is acceptable. Especially the horizontal boundary (boundy )
is computed accurately, while the vertical boundary (boundx ) often cuts through the parabola. It sug-
gests that the hypothesis of using CoM to calculate the location and size of the failure block gives valu-
able results and should be further investigated for the entire ensemble.

Figure 5.6: Nine realizations showing the size initial failure along with the theoretical boundaries with the red dotted lines.
Flooded simulations indicated with blue and not-flooded simulations indicated with green.

5.1.3. Kinematics
The average velocity of the failure blocks is analyzed. In Figure 5.7 the horizontal velocity of the first
failure block is shown for the small subset.

The jump in each simulation occurs when the K-MCM algorithm forms the initial failure block.
Before the jump, the entire dyke is used to calculate the velocity of the first cluster. When the failure
block is created, the average velocity of the first cluster suddenly increased since the roughly stable
material is no longer included in the first cluster.

The large oscillations, shown in some simulations, are caused by the creation of subsequent failure
blocks, which push the first failure block, thereby again increasing the velocity. Flooded realization end
immediately, and therefore movement can still be present in the initial failure block, while the velocity
decreases over time in stable realizations. Two realizations have an oscillating behavior till the end of
the simulation (tmax = 40s) due to inaccuracies within MPM computations, leading to an oscillating
behavior. The low amount of damping slowly decreases the amplitude of these oscillations. Due to the
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Figure 5.7: Averaged velocity in x-direction of the first failure block from tst ar t to tend of all realizations in the small dataset.
Flooded simulations are indicated with red and not-flooded in blue.

oscillations, some simulations cannot meet the requirement of a stable realization, and therefore reach
40 seconds of simulation time.

The small dataset shows that it is more useful for velocity to investigate the full path of the diagram
instead of one single point (in time). Because one single point in time is not cannot give information of
the whole path. As this is not feasible for the full ensemble, the velocity (and the acceleration, for which
the same behavior was found) will not be further investigated.

5.1.4. Stresses and strains
Stress-strain diagrams (or p-q diagrams) are, unlike the previous analyses in Section 5.1.1 and 5.1.3,
not interesting when averaged over a complete failure block as different material points in a failure
block may have completely different stress/strain behavior. Therefore, in this preliminary study, six
points are chosen that should represent the various behaviors. The p-q diagrams verifies whether the
constitutive model behind works correctly. For the entire ensemble, the material points of interest have
to be automatically detected as their location depends on the failure surface’s (unknown) location.

Figure 5.8: Six material points selected to plot the stresses in p-q diagram.

The material points A to D are chosen to analyze key positions in the dyke body; see Figure 5.8.
Material points A, B, C and D are located at the toe of the dyke, the middle of the failure block, the
edge of the failure surface, and the middle of the residual dyke body, respectively. The p-q stress paths
of material point A-D are shown in Figure 5.9 along with the initial and residual position of the yield
surface for a Von Mises material (F 0

vm ,F r es
vm ), which are computed using the following formula:

F 0
vm =Ci ∗

p
3 (5.9)

and
F r es

vm =Cr ∗
p

3 (5.10)

The development of the undrained shear strength is plotted as well. In the Von Mises model, the devi-
atoric stress governs the plastic behavior, as the model is mean stress independent. Figure 5.9 A and C
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show that the deviatoric stress increases at these points until the yield surface is reached. Afterwards,
softening causes the undrained shear strength to decreases until it reaches its minimum. Due to the
softening, the yield surface shrinks, and the deviatoric stress changes accordingly. On the other hand,
points B and D have a constant undrained shear strength, as the yield strength is not reached, i.e. yield-
ing did not occur.

A clear stress/strain path cannot be observed, especially before yielding the stress patterns are
chaotic. So, this indicates that even though GIMP and double mapping (together called DM-G [21])
have been used to reduce the oscillations, the individual material points still oscillate. The dynamic
nature of the simulations may partially cause this, but some oscillations are likely to be nonphysical. As
previously discussed in Section 2.2.2, the displacement patterns are realistic even with these nonphysi-
cal oscillations present.

Figure 5.9: Four p-q diagrams for material points A, B, C, D.

The nonphysical oscillations can more clearly be observed in points E and F in Figure 5.10, which
have been placed at opposite sides of the failure surface, see Figure 5.8. These p-q diagrams show an
unnaturally high increase and decrease in mean stress at opposite sides of the failure surface. This
extreme and contradictory behavior is caused by volumetric locking [13]. Andersen et al. [7] shows a
promising post-processing method to visualize stresses more accurately by smoothening, i.e. averaging.
In other words, it averages the stresses over the background grid elements, which is done by mapping
back the material point stress to the grid node, which happens as a post-processing procedure and
therefore does not influence the computation itself. Another method to reduce stress oscillations is
proposed by Coombs et al. [13], where an extension is proposed on existing implicit MPM for any
constitutive models. This method suggests taking the geometric center of the MPs in each element
rather than using the center of the background grid cell.

Here, a new post-processing method is introduced and investigated to reduce stress oscillation: the
average is taken over the material points within a defined radius around the point selected for the stress-
strain diagram, illustrated at the bottom of Figure 5.11. Comparing this to the post-processing method
of anderson et al. [7], the method in this thesis take the average over MPs rather than grid elements.
Each time step, the material points within this radius may change, and different points may therefore
be used to compute the average within each step. Two different radii have been used to investigate the
effect of the smoothening algorithm as shown in Figure 5.11a and b. The radii are chosen such that eight
and four material points lie within the radius in the initial condition.

The method reduces the (extreme) increase/decrease of the mean stress, and therefore the stress
becomes more realistic for large radii when the residual undrained shear is reached. However, the p-q
diagrams still show oscillating behavior at the end of the simulation. Moreover, comparing Figure 5.10E
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Figure 5.10: Two p-q diagrams for material points (point E and F) on the edge of the failure block showing extreme behavior in
contrary direction.

Figure 5.11: Smoothened p-q diagram by averaging the values of multiple MPs which falls within the radius around point E. Two
different radii are tested; (a) 0.35m; (b) 0.2m.

and 5.11 before the residual strength is reached, shows that the behavior up to the yield stress changes
when the radius is increased, and becomes more chaotic.

Classification according to the stress-strain paths is difficult due to; (1) the unclear stress-strain
paths, (2) the volumetric locking, which is not solved by the averaging technique, and (3) the difficulty
of automatically selecting the interesting points for stress-strain paths. Therefore, p-q diagrams will not
be further investigated within this thesis but suggested as future work.

5.1.5. Time
Comparing the duration and different moments in time of the realizations can, for example, help iden-
tify whether flooded realizations failed quicker. Time is one of the additional new features within
RMPM, as the whole time span from start to flooding was not captured in FEM. The time feature is
not much investigated in previous research. There are a few moments in time, which are of importance
to set focus. The first is when the first failure block is formed (t = br1), since it can indicate the strength
of the dyke, since a weaker dyke probably fails quicker than a stronger dyke. Moreover, the required time
to reach failure could be computed with a FEM calculation. So, it would be advantageous to be able to
relate the probability of flooding to the moment of the first failure block occurring (Section 5.1.3).

Additionally, to describe the failure process, the time at which subsequent failure blocks is formed
is detected and the moment when the simulation ends, i.e. the duration of the simulation, is of interest
to analyze. All of these timestamps may be related to the probability of flooding [52]. Each time step
where a new failure block breaks off is captured in a continuous time-scale, shown in Figure 5.12. In this
figure, the average time until the first failure blocks is larger for the simulation, which do not result into
flooding. This finding should be confirmed for the entire ensemble. Also, the period between the first
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and follow-up failure blocks increases for realizations that prevent flooding. These results suggest that
the different time steps can be a good indication of the overall strength of the dyke. Furthermore, the
area of the initial failure blocks at tbr 1 is slightly negatively correlated with the required time to reach
failure, i.e. large failures tend to form earlier. These results indicate that, the probability of flooding
seems to be correlated with the duration, and the time of forming the initial failure. Simulations with a
longer duration and/or later break off point do not lead to flooding. However, further investigation of
the ensemble is required to confirm these correlations.

Figure 5.12: A continuous time-scale with the the small dataset is presented starting from tbr 1. The triangular point indicates the
following breaks detected by the K-MCM algorithm, the color indicates whether the simulation is flooded or not and the radius
of the circle at the start of each simulation represents the area of the initial failure block at tbr 1.

The relation between the traveled distance of the initial failure block and the duration of the simula-
tion is investigated in Figure 5.13 using the radius of the circle and a continuous timescale, respectively.
One would expect that over a longer duration results larger displacement can take place. However,
this is not seen in Figure 5.13, which indicates that longer simulations usually displace less. The dis-
placement does appear to be correlated to the probability of flooding, as large displacement results in
flooding while small displacement does not.

Figure 5.13: A continuous time-scale with the small dataset is presented starting from tbr 1. The triangular point indicates the
following breaks detected by the K-MCM algorithm, the color indicates whether the simulation is flooded or not and the radius of
the circle at the start of each simulation represents the traveled of the initial failure block at tend , which shows that the traveled
distance is not related to the duration of the simulation.
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5.1.6. Hypothesis/conclusion
The analysis of the subset made it possible to do a data analysis over a set of parameters of interest from
literature in a time efficient manner. The goal of this analysis is to reduce the dataset such that further
analysis to find correlations is possible for the entire ensemble in a time efficient manner. Moreover, the
data analysis of the subset gives a preliminary insight of the correlations between different attributes
and how it influence the probability of flooding, which forms the base for further analysis.

A summary of the attributes included in the reduced dataset is shown in table 5.1 and 5.2. The mp-
file output is reduced most as the data per file is reduced and also the number of files, i.e. only two time
steps (t0 and tend ) per realizations is outputted. For the aim of this data analysis, mesh files are not
needed. As mentioned at the start of the chapter, the results in this section may be heavily influenced
by the selection of the subset of realizations. Therefore, in the next section, parallel coordinates are
introduced to analyze the whole ensemble and to justify the findings.

Table 5.1: An overview of the attributes of the MP-file of the reduced ensemble, each attribute has an output per material point
for 2 time steps; t0 and tend .

Table 5.2: An overview of the attributes of the cluster-file of the reduced ensemble. Each attribute has an output per cluster per
time step.
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5.2. Analysis of the ensemble using parallel coordinates
To further interpret the set of attributes for the entire ensemble, parallel coordinates plots are created
as described in Section 2.5.2 because this form of data visualization made it possible to show multiple
attributes within one graph. From these plots, assumptions for the pre-selected dataset can be justified,
and correlations for further research can be identified such as the behavior of different failure profiles.
Although many variables can be visualized in a single parallel coordinates plot, it is impractical to plot
all possible variables simultaneously. Therefore, two sets of attributes are chosen which describe spe-
cific parts of the simulations: 1) the shape and size of the first failure block, which may be computed
immediately after the block forms i.e. at tbr 1, and 2) the deformation process of the first failure block.
The following approach, also described in Section 2.5.2, is used to investigate the two sets:

1. Select the appropriate attributes.
2. Determine the order of the axis of the parallel coordinates to clear up clutter.
3. Use brushing to classify the different poly lines.
4. Further investigate patterns in the parallel coordinates using histograms.

The visualizations are made using the Plotly package in Jupyter notebook for Python v3.6.6.

5.2.1. Set 1: Shape and size of first failure block
The first set of attributes (Set 1) is created to verify the back-calculation of the size and shape of the
failure block based on CoM 1, see Section 5.1.1. Moreover, Set 1 is to investigate the correlation between
the size and shape of the first failure block with the remainder of the failure process.Figure 5.14 presents
the polyline of one realization as they appear in the dyke geometry. The following attributes are used:

• The total number of failure blocks.
• The size of the initial failure block (A1), i.e. number of material points in this block.
• The center of mass of the initial failure block at tbr 1 in horizontal direction (CoM 1

x ).
• The center of mass of the initial failure block at tbr 1 in vertical direction (CoM 1

y ).

• The left boundary of the initial failure block (bound 1
x )

• The lower boundary of the initial failure block (bound 1
y ).

• Did the simulation result in dyke flooding?

The challenge of plotting the ensemble in parallel coordinates arises not only from choosing the
correct attributes but also from placing the axis in a logical order, described in Section 2.5.2 and shown
in Figure 5.15. The pre-analysis contributes to choosing which attribute to visualize, it is chosen to
visualize the number of clusters per realization and whether it floods because it is related to the failure
profile. Additionally, it is chosen to visualize the size of the failure block as the failure area is correlated
to all the parameters it is handy if brushing can be applied using this parameter. Thereafter, logically
ordering the axis will reveal the correlation between data and the clusters of data in parallel coordinates.
Each realization is colored according to the size of the initial failure block, shown in Figure 5.16, because
all attributes are correlated to the area of the failure block. The polyline color helps to find a proper order
of the axis and shows the dependency of data. For example, Figure 5.15a shows a linear correlation
between bound 1

x and CoM 1
y , the colors of the lines changes gradually, and the lines at the lower part of

the graph show a similar slope.
The order of axes is chosen based on the dependency between data, Figure 5.15a emphasize the

correlation between CoM 1
y and bound 1

x , which is less logical to place next to each other because it is

not related to one another as described in Eq.(5.8). Therefore, CoM 1
x and CoM 1

y are switched in places

shown in Figure 5.15b, it verifies the linear correlation between CoM 1
x and bound 1

x , and between CoM 1
y

and bound 1
y . However, the correlation is less obvious between CoM 1

y and bound 1
y , which could be due

to the failure profiles’ different behavior and leading to mixed correlations.
The arrangement of numbers within each axis should be logical for the receiver to interpret. There-

fore the axis of the bound 1
y and CoM 1

y of Figure 5.15a are flipped, shown in Figure 5.15c, such that the
height of the axis corresponds with the depth of the dyke, which is a more logical perception to the re-
ceiver, i.e. a deep failure block corresponds to a low number of bound 1

y and shows in the bottom part
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Figure 5.14: Parallel coordinate set 1 with one polyline to represent one realization, and at the bottom the failure profile at tbr 1
with all attributes from Set 1 indicated.

of the axis in parallel coordinates. Taking adjustment of the ordering of the axes and the arrangement
of numbers within the axis together of Figure 5.15b and 5.15c, it gives graph shown in Figure 5.15d. It
shows the correlations between the parameters as described in Eq. (5.7) and (5.8) and the size of the
failure area. However, to have an even more optimized ordering of the axes, the places of bound 1

y and

CoM 1
y are switched compared to Figure 5.15d. It shows the correlation between bound 1

y and bound 1
x

in Figure 5.15e and the dependency between the boundaries and also between CoM and area.
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(b) Changing the order of axes 
compared to Figure a; CoM_x1 
and CoM_y1 are switched. 

(c) Flipping the numbering of 
the axis of Bound_y1 and 
CoM_y1 compared to Figure a. 

(d) Combining the adjustment 
done in Figure b and c, which are 
changing the ordering of axes 
and flipping the ordering of 
number of axis. 

(e) Switching the order of axes 
compared to Figure d. CoM_y1 and 
Bound_y1 are switched. 

(a) First attempt of choosing the order 
of axis based on the size of the initial 
failure area. 

Figure 5.15: Parallel coordinates Set 1 showing the importance of choosing the order of axis.
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After selecting the order and numbering of the axes, Cartesian graphs are used to verify correlation
shown in Parallel coordinates and for more detailed analysis, which is shown in Figure 5.16.

Figure 5.16 reveals the correlation between CoM 1, the back-calculated boundaries, and the size of
the initial failure block, i.e. the number of MPs clustered into this block, shown in Figure 5.16b and
5.16c. The width of the failure surface is correlated to the size of the failure block and thereby also the
horizontal position of the center of mass. The correlation is revealed by the continuous color transition
parallel lines of the polylines in the parallel coordinate graph. The depth of the failure surface does not
influence wide and large failure surfaces. However, it does affect smaller failure surface which can be
seen by the spread of the graph towards smaller larger numbers of bound 1

x in Figure 5.16b.
While an almost linear relationship exists between the width of the failure surface and the center of

mass, bands can be observed in the vertical boundary position in Figure5.16a and 5.16c. Each band in
Figure 5.16c corresponds to a certain depth of the failure block, i.e. deeper blocks increase the size of the
failure as expected. The correlation within these bands are further explored in Section 5.2.1. Moreover,
deeper blocks can have wider failure surfaces, which further increases the size of the surface but also
the spread of data per band.

The correlation between the width of the failure surface and the size of the failure block has more
influence compared to the correlation between the vertical position of the center of mass and the depth
of the failure surface (Figure 5.16c). In this figure, bands can again be observed, and the distance be-
tween each band is roughly 0.25m, corresponding to the distance between the material points at the
start of the simulation.

Finally, from this parallel coordinate plot, one cannot yet find correlations between the remainder
of the failure process, i.e. the total number of failure blocks that form and/or whether or not flooding
occurred, except for some extreme cases.

Figure 5.16: Parallel coordinate Set 1 showing 1189 realization with failing behavior, showing seven attributes of the dyke and
colored according to the size of the initial failure surface. Graphs [a-c] shows the correlation of attributes in Cartesian coordinates.

Verification of back-calculated size of the failure block

A further analysis is conducted in Figure 5.17 to explain the correlations of the bands seen in the previ-
ous Cartesian graphs. While CoM 1

x and CoM 1
y are clearly correlated, most of the correlation has been

removed when bound 1
x and bound 1

y are back-calculated from CoM 1, as can be observed in the Figure

5.17a and Figure 5.17b. The correlation of CoM 1
x and CoM 1

y can be explained by the form of the initial
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failure block. For example, as the width of a failure block increases at a certain depth, it affects CoM 1 in
both horizontal and vertical directions due to its shape, which is illustrated with the dyke in Figure 5.17.
The different bands in Figure 5.17a, correspond to different depths of the failure blocks, and should
therefore be more or less horizontal in Figure 5.17b. It indicates that the back-calculation is working as
intended. A small correlation can still be observed between bound 1

x and bound 1
y since shallow failures

are less likely to generate wide failures, which can be expected due to the roughly circular failure sur-
faces. The ranges of failure widths are therefore larger for deeper failure surfaces, which is also observed
in Figure 5.16.

(a)

(c)

(b)

(a)

(c)

(b)

(d)

(d)

y

x

y1

x1x2x3

1
2

3

(a) (b)

Figure 5.17: The correlation between CoM1
x and CoM1

y explained using the boundaries in the right figure and a visualization of
the dyke with different width of failure blocks at a certain depth y1.

In Figure 5.18 the back-calculated boundaries are further verified against the coordinate of the abso-
lute minimum material points in both horizontal and vertical direction of the initial failure block. The
results prove that the back-calculated boundaries are accurate for both x and y-direction. Moreover,
they always present the failure block’s overall response (since they are based on an average position). In
contrast, a minimum/maximum position can be affected a lot by a single material point. However, in
the x-direction, a shift of the data of around 1 meter is present, shown in Figure 5.18a. This shift is also
observed in Figure 5.6, where bound 1

x cuts the failure block in area A3. This shift may be minimized by
changing the width of area A3, which will also affect the y-direction. Therefore, the width of A3 has not
to be modified.

At tbr 1, the MPs will still mostly be in their original position as the movement of the simulation just
started. Therefore, gaps of 0.25m high are expected in the verification data due to the distance between
MPs discretization, seen in the right of Figure 5.18. As the CoM 1 computes the average position of all
MPs, it is less restrained to these gaps, and it causes the differences in the vertical direction. In Figure
5.19, the data in y-direction is split into flooded and non-flooded simulation. It indicates that for non-
flooded realizations, vertical boundaries are more restrained to the gaps than the flooded realization.
Especially the deeper surfaces show a larger spread. Moreover, wider failure blocks (which are more
likely to reach flooding) or horizontal failures may not accurately fit the failure surface assumed for the
back-calculation. Therefore, differences of the form of the failure surfaces can be larger for flooded
simulations.

Correlation between failure block and failure profile

The secondary goal of the analysis is to observe differences between the different failure profiles, de-
scribed in Section 3.3, using the size and shape of the initial failure block. Brushing has been used to
separate the results of the five classes as shown in Figure 5.20, where only parts of the realizations are
selected to visualize. The ’horizontal’ class has a relatively different behavior pattern, i.e. it has more
extreme behavior than the other failure classes. Overall, the parallel coordinate plots show similar be-
havior between the different classes. Only in the extremes, the differences can be observed more easily.
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Figure 5.18: Comparison between theoretical and actual data for boundaries of the initial failure block; (right) horizontal data
corresponding to the width of the failure surface; (left) vertical data corresponding to the width of the failure surface.

(b) Flood (a) No flood 

Figure 5.19: Comparison between theoretical and verification data for y-boundary of the initial failure blocks; a) non-flooded
realizations; b) flooded realizations.

For example, when flooded and non-flooded realizations are compared, floods are less likely for shallow
failures, while failure along the base almost always triggers flooding. Moreover, large failure widths are
required to trigger flooding after a single failure, as expected, but retrogressive failure seems more likely
for small failure widths.

Observing differences within the most likely outcomes is difficult in parallel coordinates, even when
a different color scheme is used (for example, the failure depth seen in Figure 5.21). In Figure 5.21 a clear
correlation between CoM 1

y , failure area, and bound 1
y is shown. However, correlations with the failure

groups are more difficult to observed (except for the extreme values of bound 1
y ).
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(e) Horizontal 
Flooded

(d) Multiple failure block (retrogressive)
Not flooded

(b) One failure block
Not flooded

Not flooded

(a) Multiple failure blocks (retrogressive)
Flooded

(c) One failure block
Flooded

Figure 5.20: Comparison of behavior for five failure profiles in parallel coordinate Set 1; (a) Retrogressive flooding; (b)No-flooding
with one failure block; (c) Flooding with one failure block; (d) retrogressive no-flooding; (e) Horizontal failure.
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Figure 5.21: Parallel coordinate Set 1, colored according to bound1
y of the initial failure block and corresponding histogram for

the five failure classes.

Figure 5.22: Parallel coordinate Set 1, colored according to bound1
x of the initial failure block and corresponding histogram for

the five failure classes.

Therefore, more standard histograms can be used to explore further correlations found in the ex-
treme data values in parallel coordinates. Figures 5.21 and 5.22 plot the shape of the failures subdivided
into failure categories. The total number of failures within each category is different, and the histograms
are weighted against the number of realizations per failure class.

As shown in Figure 5.21, it is difficult to distinguish the failure groups based on the depth of the
initial failure. For all classes, shallow failure is less likely. Focusing on the histogram in Figure 5.21,
the non-flooded realizations decrease of shallower failures cases, and is more gradual than the flooded
realizations. As a result, the failure surface with a shallowest depth results in ’No Flood r’ and ’Flood
1’ realizations. Figure 5.22 shows the correlation for bound 1

x in both parallel coordinate plot and his-
togram graph. Failure occurs most in the range of 6 to 10 m for all, so for most realizations, more than
half of the crest remains after initial failure. Smaller failures width are highly unlikely, as they require
a shallow depth of the failure block. Additionally, retrogressive failures are less frequent at wider initial
failures compared to non-retrogressive failure classes.

It is surprising that flooding after a single instability, i.e. failure class ’Flood 1’, can occur for bound 1
x

> 2 m. One would expect that a wide initial failure block cutting through the outer slope is required
to lead to flooding. This however, does not appear in Figure 5.22, where a set of realizations are in the
range of 6-8 m. Investigating a single realization belonging to this group, indicates the cause in Fig-
ure 5.23. The left figure shows the moved material points, and the darker color marks the initial failure
formed by K-MCM at tend . This failure indeed does not intersect with the outer-slope. However, a sec-
ondary failure has formed, which is undetected by the K-MCM algorithm due to the limited movement
required to reach failure from this point. In the right figure, the plastic deviatoric strain at tend again
shows the presence of a secondary failure block intersecting with the outer-slope. So, the class ’Flood
1’ consist also of realizations with a secondary failure with limited deformations. A similar observation
was already observed for horizontal failures. Chapter 3 describes that within the horizontal failure class,
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two different types of failures exist: 1) complete horizontal sliding or 2) initial rotational failure followed
by horizontal sliding. The relatively small failure width in Figure 5.22 indicates that failure Type 1 is less
common compared To type 2.

Figure 5.23: Realization with a small initial failure width: (a) MP location at the end of simulation (tend ), darker color indicates
the initial failure block; (b) normalized plastic deviatoric strain (tend ).

Finally, Figure 5.22 is less predictable compared to Figure 5.21. The extremes in this figure appear
to be outliers, which follow different behavior from the majority of the realizations. The behavior of
these realizations can indeed be observed as outliers in the parallel coordinates by using the brushing
method (see Figure 5.24). This indicates that extremely wide initial failures will lead to flooding, while
shallow failures width a small width never lead to flooding. It is important to note that both a small
width and a shallow failure are required to prevent flooding, so a small width combined with a deeper
slide may still lead to flooding.

Figure 5.24: Outliers from the parallel coordinates Set 1 with extreme small (purple) and extreme large (yellow) initial failure
blocks, with corresponding Cartesian graphs.
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5.2.2. Set 2: Displacement of first failure block and final failure profile
The second set of attributes is created based on the findings in Section 5.1.5, which suggest that there
is a correlation between the duration of the simulation, displacement of the initial failure, and the final
failure profile. It aims to investigate the proposed correlations. The parallel lines are colored according
to flooded and not-flooded realizations to highlight correlations with the probability of flooding. The
second set of attributes (Set 2) are as follows:

• The size of the initial failure block (A1), i.e. number of material points in this block.
• The lower boundary of the initial failure block (bound 1

y ).
• Duration of simulation from t0 to tend .
• Displacement of the initial failure block in horizontal direction (∆x1) using to discrete points in

time tbr 1 and tend for CoM 1
x .

• Displacement of the initial failure block in vertical direction (∆y1) using to discrete points in time
tbr 1 and tend for CoM 1

y .

Figure 5.25: Parallel coordinates Set 2 realizations colored according to flooded and non-flooded realizations.

In Figure 5.25, the displacement and duration of the first failure block of the five classes are investi-
gated to observe differences between the failure modes. Most simulations end within 15 seconds, and
after 15 seconds, only horizontal failure can still lead to flooding as the dyke is slowly being pushed
until it drops below the water level. Retrogressive failure also has a large horizontal displacement, but
it occurs quickly comparing to horizontal failure. The duration is further investigated in Figure 5.26.
Flooding occurs within 10 seconds in most cases, while most realizations find a stable equilibrium later
on. This indicates that if flooding occurs, retrogressive failure occurs as the first failure is still in de-
velopment. So, simulations which lead to flooding are highly unstable, leading to larger velocities and
thereby causing flooding, something which could also be seen in Section5.1.3 and Figure 5.25.

In Figure 5.27 the time between the first and the follow-up failures is shown, excluding the realiza-
tions without secondary failure blocks. The probability of flooding decreases when the time between
two failures becomes longer, confirming that the realizations leading to flooding are highly unstable.
Moreover, horizontal failures of type 2 (where a horizontal failure develops after a rotational first slide)
develop quickly due to the presence of the weak layer required to trigger horizontal failure.
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Figure 5.26: Histogram of duration of the failure from t0 to tend for five failure classes, weighted against the number of realizations
per failure class.
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Figure 5.27: Histogram of time between the formation initial failure block tbr 1 and the following failure block tbr 2 for three failure
classes, weighted against the number of realizations per failure class.

Figure 5.25 explores further the displacements and reveals an unexpected finding: realizations with
a very low displacement cause flooding, while one would expect the contrary, i.e. large displacement
should flooding. Therefore, Figure 5.28 focuses on the horizontal displacement of the ensemble. In
Figure 5.28b, only realizations with low displacement are selected: these realizations are from the failure
categories ’Horizontal’ and ’Flood 1’. The initial failure blocks are large of these categories, such that
these failures only require limited deformation to cause flooding. This selection of parallel coordinates
shows how multiple attributes are connected to each other, to represent a certain failure profile.

In Figure 5.28c, the realizations with larger horizontal displacements are selected, which all fall in
the retrogressive failure and horizontal failure categories. Again, as described in Section 5.1.1, the de-
velopment of a secondary failure forces the initial failure block to travel further in both horizontal and
vertical directions. Moreover, as flooding after initial failure is not triggered for these simulations, sig-
nificant deformation can be observed before the simulation ends.

In Figure 5.29 and 5.30 the displacement is further investigated using histograms. The horizontal
and vertical displacement behavior is similar for the retrogressive and horizontal failure classes, while
the simulations with a single failure block present significantly less deformation.

Another observation is that the failure classes ’Flood 1’ and ’No flood 1’ show a counter intuitive
behavior in the histograms. It shows a decreasing probability of flooding with larger displacement for
realizations, which is correlated with the size of the initial failure blocks and illustrated in Figure 5.31.
Retrogressive failures, on the other hand, have similar behavior for both flooded and non-flooded real-
izations within the histogram of Figure 5.29. This behavior is due to the lack of information about the
secondary failure and causing a large uncertainty. Therefore, it is impossible to distinguish the behavior
between retrogressive flooded and non-flooded realizations based on the displacement of initial failure
blocks.

The last remark is that the largest vertical displacement of the initial failure block is at a maximum
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(a)

(c)
(b)

Figure 5.28: Parallel coordinates Set 2 realization colored according to horizontal displacement of the initial failure block; (a) no
brushing is applied; (b) low displacement selected consist of failure class ’Flood 1’ and ’Horizontal’; (c) high horizontal displace-
ment selected consist of failure class ’Flood r’, ’No flood r’ and ’Horizontal’.
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Figure 5.29: Histogram of the horizontal displacement for the five failure classes, weighted against the number of realizations per
failure class.

of 2.3 m, while most simulation experiences much less vertical displacement of the crest. So, the as-
sumption of the vertical displacement of half the dykes’ initial height in the current assessment, i.e. 2.5
m, is conservative for this simulation. However, even though the vertical displacement is smaller com-
pared to the crude assumption in the current assessment, flooding can still occur relatively easily due
to retrogressive failures along with the weak layers.
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Figure 5.30: Histogram of the vertical displacement for the five failure classes, weighted against the number of realizations per
failure class.

Figure 5.31: Parallel coordinate Set 2, colored according to flooding with only realizations selected with one failure block are
selected.

5.3. Classification and results
To answer the question: "What is the role of the visual representation of RMPM?". A potential visualiza-
tion is created, which has the goal to give a summary of the RMPM dataset with both scientific values
and illustrations with a certain realism, shown in Figure 5.32. The visualization is based on one RMPM
dataset; it shows a representative dyke realization of each failure profile using the Blender method of
Chapter 4, which shows the dyke profile in a graphical-realistic manner. Moreover, it shows the char-
acteristic values of each failure profile using Parallel coordinates graphs, in which the representative
realization is highlighted. The graphs gives an indication of how many realizations are in each profile,
for example, this RMPM dataset have many realizations in failure profile ’Flooded retrogressive’, while
it is less in the failure profile ’Flooded one block’. It also gives an indication of how much the values are
spread within each failure profile.
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(c) Multiple failure block (retrogressive)
Not flooded

(a) One failure block
Not flooded

(d) Multiple failure blocks (retrogressive)
Flooded

(b) One failure block
Flooded

(e) Horizontal type 1

Horizontal type 2

Figure 5.32: A possible RMPM illustration with the goal to summarize what kind of failure profiles are present within the dataset
and their characteristic value using parallel coordinate graphs.
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5.4. Conclusion and Discussion
This thesis presents a data analysis with focus on reduction of data in the RMPM ensemble by finding
characteristic parameters to identify each realization as one out of five failure classes. The average be-
havior of the failure groups has been summarized by selecting a single representative realization using
parallel coordinates, which is then visualized using Blender. These visualizations can be used to explain
the results of RMPM intuitively.

Only a selected set of properties is tested, as a complete data analysis is too time consuming, even if
strategies such as parallel coordinates are used. Unfortunately, the results show that many parameters
related to the first failure block are uncorrelated to the probability of flooding. Machine learning can
further improve the data analyses and perhaps better correlation can then be found.

Furthermore, the analysis have demonstrated the value of computing the CoM instead of tracking
MP individually. Only a couple of parameters have to be tracked for a single point for each failure block
found in the K-MCM algorithm, which results in a significant reduction of data size. In this ensemble the
original data size of roughly 3000 Gigabytes, has been reduced to 6 Gigabytes. This reduced dataset is
also more efficient for post-processing. For example, the displacement graph in Figure 5.2 is reproduced
using the reduced dataset, which reduces the computation time from 4 minutes and 4 seconds to 0.2
seconds.

The results show that correlations and causations are observed easier when multiple attributes are
studied at once using parallel coordinates. Observing many parameters at once might be even more
important in the field of geo-engineering, because of the larger number of parameters compared to
other fields. To verify and explain the correlation histograms remain vital, as parallel coordinates can
lead to blending of clusters for each attribute. Histograms are also required to observe probabilities.
The histograms are weighted according to the number of realizations of each failure class for easier
comparison and one should keep in mind that the number of realizations in each class are different
within the RMPM model.

Within this research only one RMPM ensembles is investigated. Therefore, results may change for
different simulations, and more studies on different simulations should be performed in the future.
Parallel coordinates can help in these studies to find correlations faster. For example, other simulation
may find a larger vertical displacement, and therefore the conclusion that vertical displacements of
0.5 times the original height of the dyke are rare should be interpreted with caution. However, as the
modeled dyke is weaker than typically observed much larger vertical displacements are unlikely. the
finding is still convincing.

Stress/strain diagrams have not been used in the latter parts of this study due to the oscillations.
It is recommended to include a technique to reduce volumetric locking in MPM, after which further
investigation is required to automatically detect points for stress/strain diagrams in each realization.

The K-MCM algorithm determines the size of the failure block separately in each time step. There-
fore, the material points clustered in a block can change over time. This can effect the calculated dis-
placement over time. This phenomena clarifies the negative numbers for the horizontal displacement
of Figure 5.28. In other words, these negative displacements are not caused by outer slope failures.

The back-calculated boundaries using CoM reduces the uncertainty compared to other methods
finding boundary. The back-calculation can be further improved by removing the shift of the vertical
boundary. In other words, failure blocks are expected to be wider than the computed boundary. The
approximation of non-flooded data appears to be better compared to flooded data, seen in Figure 5.18,
which is a possible indication that flooded realizations have a different form of failure and therefore a
larger uncertainty. This could be an interesting area for further research.





6
Conclusion and outlook

In order to optimize dyke strengthening, geo-engineers would like to assess the strength of a dyke more
accurately by including the post-failure behavior in the assessment. The random material point method
(RMPM) can model the post-failure behavior while also accounting for the spatial variability of the
strength properties of the soil. However, the geo-engineer is unable to clearly and efficiently commu-
nicate the results of RMPM. After MPM has been used successfully for visual creations within the com-
puter graphics field, it sparks new interest in using more advanced visualization techniques to visually
communicate detailed assessments with RMPM to a broader audience and within the field.

A given RMPM dataset is used to investigate the possibility of making visualizations with graphical
realism using the computer graphic software Blender while being able to show of attributes from scien-
tific data. A VTK add-on has been included to transform the data to a mesh and maintaining the data
attributes of the visualizations. This add-on is still under development, and the visuals created within
this thesis could not have been created a year earlier as the add-on was not developed far enough back
then. Moreover, leaps of progress have been made within the Blender software during this thesis.

Finding a method to visualize the whole ensemble is complicated as the data is high-dimensional
and with too many realizations to design one visualization to represent the datset in an efficient time
frame. Therefore, each realization is characterized into five different failure profiles: four failure profiles
are classified based on the number of retrogressive failures and whether or not the realization resulted
in flooding, while the fifth class describes horizontal failures. The modified K-MCM algorithm divides
the material points over multiple retrogressive failures and characterizes the first four groups. A newly
developed algorithm detects the fifth failure group, which separates the horizontal failure based on
the plastic deviatoric strain algorithm. The K-MCM algorithm is also used to compute the center of
mass and its deformations, which significantly reduces the amount of data within the ensemble while
maintaining the characteristics of the ensemble.

An investigation of the reduced ensemble with parallel coordinates has discovered relations be-
tween realizations. As the method allows showing multiple attributes at once, it is advantageous for
geotechnical problems, which usually have more properties than other materials. Clear correlations
between the size and shape of the initial failure and the total failure profile have not been found. Bet-
ter correlations are observed with the deformations of the first failure block, but many properties still
overlap. So, extrapolation from the first failure to the rest of the failure profile is difficult, which shows
the importance of taking account of the full post-failure behavior using RMPM. One interesting finding
is that equilibrium of the initial failure block is often reached before a vertical crest displacement equal
to 0.5 times the height of the dyke. This indicates that the crude estimation in the current assessment
is highly conservative. Moreover, within the assumption, it is hypothesized that the secondary failure
block will only form after the initial failure block has reached its equilibrium, which is shown otherwise
within the data analysis of this thesis.
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To illustrate the method, a visualization have been designed, in which it highlights the characteris-
tics using parallel coordinates for each failure profile along with an explanatory visual, each represent-
ing a failure profile. It shows the effectiveness of visual communication by combining scientific data
with an appealing representation of a dyke, even for complex computations such as RMPM ensembles.

This research have demonstrated how geo-engineers could be in charge of their own creative de-
signs and appealing visual representations without communicating through another layer i.e. an illus-
trator, which may lead to miscommunication. Taken together, the results suggest that the method is not
limited by RMPM in slope stability problems, it can also be applied to other point-data and also other
geo-technical problems.

6.1. Contributions
The main contributions of this thesis are as follows:

• A design for a scientific visualization pipeline in VTK, which used Delaunay triangulation to trans-
form material points from one RMPM realization to a mesh while keeping the properties of ma-
terial points attached to the mesh.

• A design for an artistic visualization pipeline in Blender, which transforms the mesh to a realistic
visual while maintaining the option to show scientific attributes from the dataset.

• A method to detect horizontal failures using plastic deviatoric strain.
• Categorizing of the ensemble into one out of five described failure profiles.
• RMPM data analysis showing the effectiveness of describing the failure process using the center

of mass.
• A method to analyze RMPM data using parallel coordinates and histograms, which can categorize

failure outcomes and verify certain expected correlated behavior. Parallel coordinates is also a
method, which can give an overview of multiple attributes simultaneously and can therefore show
the characteristics per failure type.

6.2. Suggestion for future work
The MPM method is relatively new compared to FEM and LEM, and RMPM is even newer. There are
promising results within the data analysis, which indicates that the current assessment can be im-
proved. However, the RMPM is still in development, and more investigation is needed to, for example,
account for the oscillations within the stress-strain diagrams. Additionally, different types of soils need
to be tested before the method can be used in practice. This study is still useful for different RMPM
datasets and even for other point-cloud datasets, which is also of interest to other researchers and com-
panies. The findings within this thesis raise new questions for future research:

• The accuracy of the visualization of the dyke may be improved by using the edge detection file
(PMF) [49]. The current edge is placed at the material points, which represent the middle of a
material domain.

• The definition of flooding within the RMPM simulation is strongly recommended to be re-evaluated.
Some realizations with large failure blocks remain just above the water level, and are most likely
highly unstable in reality. Perhaps the detection of softening of the soil, i.e. reduction of undrained
shear strength, in the outer-slope can be implemented in the RMPM simulation, such that real-
izations can be defined as flooded when the outer-slope is damaged during a simulation.

• Further research on the characterization of the realizations is recommended. The focus within
this thesis is mainly on the initial failure, which could be extended to look at retrogressive failure
blocks and the kinematics of these blocks. Perhaps the usage of machine learning algorithm may
help determine which parameters characterize the failure profile and can look at the failure path
over time instead of a fixed position in time.

• The accuracy of the center of mass may be improved by modifying the K-MCM algorithm. The
size of the large failure block in some realizations changes over time as material points are added
or removed from the failure block. This makes a comparison of different time steps within a
realization difficult. Perhaps the size of the failure block can be fixed after a couple of time steps
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after the failure block is created. In this way, the failure block must fully develop before being
fixed but cannot change anymore afterward.

• Testing more datasets to broaden the scope of this investigation can inspire more findings and
verify the current findings in this thesis. Moreover, testing more datasets can help to generalize
the data analysis and the visualization method. The methods proposed in this thesis should be
applicable to datasets with different soil conditions and three-dimensional dyke failures.





Nomenclature

Abbreviation

C PTs Cone Penetration Tests

F E M Finite Element Method

FoS Factor of Safety

G I MP Generalized Interpolations Material Point

HW BP ’Hoogwaterbeschermingsprogramma’ National flood protection program

LE M Limit Equilibrium method

MP M Material Point Method

MPs Material Points

OpenV DB Open-source library for Volumetric, Dynamic grid with characteristics of B+trees

RF E M Random Finite Element Method

RMP M Random Material Point Method

SF s Shape Functions

U LS Ultimate Limit State

V T K Visualization Toolkit

W B I Wettelijk Beoordelingsinstrumentarium, Dutch assessment guideline and tools to enforce the
wateract

Artistic visualization Visuals made with a realistic perception of the reality, so how it would look like in
the real world.

BVTK Blender and VTK coupled computer graphic software

DM Double Mapping

Flood 1 Failure profile: one failure block with flooding.

Flood R Failure profile: retrogressive failure block with flooding.

Horizontal Failure profile: horizontal flooding.

No flood 1 Failure profile: one failure block without flooding.

No flood R Failure profile: retrogressive failure block without flooding.

Scientific visualization Visualization of abstract set of numbers (data) in a graphical form.

Symbols

∆xi The horizontal displacement of number ’i’ failure block
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76 Nomenclature

∆y1 The drop of the crest height (vertically). The "i" indicates the number of the failure block.

Atheo1 The theoretical area of the initial failure block based on CoMi .

boundx The horizontal boundary condition of the dyke for estimating Atheo1, which is equal to the
length from the toe of dyke till the start of the inner slope.

boundy The vertical boundary condition of the dyke for estimating Atheo1, which is equal to the max-
imum height of the dyke.

CoM Center of Mass

F 0
vm Initial yield surface [kPa]

F r es
vm Residual yield surface [kPa]

Hi initial height

L Loads

R Resistance

t0 start time of the simulations

tbr 1 Point of time where the K-MCM algorithm have determine the first failure block

tend End time of the simulations

Wc Crest width

p Mean stress [kPa]

q Deviatoric stress [kPa]
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This guide shows how to make the visuals seen within this thesis using Blender-VTK for those who have
never used graphics software. It is made for Windows users, and most of the visuals are made based on
one MPM realization.

A.1. Software installation
Blender is an open-source software and can be found in: https://www.blender.org/ [fixme website].
Version 2.82 is used for this thesis, the installation process might differ for a newer version. Install
Blender preferably in a default location, for example, C: Program Files Blender Foundation. Startup
Blender to confirm correct installation and close Blender for the next step. Within the guide, many
features of Blender will be used, and in order to be not confused, an overview is given in Figure A.1.

Figure A.1: An overview of the basics in the viewport window for navigation

A.1.1. Add-on: VTK
The VTK library is an add-on, which is needed to import the RMPM data. To install the add-on the
following steps are needed:

77
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1. Go tohttps://github.com/tkeskita/BVtkNodes to download the add-on, by selecting "Code",
then "Download Zip" and a .Zip file will be downloaded. There is no need to unpack the files.

2. Start up Blender and go to the feature bar: "Edit", "preference", "Add-Ons", "Install". Open the
zip file from step 1.

3. Activate the add-on by selecting the add-on, which can be found under "Community".
4. It is suggested to click "Save User Setting" before closing the settings.

A.1.2. Add-on: Poliigon (optional)
The Poliigon add-on is optional. This add-on helps to create a more realistic grass plane easily. Without
this add-on, the grass plane will easily have a checkered look.

A.1.3. Installation of pipelines:
The pipelines made during the thesis can be imported, so it is not needed to recreate the pipelines. The
pipelines can either be imported to your own project or you can use it from the example project. In
order to import it to your own project the following steps are needed:

1. Download the example project: [fixme drive].
2. Open your own project and go to "File" in your feature bar, then click "Append" and a new win-

dow opens.
3. Select the just downloaded example project and click "Append".
4. Click on the "filter" symbol and select the material properties under the Blender ID, shown in

Figure A.2.
5. Four folders should appear: select the "material" folder to append the rendering pipelines and

select "NodeTree" for the VTK-pipelines.
6. Add a workspace in the Feature bar of Blender, by clicking on the + symbol and selecting "Gen-

eral", then "Shading".
7. The new workspace is used for the VTK-pipelines, rename the workspace by double clicking on

the name.
8. Go to the Editor bar and select the VTK editor, which is called "BVTK Node tree" and activate the

node tree by clicking on "+ New" in the Browse node tree and now a "B" symbol appears which
allows you to go through the different node trees you have created and added to the project.

A similar procedure is for the material, and there is already a workspace called "Shading" to add the
rendering pipelines.

Tip: Protecting node trees

Non-activated node trees are automatically deleted by Blender when closing the software, and
to make sure that does not happen, click on the "fake user"-symbol, which looks like a shield in
the editor bar. When the fake-user is activated, i.e. it turns blue, the node tree is protected and
will not be deleted by Blender.

https://github.com/tkeskita/BVtkNodes
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Figure A.2: Window of Blender 2.82 to append the needed pipelines to other projects.

A.2. Creating visuals
A.2.1. Basics
The get even more familiar to the Blender software, it is recommended to do a tutorial series which give
you familiarity to the software within one day: https://youtu.be/NyJWoyVx_XI [fixme]. This guide
is however still useful for those without any familiarity with Blender. The following basics are essential
in Blender:

• Rotating the view in Blender: Click on the scroll of the mouse and move.
• Moving the view in Blender: Click shift + scroll and move the mouse.
• Grabbing an object: Select the object and press G to grab and move the object.
• Scaling an object: Select the object and press S to scale the object.
• Rotating an object: select the object and press R to rotate the object.

Tip: Move/scale/rotate an object in certain direct

To move/scale/rotate an object in certain direct press X , Y or Z after selecting the object and
indication of the operation. For example: scaling the object in x-direction; (1) select object (2)
click S (3) click X to scale in x-direction.

Viewport: There are different viewports available within Blender, which display the material of
Blender in different shadings for various purposes. Each viewport will be explained:

• Wireframe shows only the edges of the material. For example, for editing mesh.
• Solid shows the solid form of the material.
• Material preview shows the material using the "evee" engine, which allows the user to see the

material textures. For example, to see whether the correct texture is used. This mode is most
often used.

• Rendered shows the material with the scene render engine for interactive rendering. For exam-
ple, to see how the final renders looks before rendering the image. This mode cost most compu-
tational power.

https://youtu.be/NyJWoyVx_XI
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Tip: Selecting the top half for 3D

It is recommended to use the x-ray mode of the view mode bar to select the entire top-half of
an object, which allows the user to select the backside of the material. An example is shown in
Figure A.3.

Figure A.3: A comparison of selecting the top half of an example object with (left) or without (right) the x-ray mode.

A.2.2. The first VTK-pipeline
The first VTK-pipeline creates a mesh out of an MPM dataset.

1. In the feature bar go to the VTK-pipeline workspace, in the example project it is called "BVTK".
2. Select the correct VTK-pipeline ("Delaunay mesh") in the browse node tree.
3. The first node of the VTK-pipeline, called "vtkAVSucdReader", loads the data. Select the correct

path to the mp-file of the MPM dataset by clicking on the "file map" symbol in the node.
4. Click "Update" in the next node, which is the info-node, to make sure the file is loaded correctly.
5. Go to the last node ("VTK to Blender mesh") and give a name for the material and click "Update" to

activate the whole VTK-pipeline. The drop-down menu in the second-last node ("Color mapper")
becomes active and a material-layer has been formed in Blender.

6. Select in the "Color mapper" node the correct attribute for illustration and a proper range of val-
ues.

7. Update the last node once again so it shows the correct material attribute.

Tip: Selecting the correct value range

The largest values of an attribute often appear at the end of the simulation, and to have the
correct value range in the "Color mapper" node, open the last time step of the simulation in the
vtk-pipeline and select "Automatic range" in the "Color mapper" node. It will automatically find
the largest and smallest value, then deselect "Automatic range" to fix the value range.

A.2.3. Texturing the dyke
The output from the VTK-pipeline is shown in the scientific color range, which is not realistic. Attaching
material to the values gives a more realistic look to the dyke. Three materials are given within the ex-
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ample file: two different types of soil and a grass image. These files are essentially high-quality images
and can be found and downloaded in [Fixme]. To attach the mesh to the materials, the following steps
should be taken:

1. Go the Shading workspace and activate the material you want to change by clicking on the ma-
terial. If activated, it shows an orange border in the material mesh, and an automatic generated
rendering pipeline.

2. Select the correct rendering pipeline in the browse node tree, and it will automatically attach to
the activated material. There are three options to choose from:

• "Db mix material": double mix material pipeline, which not only gives two materials to the
dyke, it also highlights the weakening parts during the simulation with red.

• "Material": which gives two materials to the dyke without the red coloring.
• "Material transparency": Combine the material with different transparency, which will be

explained later in the guide.

3. Make sure that the material is selected with the correct path in the "Image texture" node, which is
the third node in the rendering pipeline.

4. Adjustments can be made to personal preference in the black and white color ramp by dragging
the arrows.

A.2.4. Animation
Creating animation in Blender is relatively easy when the name of the files are easy to detect. Make sure
that all time steps of one realization are within one file map. The filename should be consistent, for
example; an MPM dataset is used with the realization number 2380, and it has 84 time steps, the first
time step is then called: "MP_2380_1", and the second time step is called: "MP_2380_1" and so on.

1. Go to the animation workspace in the feature bar, and a timeline will appear in the bottom half of
Blender.

2. Make sure the correct viewport is selected in Blender. It can be changed in the view mode and se-
lect "Material preview". Moreover, make sure that the "Auto-update" is selected and "Generate
material" is deselected in the VTK-pipeline.

3. Change the editor type to "Timeline" and change the number in the time frame.

A.2.5. 3-Dimensional
There are two options to make a 2D mesh to 3D; the extrusion method is easier to apply but not suit-
able for animation purposes as it has to be done manually. The second option takes more time as the
2D MP-files have to be re-written to 3D files. However, this option is suitable for animation and gives a
more stable result.

Extrusion:

1. In the interaction menu (top-left) change the interaction mode from "Object mode" to "Editor
mode".

2. Select the material and click on "Face" and then "Extrude Faces" and drag the material to a pre-
ferred thickness and right click. A box in the bottom right corner will appear in which you can
change the thickness to the exact number.

3D mesh:

The 3D mesh will be created in two parts; In the first part, the 2D MP-file will be rewritten to 3D, done
in Python. The second part is similar to making a 2D dyke in Blender, done in the previous sections. The
Python algorithm to transform the file is given within the download example package. The only input
needed for the function is the path to the file. After rewriting the files, the VTK-pipeline can be used
again within the Blender software, select the Delaunay 3D mesh node tree to create a 3D mesh. Note
that this takes longer than making the mesh in 2D.
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A.2.6. Transparency
Transparency helps the receiver to focus on certain aspects of the dyke. Within the research, two meth-
ods to create transparency are shown. The first method is giving transparency over the whole dyke layer,
such that multiple layers of dykes can be shown. The second type is to attach transparency to a certain
range within an attribute.

Method 1: transparency over the whole dyke body

1.

Method 2: transparency over a certain range of the dyke

1. Create and texture the dyke according to personal preferences.
2. Select the Shading workspace within the feature bar and the correct material node tree, which

could also be imported from the example Blender file "Material transparency" or created by
yourself.

3. Go to the node "Principled BSDF", which should be attached to the material texture that will be-
come transparent.

4. Go to the Alpha-value within the node and select an preferred value for the transparency. Note
that the value is only between 0 and 1, and more towards 0 gives more transparency.

Tip: Duplicating node trees

Make a copy of the pipeline by clicking on the numbers left to the shield symbol (fake user) in
the browse node tree bar. The number is an indication of how many objects are attached to the
pipeline. If there is no object attached to the pipeline, there will be no number indication and
deleted if it is not protected.

A.2.7. Adding grass
The grass is one of the environmental features of the dyke, which can be created once again in a simple
manner or a more advanced method depending on the user’s needs. For more photo-realistic visuals,
the advanced method is recommended. However, it cost more computational power and more time to
create the advanced version. The grass feature in both versions changes according to the simulation,
and through time, i.e. the weakened parts of the dyke body are exposed and are not covered with any
grass.

The grass layer is attached to an attribute. First, the correct attribute must be shown by creating a
dyke body using the VTK-pipeline with the correct attribute. This thesis chooses to visualize the frac-
turing of the dyke layer using the plastic deviatoric strain.

Basic:

1. Create a dyke body using the VTK-pipeline ("Delaunay Mesh") and make sure the plastic devi-
atoric strain attribute is selected and generates an automatic material, which could be deleted
later.

2. Rotate the material such that only the top of the dyke is shown and select the top. Make sure that
the x-ray mode is not activated.

3. Click Shift+ D to duplicate the top layer, which will function as the top layer.
4. Click Esc to snap the duplicated top layer back to position, which is on top of the dyke.
5. Click P to make the grass layer a separate object and give it a preferred name. The original dyke

is not needed anymore for the grass layer and can be changed to the preferred attribute for the
dyke.

6. Select the grass layer and attach the imported texture to it, which is called: Grass. Execute the
procedure as described in Section A.2.3.

The basic grass layer is now formed, and since the attributes are attached to the object, during ani-
mation, the grass layer will change simultaneously with the dyke attributes. The advanced grass layer
builds on top of the basic steps.

Advanced:
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7. Select the grass and

A.2.8. Adding water
The main purpose of showing the water is an indication of where the water is. Water is also an environ-
mental feature, which can be added in various ways. Therefore, it is unnecessary to make an advanced
simulation of the water particle for static illustrations, and a textured box might be sufficient.

Basic: water plane

1. Click Shift + A and add a plane.
2. Attach the Water material texture to the plane.
3. Scale and place the water plane at the correct place.





B
Appendix B

B.1. Horizontal failure algorithm

This algorithm is used to detect horizontal failures within the RMPM dataset using the plastic deviatoric
strain value; it runs through the dataset and outputs the realization number with horizontal failure and
the type of failure.

The MPs are divided over a zeros matrix based on their location. For each MPM file, if the material
point has a larger plastic deviatoric strain value than 0.5, a value of one is added to the matrix(m,n).
This threshold value is set at 0.5 because MPM simulations have an oscillating behavior, so there will
be error measurements when there is no threshold. Hereafter, a clustering algorithm is used to detect
the different groups within the matrix i.e., connecting non-zeros values are labeled as one group. In the
end, there are two conditions, where a simulation can be defined as a horizontal failure:

• Type 1: if there is one full row (m) that is non-zeros.
• Type 2: if there are two rows(m1,m2) that together make one row non-zeros.
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Algorithm 1 Detection of horizontal failures

Data: MP-file for MPM(a)
Result: Which of the MP files are detected
initialization for MPM (a) do

for plastic deviatoric strain for each MPi do
if MPi larger than 0.5 then

matr i xm,n add 1
else

Do nothing
end

end
Search which clusters are connected to each other

for each row of the matrix do
if one row in matrix(m,n) is non-zero then

Horizontal failure
else if two rows together are one row non-zeros then

Horizontal failure
else

No horizontal failure
end

end
end
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