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Abstract
Ad-hoc retrieval involves ranking a list of docu-
ments from a large collection based on their rele-
vance to a given input query. These retrieval sys-
tems often show poorer performances when han-
dling longer and more complex queries. This pa-
per aims to explore methods of improving retrieval
effectiveness on these types of queries across dif-
ferent information retrieval (IR) tasks, within the
context of Fast-Forward indexes. An analysis is
conducted to determine the actual impact of query
length and complexity. Interestingly, the hypothe-
sis that longer queries are more challenging does
not hold true for all cases, and in some datasets
the opposite is true. To improve the performance
of long and complex queries, two approaches are
explored: utilising multiple dense models during
the re-ranking stage instead of the traditional single
model and reducing the queries via large language
models. The use of multiple dense models for re-
ranking proves to be effective, with two models
providing the best balance between performance
and ranking quality. Utilising LLM’s for query re-
duction achieves performance similar to the origi-
nal queries but fails to improve their ranking scores.

1 Introduction
Ad-hoc retrieval is the task of returning a list of documents
from a large collection, such that the documents are ordered
by their relevance with respect to an input query. These in-
formation retrieval systems are essential for a wide range of
technologies such as: web search engines, digital libraries
and recommender systems.

One of the major impediments of ad-hoc retrieval systems
is that they tend to perform poorly on long and complex
queries, even though they are used extensively [1]. Various
solutions have been proposed in order to increase the effec-
tiveness for such cases. One approach involves reducing the
size of the queries by removing redundant terms that do not
influence their overall meaning [2, 3]. Similarly, query re-
weighting can be applied by identifying the most important
keywords in the query and assigning them greater weights be-
fore processing them through the retrieval model [4]. The re-
cent employment of deep learning models for retrieval, which
better capture the semantic relationships between query terms
and documents, also improved the ability to match complex
queries with the relevant documents.

Improving the quality of search with long and complex
queries is extensively researched in the context of web search
[2,5,6]. However, there is a lack of research addressing other
information retrieval tasks. Therefore, this study aims to fill
this gap by attempting to enhance the effectiveness of long
queries across various IR domains. Additionally, it explores
a novel method of boosting performance by utilising multi-
ple semantic scoring models for re-ranking an initial set of
relevant documents.

This research focuses specifically on Fast-Forward Indexes
proposed by Leonhardt et al. [7, 8]. This is an efficient end-

to-end framework for ranking long documents without com-
promising effectiveness. It exploits the capabilities of dual-
encoders for the re-ranking phase instead of the retrieval
phase and combines the lexical and semantic scores via in-
terpolation.

Thus, this paper aims to answer the following research
question: Can the effectiveness for long and complex
queries be improved on Fast-Forward indexes? To address
this question, the following sub questions will be explored:

1. How does query length and complexity affect the re-
ranking performance of different encoders on Fast-
Forward indexes?

2. What strategies can be employed to improve the effec-
tiveness for long and complex queries on Fast Forward
indexes?

Experiments are carried out on four widely-used IR
datasets, including TREC-COVID [9], SciFact [10], Hot-
potQA [11] and Arguana [12]. The results obtained show
that query length negatively impacts ranking performance,
however, in some cases, shorter queries appear to be as chal-
lenging, if not more, than longer ones. Among the strategies
tested to enhance query effectiveness, using multiple dense
models for re-ranking yields the best results, surpassing the
traditional single re-ranker approach. Utilizing large lan-
guage models (LLMs) without fine-tuning for query reduc-
tion delivers performance comparable to the original queries,
though it does not exceed their ranking scores.

The paper is structured as follows. In section 2, the the-
oretical background and the necessary context is presented.
Section 3 describes the methodology employed. Section 4
goes over the experimental setup, enumerating the models,
datasets and evaluation metrics used. Section 5 presents and
analyses the obtained experimental results. Lastly, section 6
discusses the ethical implications of this research.

2 Background
Ad-hoc retrieval has traditionally been dominated by sparse
retrieval methods. These methods represent documents as
sparse high-dimensional vectors. This can be done using
Bag-of-Words models such as BM25 [13], that rely on exact
term matching via inverted indexes, ranking documents based
on the amount of overlapping terms they have with the query.
Although transformer-based approaches are more prevalent
in dense retrieval, recent advancements like SPLADE [14]
introduced neural-based methods for sparse retrieval as well.
These neural models typically infer connections between
terms and use that knowledge to enhance the sparse vec-
tor embeddings. However, sparse methods tend to have a
significant shortcoming: they often fail to capture semantic
and contextual information. Consequently, they suffer from
the vocabulary mismatch problem, poorly estimating query-
document relevance when the terms used in the query do not
exactly match the ones used in the relevant documents as seen
in Figure 1.

A recent wave of advancements has seen the rise of dense
retrieval methods built upon pre-trained large language mod-
els [15]. Here the text inputs are embedded into dense vector
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Figure 1: Example of the mismatch problem. Document 1 is con-
textually relevant but has low lexical similarity to the query, whereas
document 2 is irrelevant but has high lexical similarity to the query.

representations in a lower dimensional vector space. These
dense representations are typically obtained via neural mod-
els that are trained to capture semantic information, allow-
ing semantically similar passages to be mapped close to each
other in the vector space. This makes retrieval equivalent to
performing an approximate nearest neighbor (ANN) search
given the vector form of the query. Dense retrieval has re-
cently demonstrated superiority over sparse models in terms
of effectiveness [16], however, they are significantly more
computationally expensive to use and train, and they are less
efficient for large corpora compared to their sparse counter-
parts.

To address the inefficiency of dense models, several ap-
proaches have been developed. Dual-encoder models [15]
are a common architecture of dense retrievers. They use lan-
guage models to encode the queries and documents separately
into their own vector representations. A similarity metric (e.g.
the dot-product) is used between the query and the document
vectors to determine their relevance. By isolating the compu-
tations between the queries and documents, this architecture
makes it possible to precompute and index all the document
vector representations in an offline phase, prior to retrieval.

Another approach is retrieve-and-re-rank. This method
uses an efficient sparse retriever to prune out a large set of
irrelevant documents from the corpus and obtain a smaller
candidate set of relevant documents. Then in a second stage,
a more computationally expensive dense neural ranker is em-
ployed to re-rank the selected candidates and reorder them, in
order to promote the most semantically relevant documents
to higher ranks [17].

Fast-Forward index [7, 8] is an end-to-end framework that
makes use of dual-encoder models on the re-ranking stage in-
stead of the retrieval stage. An efficient sparse retriever is
employed in the first stage, in order to retrieve the top-k doc-
uments (ks). For a query q and a document d, we denote the
sparse score of a query-document pair as ϕS(q, d). In the sec-
ond stage, a dual-encoder model is employed as a re-ranker.
A query encoder ζ and a document encoder η will map the
queries and documents to a common vector space. We denote
the dense score as ϕD(q, d), and it is obtained by calculating
the the similarity between these vector representations via the
dot product:

ϕD(q, d) = ζ(q) · η(d)
Fast-Forward indexes make use of dual-encoders to index all
document vectors in an offline stage. Thus, computing dense
scores consists of merely looking up these pre-computed rep-
resentations and calculating the similarity with the query.

The final score ϕf (q, d) is obtained via interpolation-based
re-ranking, where the sparse score ϕS(q, d) and dense score
ϕD(q, d) are assigned different weights, according to an
hyper-parameter α:

ϕf (q, d) = α · ϕS(q, d) + (1− α) · ϕD(q, d)

Setting α = 0 disregards the sparse score from the final rank-
ing score, however research shows including it can actually
improve effectiveness [18], thus it was included in all experi-
ments.

3 Methodology
3.1 Effect of query length & complexity on

effectiveness
To guide the development of strategies aimed at improving
ranking quality, an analysis is conducted to precisely assess
the impact of query length and complexity. This analysis con-
sists of two evaluations: one at the dataset level and one at the
individual query level.

For the dataset-level evaluation, retrieval is performed on
datasets corresponding to different IR tasks. These datasets
feature a wide range of query lengths, enabling a comparison
of the performance of Fast-Forward indexes across queries
of varying levels of complexity. Furthermore, one particular
dataset (Arguana) contains queries that exceeds the context
length of the models utilised. This provides additional insight
into how much this truncation impacts ranking quality.

The element wise evaluation involves measuring the re-
trieval quality for each individual query of the dataset and
plotting it against its respective length. The anticipated out-
come is that longer queries will have a significantly lower
quality compared to shorter ones.

3.2 Improving effectiveness on long & complex
queries

The present study explores two methods aimed at enhancing
the performance for long and complex queries.

Multiple semantic scoring models
Traditionally, retrieve-and-re-rank utilises a single model to
re-rank the most relevant documents retrieved in the first
stage. This method allows for a better, computationally ex-
pensive model to process only a small subset of the original
corpus.

One of the approaches considered to improve long query
effectiveness is the usage of multiple re-rankings. Instead
of relying on a single model, two to three different models
will be employed to re-rank the documents retrieved in the
first stage. The final ranking score is derived by interpolat-
ing the dense scores from each model, with different weights
assigned to each. Each dense scoring model captures the un-
derlying semantic concepts slightly differently, thus the hy-
pothesis is that leveraging multiple of them might achieve a
more robust ranking for these types of queries.

However, the increased computational requirements must
be considered. While more models can potentially lead to bet-
ter results, they also demand more processing time. Therefore
we considered employing two to three models to be the best
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compromise between performance and improving the effec-
tiveness of long queries.

Query simplification
Transformer based dense models typically have a fixed input
sequence length. When the input exceeds this amount of to-
kens, the overflow is truncated. While the sequence length is
usually sufficient for most datasets, very long input queries
may suffer from this truncation, as a significant portion of the
query might be completely cut off, potentially leading to a big
loss of semantic information.

Query reduction operates on the premise that most queries
contain redundant terms that can be removed, without losing
its overall meaning. Take as example the following query:
”I read that ions can’t have dipole moments why not”. This
query can effectively be reduced to: ”Why can’t ions have
net dipole moments”. This reduction eliminates three terms,
while preserving the semantic content of the original query.

This research will explore the utility of general use LLM’s
for query reduction. Meta-Llama3-8b-Intruct 1 is going to be
used to perform all reductions in the datasets. This model
was selected as it is one of the most recently released cutting-
edge open-source models, at the time of this research. Addi-
tionally, for the purposes of this task, the 8 billion parameter
model strikes an optimal balance between performance and
quality. The generation process employs hyperparameters set
at 0.6 for temperature and 0.8 for top p. All configurations
and system prompts used in this research can be found in our
repository.

4 Experimental Setup
This section describes the experimental setup, covering the
models, datasets and evaluation metrics used. All experi-
ments were run on an Intel Xeon E5-6448Y CPU and NVidia
Tesla A100 GPU’s. Additionally, the implementation was
done with Pyterrier2 version 0.10.1 and the Fast-Forward In-
dex3 framework version 0.2.0.

4.1 Models
The following retriever models were used:

1. Sparse retriever: BM25 [13] is an Bag-of-Words
model that ranks documents based on the amount of
overlapping terms they have with the query. It’s used in
the first stage of retrieval, providing the top-1000 most
relevant documents. Additionally, it serves as a baseline
when used standalone.

2. Dense re-rankers: In the second stage, dense mod-
els are employed to re-rank the documents obtained
from BM25. Three state-of-the-art dense models are
utilized: snowflake-artic-embed-m [19], bge-base-en-
v1.5 [20], gte-base-en-v1.5 [21]. All of them have an
embedding dimension of 768 tokens. Large document
are split into passages before indexing (maxP).

1Available at: https://github.com/meta-llama/llama3/blob/main/
MODEL CARD.md

2https://pyterrier.readthedocs.io/en/latest/
3https://github.com/mrjleo/fast-forward-indexes/

All models are used in a zero-shot fashion, that is, with no
additional fine-tuning on the used datasets.

4.2 Datasets
All experiments will be conducted on datasets sourced from
the BEIR benchmark [22]. This benchmark offers a varied
collection of information retrieval datasets, covering a wide
range of retrieval tasks. Notably, these datasets are tailored
for zero-shot retrieval, meaning that retrieval is performed
without requiring additional fine-tuning or training on the
data. Table 1 provides an overview of the specific subset of
BEIR employed in this study, along with the key characteris-
tics of the datasets.

If the dataset contains an official development set (Hot-
potQA and SciFact), these will be utilised to find the optimal
hyper-parameter values for α in the final interpolation scores.

For datasets lacking development sets, one possible solu-
tion involves taking a small subset of the original dataset and
use it for development. However, this approach has the limi-
tation of making the results obtained not comparable to previ-
ous work, because the chosen subset for the hyper-parameter
tuning will be subtracted from the test set, possibly causing
variations in the results. To counteract this issue, the exper-
iments will instead be conducted with multiple α values to
ensure robustness and comparability of results.

4.3 Evaluation metrics
Effectiveness is measured using the established metrics
nDCG@10, MRR@10, and MAP@1000, with a primary fo-
cus on nDCG@10 for assessing ranking quality.

CG@k is a simple metric which sums up the rele-
vance scores for the top-K items. It’s defined as CG@k =∑k

i=1 reli, where reli corresponds to the relevance score.
For instance, for a particular query, a document might have
a relevance score of 1 if it is relevant to the query and 0 oth-
erwise.

A shortcoming of CG@k is that it doesn’t consider the po-
sition of the items. Optimally, documents with higher rel-
evance scores should appear at higher ranks. Thus, a way
to penalise scores the lower they rank is needed. DCG@k
introduces a log-based penalty function to reduce the rele-
vance score at each position. It’s mathematically defined as
DCG@k =

∑k
i=1

2reli−1
log2(i+i)

Finally, nDCG@k normalizes the DCG@k values by
using the ideal order of relevant documents. Defined as
nDCG@k = DCG@k

IDCG@k , with IDCG@k representing the
DCG@k score for the ideal order of items. Figure 2 illus-
trates an example of how nDCG@k is calculated.

5 Experimental Results
This section presents the outcomes of the conducted experi-
ments.

RQ1: How does query length and complexity affect the re-
ranking performance of different encoders on Fast-Forward
indexes?

Table 2 shows the retrieval results of different datasets us-
ing artic-embed-m as the dense model of the Fast Forward in-

3

https://github.com/meta-llama/llama3/blob/main/MODEL_CARD.md
https://github.com/meta-llama/llama3/blob/main/MODEL_CARD.md
https://pyterrier.readthedocs.io/en/latest/
https://github.com/mrjleo/fast-forward-indexes/


Dataset Task
Avg. word length

Example query
Query Document

TREC-
COVID Biomedical IR 10.60 160.77 what are the transmission routes of coronavirus

SciFact Fact checking 12.37 213.63
crosstalk between dendritic cells dcs and innate lymphoid
cells ilcs is important in the regulation of intestinal home-
ostasis

HotpotQA Question
Answering 17.61 46.30

when was the american lawyer lobbyist and political consul-
tant who was a senior member of the presidential campaign
of donald trump born

Arguana Argument
retrieval 192.9 166.80

people will die if we dont do animal testing every year 23
new drugs are introduced in the uk alone 13 almost all will
be tested on animals a new drug will be used for a long time
think of all the people saved by the use of penicillin if drugs
cost more to test that means drug companies will develop
less this means more people suffering and dying

Table 1: Overview and statistics of the utilised datasets.

Figure 2: Example of nDCG@3 calculation

dex. Both the sparse and dense scores were normalized prior
to interpolation.

As expected, retrieval effectiveness decreases as the aver-
age query length of the dataset increases. A downward trend
is evident in all three metrics relative to the average query
length. Additionally, there is a notable performance drop in
the Arguana dataset, indicating that the extreme length of the
queries in this dataset, often exceeding the models’ context
window, adversely affects ranking quality. This is particu-
larly evident as Arguana is the only dataset where the fast-
forward index framework shows minimal improvement over
the standalone sparse BM25 model.

However, the metrics also contain some outliers, such as
in TREC-COVID. The high nDCG@10 and RR@10 sug-
gest that the top 10 results returned by the retrieval sys-
tem are highly relevant and well-ordered, however the low
MAP@1000 (which measures the number of relevant items

in the top-1000 results and how well they are ranked) indi-
cates that as you move further down the ranked list, the pro-
portion of relevant documents decreases significantly. Since
MAP is also exceedingly low when retrieving with only the
sparse model, it shows that a large quantity of relevant results
are being pruned out in the first stage, preventing the more
powerful semantic models from re-ranking them effectively.

A possible explanation for this might be that the ambigu-
ous nature of short queries makes them difficult to rank, as
TREC-COVID is the dataset that on average contains the
shortest queries. Not only do they contain less tokens, mak-
ing the sparse term-matching more susceptible to the vocab-
ulary mismatch problem, but they also lack context or speci-
ficity, making it difficult to return relevant results. For ex-
ample, one of the queries with the lowest precision value is
”what is the origin of covid 19”. In the experiment, the re-
trieval system ranks a document titled ’Tracking the origin of
early COVID-19 cases in Canada’ as the 2nd most relevant
and ’Scientists strongly condemn rumors and conspiracy the-
ories about origin of coronavirus outbreak’ as the 11th most
relevant. Both documents have high term-frequency with the
query but aren’t contextually relevant, as the truly relevant
documents in the dataset relate to the genetic source of the
virus and its first transmission into humans. A longer query
that explicitly specifies this context would likely yield better
precision.

Figures 3-6 show the relation between individual
query length and performance. For each individual query
nDCG@10 is computed. The queries are grouped by length,
so that each box approximately contains the same number
of samples. Artic-embed-m is used as the dense model with
ks = 1000 and α = 0.1.

These results show that the hypothesis that longer queries
are consistently more difficult than shorter ones does not hold
true across all datasets. In datasets such as HotpotQA and
TREC-COVID, shorter queries seem to be harder. Although
the median difficulty for each group does not shift signifi-
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Figure 3: Query word length vs. nDCG@10 on Arguana Figure 4: Query word length vs. nDCG@10 on HotpotQA

Figure 5: Query word length vs. nDCG@10 on SciFact Figure 6: Query word length vs. nDCG@10 on TREC-COVID

cantly, the interquartile range increases gradually with longer
queries. For Arguana, the most challenging queries are found
at both extremes - the longest and shortest queries - since
in the other groups only a small number of outliers shows a
nDCG@10 lower than 0.3. This further suggests that the am-
biguity inherent in short queries and the complexity of longer
ones both add to the challenges of the retrieval process.

RQ2: What strategies can be employed to improve the ef-
fectiveness for long and complex queries on Fast Forward In-
dexes?

Multiple semantic scoring models
In order to reduce the number of hyper-parameters needed
when interpolating with multiple semantic scoring models,
a single α value is assigned to each model for determin-
ing the final ranking score. For instance, in the case of
two re-rankers, the final score is computed as: ϕf (q, d) =
αS · ϕS(q, d) + αD1 · ϕD1(q, d) + αD2 · ϕD2(q, d), where
ϕD1(q, d) and ϕD2(q, d) represent the dense scores of their
respective dense models and αS + αD1 + αD2 = 1. Ad-

ditionally, all dense and sparse scores are normalized before
interpolating.

Table 3 shows the retrieval results of re-ranking with one,
two and three different models in the SciFact and HotpotQA
datasets. These datasets were selected because their develop-
ment sets facilitated the tuning of the multiple hyperparame-
ters needed.

The results demonstrate that using three semantic re-
rankers and in some cases two, indeed outperforms the tra-
ditional approach of only using one. Although utilising three
models constantly outperforms their individual counterparts,
they do not provide any significant improvement in effective-
ness compared to using two models. Therefore, these findings
suggest that using three models is not justified, as it is more
costly and yields similar results to using only two.

Hyperparameter tuning revealed that assigning equal
weights to each dense model does not yield the best perfor-
mance. Instead, assigning different weights to each model
in the final scoring is optimal. Additionally, optimal results
can only be obtained by giving a greater weight to the best
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Avg. query
word length

BM25 Fast Forward: BM25 >> artic-m

Dataset RR@10 nDCG@10 MAP@1000 RR@10 nDCG@10 MAP@1000

TREC-COVID 10.60 0.8172 0.5761 0.1835 0.9600 0.8093 0.2569
SciFact 12.37 0.6440 0.6839 0.6378 0.7070 0.7427 0.7030
HotpotQA 17.61 0.6624 0.5128 0.4344 0.8693 0.7181 0.6402
Arguana 192.68 0.2408 0.3662 0.2520 0.2511 0.3792 0.2626

Table 2: Comparison of retrieval performances for datasets of different query lengths. BM25 retrieval depth is set at kS = 1000 and α = 0.1.

performing models, as seen with BGE and GTE on SciFact
and Artic in HotpotQA. This approach likely stems from the
fact that different dense models capture the semantic prop-
erties of different queries and documents with varying effec-
tiveness for a particular dataset. By giving more weight to
the better-performing models, the majority of the final score
is influenced by these captured properties. Assigning smaller
weights to other models allows harder queries to be slightly
adjusted in the rankings, leading to improved overall rank-
ings.

This might also explain why not all combinations of two re-
rankers outperform the individual models. In these cases, the
less effective re-ranker might introduce misalignments that
degrade the performance, preventing the combination from
surpassing the best single model.

Finally, it is evident that different datasets benefit differ-
ently from the inclusion of the sparse scores. For SciFact, op-
timal results are achieved with much smaller sparse weights
compared to HotpotQA. However, in every case, including
the sparse score outperformed not including it and interpolat-
ing only the semantic scores.

Query simplification
The datasets where reduction is employed are Arguana and
TREC-COVID. Arguana contains queries that exceed 400
words, surpassing the 512-token context window of the model
employed. Query reduction is explored as a method to avoid
truncation for the longer queries in this dataset.

Each query of the TREC-COVID dataset is composed of
three fields [9]. The ”query” field provides a condensed ver-
sion of the question, containing only the main keywords. The
”question” field contains a precise natural language question,
it is a superset of the information contained in the ’query’
field. The ”narrative” field offers a longer description that
elaborates on the question, however it is not a superset of any
other variant, it purely serves to help specify the user’s intent.
We will refer to the queries provided in the ”query” variant
as keyword queries moving forward. These keyword queries
will be used as a baseline for comparing the reduced version
of the original and narrative queries, in order to evaluate the
quality of the reductions. Table 5 in the appendix illustrates
the main differences between the three variants in this dataset.

The results of reducing the queries using Meta-Llama3-
8b-Instruct are presented in table 4. The results on TREC-
COVID show that the LLM is successful in obtaining the
main semantic information of the query and removing re-
dundant terms, as their ranking score is very comparable to
their original versions, while on average removing three terms

from the query. Given that the average query length in this
dataset is relatively short, not outperforming the unreduced
version is expected since no semantic information is added,
making it difficult for documents that were previously not
ranked correctly to be elevated in rank. As an example of
this phenomenon, the query ”how has the covid 19 pandemic
impacted mental health” was reduced to ”impact of covid 19
on mental health”.

The narrative queries also displayed poor performance
when compared to the standard queries. However, their short-
ened versions proved to be more effective. The narrative
queries are longer and contain an abundant amount of contex-
tually irrelevant terms. Even though no additional semantic
information is added, removing these irrelevant terms actu-
ally improves retrieval by clarifying the intent of the query.
Finally, the poor ranking quality of the keyword queries
further demonstrates that the ambiguous nature of shorter
queries negatively affects retrieval.

Surprisingly, query reduction did not improve effective-
ness on Arguana. This unexpected result may be due to the
unique nature of argument retrieval in this dataset, which in-
volves finding the best counterargument to a given argument.
This task requires a high level of semantic detail to accurately
match the nuanced arguments within the documents. Given
the abundance of similar arguments in the corpus, retrieving
the best counterargument is particularly challenging. Despite
avoiding truncation of the longer queries, the detailed infor-
mation necessary for this task may be lost during query re-
duction, as on average the queries were reduced to more than
half of their original size by the LLM.

Figure 7 shows the performance comparison between the
original and reduced queries on Arguana, demonstrating that
the reduction had limited success in improving ranking qual-
ity for queries that surpass the dense model’s context win-
dow. For queries between 300 and 400 words the perfor-
mance remained nearly identical. For queries exceeding 400
words, while the median performance improved, many high-
performing queries experienced a decline, with the upper
limit of the interquartile range dropping from approximately
0.6 to 0.5.

6 Responsible Research
Ensuring ethical and reproducible results is one of the high-
est priorities of this research. This commitment significantly
influenced our methodology, dataset selection, and model
choices. Thus, this study is compliant with the FAIR prin-
ciples [23] and Netherlands Code of Conduct for Research
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SciFact HotpotQA
αS αD1 αD2 αD3 nDCG@10 αS αD1 αD2 αD3 nDCG@10

One re-ranker
Artic 0.5 0.5 - - 0.7522 0.3 0.7 - - 0.7255
BGE 0.3 0.7 - - 0.7695 0.5 0.5 - - 0.6957
GTE 0.5 0.5 - - 0.7694 0.5 0.5 - - 0.6864

Two re-rankers
Artic + BGE 0.0025 0.2975 0.7 - 0.7688 0.25 0.5 0.25 - 0.7340

Artic + GTE 0.0025 0.3975 0.6 - 0.7756 0.075 0.725 0.2 - 0.7310

BGE + GTE 0.0025 0.7 0.2975 - 0.7790 0.25 0.5 0.25 - 0.7122

Three re-rankers
Artic + BGE + GTE 0.0025 0.1975 0.5 0.3 0.7765 0.05 0.55 0.3 0.1 0.7305

Table 3: Performance comparison (nDCG@10) on the SciFact and HotpotQA datasets with varying numbers of re-rankers. BM25 retrieval
depth is set at kS = 1000. Order of the models is equivalent to the order of the alpha values. Highlighted results correspond to significant
performance improvements.

Dataset
Avg.
word
length

BM25 >> Artic-m

α = 0 α = 0.1 α = 0.3

TREC-
COVID
Original 10.60 0.7984 0.8092 0.8074
Original
Reduced 7.48 0.7901 0.8006 0.7985

Keyword 3.48 0.6577 0.6656 0.6688
Narrative 24.96 0.6576 0.6672 0.6686
Narrative
Reduced 10.26 0.6910 0.6988 0.6877

Arguana
Original 192.9 0.3764 0.3792 0.3869
Reduced 65.38 0.3652 0.3691 0.3751

Table 4: Ranking results (nDCG@10) of TREC-COVID and Ar-
guana for different query sets. BM25 retrieval depth is set at
kS = 1000.

Integrity (2018).
The data used is findable, accessible and interoperable,

as we used datasets exclusively from the BEIR collec-
tion, a widely recognized benchmark in the information re-
trieval field. Furthermore, we selected only publicly available
datasets4.

Additionally, both the retrieval and large language mod-
els used in our study are open-source and are publicly avail-
able on Hugging Face. All the model configurations used are
stated in the methodology, experimental setup and appendix.
Additionally, implementation was done with open-source li-

4Available at: https://ir-datasets.com/beir.html

Figure 7: Performance comparison (nDCG@10) between the orig-
inal and reduced queries in Arguana.

braries, more specifically, Pyterrier5 version 0.10.1 and the
Fast-Forward Index6 framework version 0.2.0.

To ensure transparency and reproducibility, we have made
the source code of our experiments fully open source7. Fi-
nally, all the results obtained from these experiments, includ-
ing those that did not successfully improve long query effec-
tiveness, are included in this paper and the repository. As
the code is publicly accessible it can be easily reused and it’s
validity can be verified. All the experiments can be freely re-
produced, allowing for any possible errors or inaccuracies to
be found.

The dense indexing of the datasets utilised require power-
ful GPUs, CPUs, and significant amounts of RAM. These are
costly resources which may challenge the replicability of the
experiments. To address this, we will include all experiment

5https://pyterrier.readthedocs.io/en/latest/
6https://github.com/mrjleo/fast-forward-indexes/
7https://github.com/Erhan1706/fast-forward-long-query-effectiveness
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results in the repository stored in the TREC format. This will
facilitate the replication of the experiments and recalculation
of metrics, ensuring the validity of the results.

7 Conclusions and Future Work
Ad-hoc retrieval systems tend to struggle as the length and
complexity of the queries utilised increases. This study set
out to seek methods that would improve retrieval effective-
ness for long and complex queries utilising the Fast-Forward
index framework.

Two approaches were explored to improve effectiveness
for long and complex queries. The first approach involves
using multiple dense models to re-rank an initial set of candi-
dates retrieved by a sparse model. This method proved to be
effective in improving ranking quality. Notably, employing
two dense models during the re-ranking stage achieved the
optimal balance between performance and ranking effective-
ness.

The second method explored the utility of LLMs for query
reduction. This intended to address the issue of queries being
truncated due to their length surpassing the context size of the
employed dense models. However, this approach failed to im-
prove performance for the tested datasets. Testing this query
reduction technique on additional datasets could be benefi-
cial, leading to more robust results. The effectiveness of LLM
generated reductions is influenced by the input and system
prompts. While we tested multiple configurations to optimize
the results, better configurations may still exist.

Future research could delve deeper into query reductions,
potentially applying them selectively based on specific crite-
ria rather than across the entire dataset. Alternatively, given
that we show that retrieval systems also struggle with very
short queries due to their ambiguity, the opposite path can
be taken and query expansion can be researched in order to
enhance the performance of these queries. Further studies
might also explore modifications to the fast forward frame-
work pipeline, such as employing multi-vector representa-
tions for queries and documents instead of single vector ap-
proaches.
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Appendix

Original queries Narrative queries Keyword queries
what is the origin of covid 19 seeking range of information about the

sars cov 2 virus s origin including its
evolution animal source and first trans-
mission into humans

coronavirus origin

how does the coronavirus respond to
changes in the weather

seeking range of information about the
sars cov 2 virus viability in different
weather climate conditions as well as
information related to transmission of
the virus in different climate conditions

coronavirus response to weather
changes

will sars cov2 infected people develop
immunity is cross protection possible

seeking studies of immunity developed
due to infection with sars cov2 or cross
protection gained due to infection with
other coronavirus types

coronavirus immunity

what causes death from covid 19 studies looking at mechanisms of death
from covid 19

how do people die from the coronavirus

what drugs have been active against
sars cov or sars cov 2 in animal stud-
ies

papers that describe the results of test-
ing drugs that bind to spike proteins of
the virus or any other drugs in any ani-
mal models papers about sars cov 2 in-
fection in cell culture assays are also
relevant

animal models of covid 19

what types of rapid testing for covid 19
have been developed

looking for studies identifying ways to
diagnose covid 19 more rapidly

coronavirus test rapid testing

are there serological tests that detect
antibodies to coronavirus

looking for assays that measure im-
mune response to covid 19 that will
help determine past infection and sub-
sequent possible immunity

serological tests for coronavirus

how has lack of testing availability led
to underreporting of true incidence of
covid 19

looking for studies answering ques-
tions of impact of lack of complete
testing for covid 19 on incidence and
prevalence of covid 19

coronavirus under reporting

how has covid 19 affected canada seeking data related to infections con-
firm suspected and projected and health
outcomes symptoms hospitalization in-
tensive care mortality

coronavirus in canada

has social distancing had an impact on
slowing the spread of covid 19

seeking specific information on studies
that have measured covid 19 s trans-
mission in one or more social distanc-
ing or non social distancing approaches

coronavirus social distancing impact

Table 5: Comparison between the three different variants of the queries in the TREC-COVID dataset.
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