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Abstract

Mimetic formulations, also known as structure-preserving methods, are numerical
schemes that preserve fundamental properties of the continuous differential opera-
tors at a discrete level. Additionally, they are well-known for satisfying constraints

such as conservation of mass or momentum.

In the present work, a Mimetic Spectral Element Method based on quadrilater-
als is explored. As an introduction, the framework is first implemented and tested
on the classical Poisson equation, the Hartmann Flow system and several eigen-
value problems for the Laplacian operator. Solutions are attained by direct/mixed
formulations and the extension to multi-element approaches is dealt with using ei-
ther gathering or connectivity matrices. Different boundary conditions and various
geometries are utilized.

Afterwards, the Maxwell Eigenvalue problem for the electric field E with general
material properties is tackled in an attempt to generate spurious-free solutions by
incorporating the condition V - D = 0 into the discrete system. The formulation
is further scrutinized on geometries with Betti number b, > 0 as to verify if the
proposed scheme captures the physical zero eigenvalues.

In the end, a mixed formulation for the eigenproblem is proposed in which the
curl-curl operator is separated. The approximation of the electrostatic field energy
is then computed with this formulation and compared to the solution obtained with
a direct method allowing to create an upper and a lower bound for this variable.
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Introduction

1.1 RELATION BETWEEN GEOMETRY AND PHYSICS

There are plenty of different physical quantities spread along the many areas of
science and, as weird as it may sound, all of them have an association to a specific
geometric object. Consider, for instance, the density which is computed as p = m/v.
Mathematically, however, the ezact value would be given by the expression:

1i m
= lim —
PV v

Once the mathematically correct concept of limit has been applied, the notion
of the density being associated to a volume has disappeared and the new variable is
now associated to a point. Such result might be irrelevant if equations are considered
only as mathematical entities. Nevertheless, if equations are regarded as instruments
that model reality, it is odd to give up such association. It would make sense to
nurture equations with as much reality as possible in hopes of better results.

Unfortunately, removing the association of variables to their geometric objects
is quite common in many numerical methods where variables end up being linked
to points even though such association is false. Ideally, numerical methods would
translate all physical notions into an appropriate mathematical language. This
change of paradigm would start by, firstly, not emptying physical quantities from
their properties and, secondly, by not thinking of differential equations but rather
of physical problems [66].
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The idea of relating geometry and physics was explored, at least, about a hundred
of years ago. In [25], James Clerk Maxwell points out the analogy between certain
kind of problems such as equations in electromagnetism resembling problems from
heat conduction and vice versa. Thus, the results from Fourier regarding heat
could explain situations in electrical problems while the knowledge for the Poisson
equation in electricity could be applied to heat conduction.

From Maxwell’s perspective, there must be principles that are of a more funda-
mental nature for such analogies to exist. The latter had remained well hidden since
all physical quantities are treated the same way once a problem has been reduced to
a mathematical form. Hence, maintaining the physical ideas of nature itself within
the equations might be a step in the right direction to unveil such principles.

Developing the aforementioned concept would commence with a classification
of physical quantities. By categorizing variables, it would be readily known how
to treat them within the mathematical framework. Additionally, it would allow
to detect similarities between areas of science so that, according to Maxwell [25,
p. 225], “we should lose no time in availing ourselves of the mathematical labours
of those who had already solved problems essentially the same".

The notion of a more fundamental concept within nature was mentioned also by
the physicist Richard Feynman. Such idea arose by wondering about how so different
phenomena could be described by so similar-looking equations. In Feynman’s terms,
the answer would be the underlying unity of nature [35, Section 12-7]. In fact, the
physicist would also argue that the common ground between problems is that they
all involve space which all differential equations attempt to imitate.

Around the mid-1970s, Enzo Tonti [88] came up with a whole mathematical
structure that was common to all physical theories and which took into consideration
the geometric features of variables. This study relied not only on a thorough analysis
of variables (as previously suggested by Maxwell) but also on an examination of
the equations within each area of science. This framework became a numerical
technique on itself called Cell Method' but the general ideas permeated into the
scientific community and spread to other methods as well.

The aforementioned concepts are predominant in the development of numerical
methods in electromagnetism by Bossavit who utilized differential forms to mimic
the topological structures of the Tonti diagrams. Furthermore, he successfully dis-
cretized such diagrams with the so-called Whitney Forms. This pioneering work is
presented and summarized in the Japanese papers® where it is further elucidated

I Additional information on the method can be found in references [230-232,234] from [89].
2 The whole documentation can be easily read from a website hosted by the University of Wash-
ington: https://faculty.washington.edu/seattle/physics544/2011-1lectures/bossavit.pdf
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how the geometric content can be captured by means of differential forms and its
applications in solving PDEs.

Plenty of other authors from a variety of disciplines have adopted such frame-
work by taking into consideration geometry. Some of them have been named above
but others worth reading are Brezzi [23], Hiptmair [42, 46], Bochev [7, 8], Perot
[74], Flanders [36] and Teixeira. Additionally, for time-dependent problems, the dis-
cretization for the temporal variable is treated by Mattiusi [66] following a frame-
work compatible with these principles.

Nowadays, the literature related to numerical schemes based on this school of
thought is still ongoing. The latter is only a testament of the benefits of considering
the geometry embedded in the differential equations is a characteristic worth being
exploited to create physically accurate numerical schemes.

1.2 WHAT ARE MIMETIC METHODS?

Mimetic methods (also known as structure-preserving methods) are numerical meth-
ods that aim to preserve fundamental properties of the continuous problems. For
these techniques, the main premise is to capture the physics that are intrinsic to a
PDE rather than solely focusing on the mathematical properties. In fact, experience
has confirmed that the best results are usually obtained when the discrete model
preserves the underlying properties of the physical system [64].

One of the main characteristics of these types of discretizations is their robustness
and accuracy. Additionally, they are well-known for conserving mass, momentum
or kinetic energy [70] which is one of the main reasons their popularity has been
increasing throughout the years®. As a consequence of satisfying properties at a dis-
crete level, these methods are quite convenient since they cannot produce solutions
that violate physical constraints. Typical examples of such constraints include the
continuity equation for incompressible flows or, in electromagnetism, the condition
V - B = 0 stating the nonexistence of magnetic monopoles.

Creating these kind of schemes, however, is not entirely trivial and some princi-
ples should be satisfied. According to Robidoux [79], there are five conditions that
must be met to attain a complete mimetic discretization of vector calculus:

1. Discretization of the differential operators gradient, divergence and curl.
2. Discretization of integrals over curves, surfaces and volumes.

3. Discrete analogs of the fundamental theorems of vector calculus.

3 A short historic perspective detailing the evolution of mimetic methods is shown in [64].
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4. A discrete analog of the exact commuting diagram.
5. Discrete analogs of the product rules.

The first condition is obvious since any differential equation possesses at least
one of those operators and, as a result, a proper discretization for each must be
available. By proper it is meant, as explained in [64], that a correct characterization
of the null spaces must be obtained. The popular examples are the known facts that
the divergence of the curl must vanish as well as the curl of a gradient. Failure to
achieve the latter will inevitably lead to non-physical parasitic solutions.

The second point stems from the fact that degrees of freedom may be associated
not only to nodes but also to lines, surfaces or volumes, hence, a proper represen-
tation for those cases is needed. In [8], this condition is denoted as the reduction
operation R or De Rham map that establishes a discrete representation of the
continuous variables. This step is further supplemented with a reconstruction oper-
ation Z or Whitney map in which the continuous variables are retrieved from the
discrete values via interpolation.

The third condition requires the potential theorem, Stokes’ theorem and the
divergence theorem (differential geometry condenses all three in the so-called Gen-
eralized Stokes Theorem) to hold at a discrete level.

The fourth condition is related to mimic the diagram shown in Figure 1.1 where
Hp and Hy are scalar fields related to points and volumes, respectively, while H¢o
and Hg denote vector fields where the subscript C' means curves and S means
surfaces. Copying such structure on the discrete level requires the introduction
of an analog of the Hodge star from differential geometry as to create a bijection
identifying point scalars with volume scalar fields and curve vector fields with surface
vector fields [79]. If differential forms are preferred, then the Hodge star identifies
k-forms with (n — k)-forms with n being the dimension of the embedding space.

R —— Hp —V Ho —2% Hy —Y Hy 0
0 —— Hy «Y Hg < Hy « Y Hp R

Figure 1.1: Dual De Rham sequence as shown in [79].

The fifth point requires equations such as V-(fv) = V f-v+ fV-v to have a proper
analog in the discrete setting. This is related to the products between quantities
belonging to different spaces. For example, by following the exact sequence shown in
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Figure 1.1, the previous equation only makes sense if f € Hp and v € Hg such that
V- (fv) € Hy. In the language of differential forms, this point means that a proper
wedge product between forms must be recreated. A mimetic scheme must find a way
to make sure that using differential operators on products between different spaces
lead to the correct spots from the diagram described in the fourth condition.

It could be thought that since all mimetic methods must satisfy the same re-
quirements then they are all essentially the same. It is true, however, that the
underlying structure is identical but the main differences (at least from a pragmatic
point of view) arise on the choice of the Whitney Map. The latter has an effect
on the domain discretization too since some maps are created to handle triangular
meshes while others are suited for quadrilateral grids. A clear example of the former
are the classical Whitney forms [11] while for the latter the literature presented in
the next section is a good example.

1.3 WHERE HAS IT BEEN USED?

The literature presented in this section utilizes a reconstruction operator Z on
quadrilaterals on a variety of problems from different areas of science. The present
work attempts to, hopefully, use the same methodology and achieve the same quality
of results on the area of electromagnetism.

The following list is meant to provide a swift look into the problems the mimetic
spectral element method (MSEM) methodology has handled when the basis func-
tions from [51] were utilized as the Whitney Map. Such list is comprised by the
following:

o The scalar Poisson Equation is solved in [72] using differential forms in single
and dual grids. The analysis is extended to anisotropic tensors K in the
constitutive equation leading to equations of the type u = -KV¢ coupled
with V-u = f.

o In [39], the Darcy problem is further analyzed in 2 examples. Firstly, a sand-
shale system of 400 blocks is solved for K = kI. Secondly, an imperme-
able streak system with 3 regions is solved in which one subdomain has an
anisotropic permeability tensor. Both cases are solved in Q = [0, 7]2.

o The mimetic discretization method was applied to the mixed formulation of
the Stokes problem which had vorticity, velocity and pressure as variables.
More importantly, pointwise divergence-free solutions for the velocity were
computed for a number of benchmark problems [58].

» Regarding non-linear elliptic PDEs, an Eulerian Grad—Shafranov solver based
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on the mimetic spectral element framework was developed in [71] where the
computed equilibrium solutions were accurate up to machine precision.

o In [62], a mixed mimetic spectral element method was utilized to solve the
rotating shallow water equations where mass conservation was satisified point-
wise and the vorticity was globally conserved.

» Concerning linear Elasticity, hybrid approaches were used in [93] for 3D prob-
lems were sparse algebraic systems were obtained by using dual basis functions.
The method proved to satisfy equilibrium forces point wise and was free of
spurious kinematic modes in both orthogonal and curvilinear meshes.

1.4 RESEARCH (QUESTIONS

As stated before, the present work develops upon the concepts of mimetic discretiza-
tion and follows the approach presented in the literature shown in Section 1.3 by
incorporating a very specific set of basis functions as Whitney Map. Even when the
problems being discussed are not exaggeratedly complicated, they should serve as
an introduction of the methodology to electromagnetism.

A priori, the method should work efficiently since the geometric structure in-
herent to electromagnetism is perfectly suited for such mimetic framework. Thus,
a positive outcome of this thesis should rely on the correct implementation of the
methodology. Particularly, work will be done to respond to the following questions:

o Is it possible to produce a mimetic spectral element method formulation to
Maxwell’s Eigenvalue Problem that avoids spurious solutions and provides
faster rates of convergence than traditional FEM?

— If so, is the proposed formulation able to detect zero eigenvalues for
geometries with arbitrary Betti numbers b; in 2D geometries?

o What effect does anisotropy and geometry have on the eigenvalue convergence?

Finally, an additional question will be answered which is not totally related to
the previous ones but arose from a genuine curiosity on how to adapt the MSEM
machinery from the literature in Section 1.3 to problems in 1D that involve the first
derivative. Thus, the following question should be considered a minor deviation
from the previously stated ones.

o Can the mimetic framework described in literature like [72] be modified to
2
tackle 1D differential equations such as % + a% + By =-f(x) for x € [a, b]?



Theoretical Background

Along this chapter most of the theory required for the thesis will be explored. The

mathematical side of the story, however, will be described in Chapter 3. This chapter

contains information on a variety of topics as detailed in the following list:

Some of the methods used in Computational Electromagnetics (CEM) will be
explored along with a swift history of the method.

The framework created by Enzo Tonti is introduced and will conclude with
the classification diagram for electromagnetism.

The importance of differential forms will be described along with other topics
such as the De Rham complex and the Hodge Operators. The section will
conclude on how differential forms shaped their way into CEM.

The Maxwell equations are introduced along with the respective constitutive
relations and boundary conditions. The equations for time harmonic fields are
also obtained for the electric and magnetic fields.

The cavity eigenvalue problem is explored and the topic of spurious solutions
is addressed. Additionally, variational formulations for the problem are shown.

2.1 COMPUTATIONAL METHODS IN ELECTROMAGNETICS

In this section, some of the commonly used methods in Computational Electromag-

netics (CEM) are detailed. Moreover, their history and characteristics are quickly

7
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reviewed. The list is by no means exhaustive since covering every single available
method is out of the scope of the present work but references to specialized literature
are mentioned.

2.1.1 FINITE-DIFFERENCE TIME-DOMAIN METHOD

The finite-difference time-domain (FDTD) scheme was originally introduced by Yee
[92] in 1966 and it has remained relevant along the years due to its simplicity,
efficiency and ease of adaptation to a variety of problems.

This scheme is built on a structured cartesian mesh where the space and time
derivatives are approximated by finite differences. Both of the field variables E and
H are staggered in space with a very peculiar arrangement as depicted in Figure 2.1.

q+1/2

q+1
r+1

r+1/2

p+1/2

p+1

Figure 2.1: Unit Yee cell in R? used in the FDTD algorithm from [80, p. 72].

A weakness of the method in its basic form, however, is related to how it deals
with boundaries that cannot be aligned with its grid. This issue leads to the use of
staircase approzimations that harm its accuracy. Additionally, for a given cell size
h, the scheme has a time-step limit ¢ < v3h/c in R3 [80, p. 66] with ¢ denoting the
speed of light. The latter imposes limitations for applications such as eddy current
problems. On the other hand, for cavity problems requiring resonant frequencies
the method can be used by computing the Fourier transform of selected signals.

Extensions and tweaks to the method are countless. In [50], for example, a
mimetic finite difference method was constructed to approximate Maxwell’s equa-
tions with approximations that actually satisfied discrete versions of vector and ten-
sor calculus identities. Trying to list all the relevant literature would be extremely
challenging. Instead, the books of Taflove, such as [85], should give a great overview
of FDTD and its implementation/application as well as extension to general meshes.



2.1 COMPUTATIONAL METHODS IN ELECTROMAGNETICS 9

2.1.2 FINITE ELEMENT METHOD

This method is widely known for being extensively utilized to solve problems of
structural analysis. However, its usage has extended to a wide variety of other
engineering and mathematical problems. Unlike Finite Difference Methods where
the differential operators on the governing equations are directly discretized, the
Finite Element Method (FEM) discretizes the space of solutions.

In electromagnetics, the first application of FEM can be traced back to 1969 [55,
p. 510] when Peter P. Silvester utilized the method for wave propagation problems
on hollow waveguides and, since then, its use spread throughout the community.

Without a doubt, a quite important breakthrough in the finite element analysis
for vector problems came with the introduction of the edge-based vector elements
[68] by Nédélec which allowed tangential continuity between elements. Such char-
acteristics allowed to accurately model the physical nature of the fields in electro-
magnetism and got rid of many of the issues that traditional node-based elements
had such as spectral pollution for eigenvalue problems.

More generally, finite elements related to geometric objects gained popularity due
to the pioneering work of Bossavit who, in 1988, introduced the so-called Whitney
forms [11]. Under such theoretical framework, the lowest order Nédélec elements
fell under the category of edge w;; Whitney elements while the notation w;;;, was
reserved for facet elements as the ones described by Raviart & Thomas [78].

2.1.3 METHOD OF MOMENTS

The method was first utilized for CEM on scattering problems around 1960s by
Mei & Van Bladel, Andreasen and Richmond [54, Chapter 10, Ref. 1, 2, 4] but the
unified formulation is attributed to Harrington who presented the scheme in [44].

The Method of Moments (MoM) is closely related to FEM. Consider, for exam-
ple, the equation L¢ = f where L is a linear operator, ¢ is the unknown and f is the
forcing function. A system of the type 2%21 22;1 en (Wi, Loy) = an‘f:l(wm, )
is obtained by expanding the solution as ', ¢,v, and using test functions w,, to
perform the inner product. The expansion coefficients are then retrieved by solving
the matrix system [S]{c} = {b} with Sy, = (Wi, Lvy,) and by, = (Wi, f).

Such procedure is valid for both differential and integral operators. In fact, it is
widely used to formulate the finite element method when L is a differential operator.
In CEM, however, the term moment method is reserved for the case when L is an
integral operator involving a Green’s function [55, p. 561] whereas, in mathematics,
the same scheme is known as the Boundary Element Method (BEM) [80, p. 185].
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Due to the difference in the nature of the operator £, the choice of the basis and
the test functions changes dramatically. For instance, in FEM, due to differentiation,
the basis needs to be at least linear while the test functions tend to be chosen the
same as the basis. In MoM the basis could be a constant while the test functions
could be chosen as delta peaks as to simplify integration [55, Chapter 10.1].

Another drastic difference with respect to FEM is that formulations using MoM
end up with integrals over surfaces which means that for problems in R? a surface
has to be discretized while for FEM the discretization of a volume is needed. Thus,
MoM effectively reduces the problem dimension.

A basic introduction about MoM can be found in [55, Chapter 10] while the
references therein serve as examples of applications of the method. For a more
specific compilation about the topic, [40] might be a good starting point.

2.1.4 OTHER METHODS

The very swift introduction to some of the methods commonly used in CEM should
have made it clear that each scheme possesses advantages and disadvantages. Com-
bining the previously discussed methods can improve their respective strengths and
eliminate some of their weaknesses. This idea gives rise to the so-called Hybrid
Techniques.

A scheme combining FEM in time domain (FETD) with the classic FDTD could,
for example, overcome the need for staircase approximations to curved boundaries
and take advantage of all the algorithms that have been used throughout the years in
FDTD (quite useful for treating boundary conditions for instance). In Figure 2.2,
the transition between the meshes of the FDTD and FETD is shown where the
interface region is utilized to exchange information between both schemes.

_____ 1

I

Brick Brick 1

I (FETD/FDTD) FDTD 1

1

Tetra NN el \
FETD 1
Brick Brick 1

(FETD/FDTD) EDTD '

I

————— 1

. 1

. Brick Brick 1

(FETD/FDTD) FDTD 1

1

————— T

Figure 2.2: Meshing regions with a hybrid FETD-FDTD approach from [55, p. 737].
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Another possible hybrid method could be obtained by putting together FEM
and MoM. The former is known for its capability to adapt to complex geometries,
however, it requires special treatments when dealing with unbounded problems such
as the ones arising from scattering. The latter, on the other hand, is very well suited
for open region problems while it struggles handling complex geometries/materials.

The result of merging those schemes is the Finite Element - Boundary Integral
method (FE-BI) which uses a surface to delimit the computational domain. Outside
such surface, MoM is used while FEM is applied at the interior. The coupling be-
tween both computations is done at the surface via continuity conditions. Examples
of formulations of the FE-BI method are shown at [55, Chapter 11.8]. Its use for
eddy current problems using Nédélec elements can be found in [20] while approxi-
mations utilizing Whitney forms and boundary-stiffness operators can be found in
[13], both by Bossavit.

The area of mimetic discretizations is also active in CEM and mostly focused on
Mimetic Finite Differences (MFD). In [23], for example, a structure is presented for
electromagnetic problems at high and low frequencies in the time-harmonic regime
which shown to be adaptable to basically any polyhedral decomposition. The ex-
tension of MFD to 3D and its application to engineering problems can be found in
[63]. For very recent literature of MFD on triangular meshes the work by Adler
et al. found in [1, 2] is relevant, however, for general knowledge and up-to-date
information on this method [91] is certainly the place to start.

Regarding mimetic implementations of the Finite Element Method, it should be
noted that any framework in FEM utilizing Whitney Forms® should be considered
as a mimetic method. This is because this specific choice of Whitney map is an
example of a regular mimetic reconstruction operator [8].

2.2 TONTI’S DIAGRAMS

The notion of geometry playing a fundamental role in the mathematical description
of physics can, at least, be traced back to James Clerk Maxwell [25]. During the
1970s, however, Enzo Tonti, in [88], described how physical quantities of any theory
could be associated to geometrical and chrono-metrical objects. This idea gave rise
to the so-called Tonti diagrams which, essentially, classify variables and equations
from many physical theories using the notion of geometry as a cornerstone.

4 Bossavit was among the many authors who extended Whitney Forms to various supporting shapes
[19] and higher order forms [18, 77]. A summary of this evolution, up to 2020, is found in [65].
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2.2.1 SPACE AND TIME ELEMENTS

In the framework described by Tonti, orientation is key and such topic is described
in the following sections for space and time elements. The latter is described briefly
for completeness since this thesis will not analyze time-dependent problems.

2.2.1.1 SPACE ELEMENTS AND THEIR ORIENTATION

In Tonti’s notation, space elements are denoted by the boldface letters P, L, S and
V which refer to points, lines, surfaces and volumes®.

The idea of orientation is, essentially, a notion of order [89, p. 40] and a set of
elements is said to be oriented whenever a decision has been made specifying which
is the preceding element and which is the next. This concept is important because
the sign of a variable (with its previous association to a space element) is inverted
whenever the orientation is reversed. A classic example would be the mass balance
within a volume where the outward normal is usually chosen as positive.

An additional distinction should be made when referring to orientation: inner
and outer orientation. The idea of inner orientation is based on the fact that
imposing a notion of order requires only elements from the given set. For instance,
consider a set of points on a surface forming a curvilinear triangle, setting an order
for the vertices will fix its orientation [89, p. 44]. On the other hand, an outer
orientation is determined when the notion of order is established by elements outside
the given set. The outer orientation for the previous example would require crossing
the surface which cannot be imposed by the elements of the set. An example for
the different orientations is shown in Figure 2.3.

Discerning between orientations is done by its notation. A bar is placed above
space elements with inner orientation as P, L, S, V while a tilde is used for outer
orientation as P, L, S, V. For additional remarks on this topic, reading [89, pp. 39-
57] is recommended.

2.2.1.2 TIME ELEMENTS AND THEIR ORIENTATION

Time elements refer to instants and intervals and are denoted as I and T, respec-
tively, and their analysis requires a geometric representation of time. If an analogue
clock were to be used as an example, its hands would indicate instants in time while
its angle of rotation would be associated to an interval. Since such a construction
is impractical, time is set on a straight line referred to as time axis where instants
are matched to points and intervals are matched to segments.

5 Refers to a region in space not the scalar denoting the amount of 3D space enclosed by a surface.
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Figure 2.3: Inner and Outer orientations for P, L, S and V from [90].

By dividing the time axis, a cell complex in time is obtained in which the seg-

ments correspond to time intervals while its boundaries correspond to instants. Such

complex is known as primal and denoted with the time elements I and T. Intervals

T are oriented from preceding time instant to the following one while instants I are

given an inner orientation as sinks.

A dual complex is used with dual instants, I, and dual intervals, T. The former

are defined as time instants between primal intervals while the latter are the intervals

between dual instants. Both complexes are shown in Figure 2.4. For the interested

reader, further information about the relevance of such complexes can be found in

[89, Chapter 3.8].

~

dual complex I T I
< - r
> >
=== = ==
—
I T I primal complex

Figure 2.4: Primal and Dual Complex for Time Elements from [90].

2.2.2 CELL COMPLEXES

Translating any physical notion into an appropriate mathematical language requires

the use of geometry as an intermediary via coordinate systems. Such systems must
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not contain only sets of points since physical variables are not always associated
to nodes but also to lines, surfaces and volumes. Thus, the appropriate coordinate
system to utilize is the so-called cell complex which offer all the required space
elements, namely, vertices, edges, faces and volumes.

Cell complexes are a subdivision of a space region in R™ into smaller sections
named cells. The latter receive their name from algebraic topology. In numerical
analysis, for example, cells are usually known as elements while the collection of
elements is usually denoted as a mesh/grid. The simplest elements to create such
subdivisions are triangles (R?) and tetrahedra (R3), hence, cell complexes discretized
with such elements are creatively named as simplicial complezes [89]. However, any
kind of shape can be utilized.

At this point, it should be recalled that all space elements can be endowed with
two types of orientation, hence, cell complexes inherit such characteristic. Some
physical variables might be better suited for an inner orientation while for others
an outer one would be preferred. In order to accommodate for both cases, two
complexes are built, one for each orientation leading to a staggered scheme® and
shown for the 2D case in Figure 2.5. It is customary to distinguish both complexes
by the name primal and dual having inner and outer orientations, respectively.

T

A
N

.AT

A
%

S\'I‘L‘-k R S
t

Figure 2.5: Oriented Cartesian complex and its dual (thick lines) from [89, p. 77].

In the figure above, the following can be noticed: (1) Primal vertices lie in the
center of dual 2D volumes, (2) primal edges cross dual edges and (3) dual nodes
are located at the center of each primal 2D volume. Such connections between the
elements of each complex are known as a duality relation. In fact, for the presented
2D complex, the number of interior elements in P and L equal the number of
elements in S and L, respectively, where the term interior refers to elements not at
the boundary. Similarly, dim (\7) = dim (f’)

6 A typical scheme using staggered grids in electromagnetics is the one from Yee [92].
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Consider the primal space elements in R? given by P, L, S and their duals P, L,
V. The duality relation is further emphasized by inverting the dual space elements
and relating them to the primal elements as shown in Figure 2.6. In each row, the
sum of dimensions equals the dimension of the embedding space which, in this case,
is 2. Hence, primal points are related to dual surfaces, primal edges to dual edges
and primal surfaces to dual vertices.

inner outer
orientation orientation

§ elements P

Figure 2.6: Duality Relation in R? from [89, p. 85].

The dimension of the dual element associated to the primal space element is
obtained by the formula d = n — d where n is the dimension of the embedding
space and d the dimension of the space element. Due to the latter, it is obvious
that the dimension of the dual elements depend on the embedding space. Thus, in
R3, primal points (d = 0) are related to dual volumes (d = 3) such that adding up
the dimensions of both space elements, a value of n = 3 is obtained. The duality
relations for R? and R! can be found in [89, Figure 4.28 & Figure 4.29], respectively.

2.2.3 GLOBAL VARIABLES & FIELD VARIABLES

In Tonti’s view, a distinction should be made between variables. Firstly, there are
global variables which are not line/surface/volume densities of another variable. On
the other hand, there are field variables which are, indeed, a density of a global
variable [90].

Forming field variables in the traditional manner deletes any of the geometric
association to a space element. This is because computing a density requires per-
forming a limiting process and all field functions end up referring to points. In this
sense, the use of field variables leads to the classical differential formulations.
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According to Tonti, by the so-called Association Principle, global physical vari-
ables have a natural association with the space-time elements from Section 2.2.1.
Similarly, field variables can also be associated to a space element (instead of being
typically associated to nodes). This is due to the notion of inherit association by
which the field variables share the space-time elements of its parent global variable
[89, Chapter 5.13]. For instance, the electric field strength E is associated to inner
oriented lines and dual time instants just as the voltage or the mass density inherits

an association with volumes just as mass content.

2.2.4 CLASSIFICATION DIAGRAMS

Due to the duality relation, classification diagrams of physical variables contain two
columns. One of those columns has space elements with inner orientation while the
other one is exclusive to outer oriented variables and each row satisfies d = n —d as

Each diagram compiles the physical variables relevant to a specific theory and
assigns them to oriented space-time elements. In doing the latter, each diagram
suggests how each variable is related to a cell complex (or its dual). Additionally,
basic equations from each theory are included. Topological relations are written out
on vertical links while constitutive equations are contained in horizontal links.

For electromagnetism, the Tonti diagram is shown in Figure 2.7. This Mazwell
House" is contained within four pillars where each row contains the same dimensional
value (time instants correspond to zero while intervals correspond to a value of one).
The variables on the primal cell complex are linked to those on the dual complex via
constitutive equations where the material parameters are included. Finally, from
top to bottom, each of the vertical links on the left side of the diagram is related
to the vector operators grad, curl and div, respectively. For the right side, the
relation is reversed such that div, curl and grad is utilized.

Using Tonti diagrams for computational simulations is greatly beneficial since it
immediately gives an idea of where to place the degrees of freedom in a cell complex.
Additionally, depending on the variables being analyzed, relying on the diagrams
helps in realizing if both primal and dual complexes need to be constructed.

A closer look at Figure 2.7 reveals that E and H belong to primal and dual
edges, respectively. The former belongs to inner oriented complexes while the latter
has to be connected to a complex with outer orientation. In fact, looking back at
Figure 2.1, it is evident that degrees of freedom for both the electric and magnetic
field are, indeed, arranged according to what the presented Tonti Diagram describes.

7As named by Bossavit [14].
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Figure 2.7: Tonti Diagram for Electromagnetism with vector notation from [90].
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2.3 DIFFERENTIAL FORMS

Differential forms are, as absurdly or simplistic as it may sound, the objects that
are found under the integral sign [36] and, as a result, are perfect candidates to be
integrated over oriented k-dimensional manifolds.

Even though the current work will not use the language of differential forms,
it is important to delineate some of the aspects related to this area since they will
provide useful intuition into the framework to be used.

In this section, some of the concepts surrounding the so-called De Rham complex
will be discussed. The main ideas to be described are the Hodge operator and the
exterior derivative as to make the connection on how they will be discretized when
the MSEM formulation is utilized in the upcoming chapters.

2.3.1 THE DE RuaMm COMPLEX

An important notion in the calculus of differential forms is the De Rham complex
which establishes a relation between spaces of oriented differential forms of different
degrees. This complex is, essentially, a sequence of spaces and mappings [3] which,
for R3, is given by,

R — A%(Q) L5 AY(Q) -5 A2(Q) -5 A3(Q) — 0 (2.1)

with d denoting the so-called exterior derivative that allows the differentiation of
forms and is a generalization of the operators grad, curl and div from vector calcu-
lus. The notation A¥(Q) indicates the space of k-forms in Q with & = {0,1,--- ,n}
and n being the dimension of the embedding space. Additionally, the sequence is
ezxact on contractible domains meaning that the range of one space equals the kernel
of the next space.

Even though this diagram originates from the language of differential forms, an
equivalent can be created using vector operators instead of the more general exterior
derivative while the space of forms is modified to represent scalar fields associated
to points/volumes and vector fields related to curves/surfaces as shown in [79].

V x

R— Hp Y He Hs Y5 Hy — 0 (2.2)

Regardless of the notation, the sequences created by the space of differential
forms in (2.1) or the scalar/vector spaces in (2.2) do not have an inner or outer
orientation specified yet. The only requirement is that the whole sequence from
start to finish possesses the same orientation. The latter immediately suggests that
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a second sequence can be constructed with the remaining choice of orientation. In
doing so, the so-called double De Rham complex is obtained.

This complex will now be written in terms of the Hilbert space of functions (L?

De Rham complex) such that diagram is now composed as:

R — HYQ) — HwlQ) —% H(div;Q) — L2(Q) — 0

*I *I *I *
0 «— L%2(Q) <Y H@iv;Q) <+ H(cwlQ) «X HY(Q) + R
(2.3)
where the tilde is meant to denote that the lower row of the complex has a different

orientation that the upper row.

Comparing (2.3) with the Tonti diagram from Figure 2.7 makes it quite evident
that both are closely related. In fact, the complex seems to be a purely mathematical
description while the diagram focuses on the geometric description of the theory.
Consider, for instance, the following examples detailing the synergy between both
descriptions.

o The electric potential ¢, according to the Tonti diagram, is associated to nodes.
Comparing this to the De Rham complex leads to the fact that ¢ € H'(Q).

o The magnetic potential ém belonging to nodes on the dual mesh. From the
De Rham complex then ¢,, € HY(Q).

o Computing E from the electric potential requires the gradient operator. Hence,
according to the flow of the complex, the electric field belongs to H(curl; Q).
Thus, the operator grad is effectively mapping from H*(£2) to the new space.

+ Consider the constitutive law D = ¢E where no differential operators are
involved. From the diagram, both variables belong to different grids. However,
thanks to the complex, it can be quickly realized that communication between
both is achieved due to the Hodge star. Thence, a map from H(curl;2) to
H(div; Q) is obtained.

If the function spaces shown in (2.3) can be discretized and then appropriate de-
scriptions for the differential operators are found, then a scheme will truly mimic
such sequences. Since the physically reliable Tonti diagrams are quite entangled to
the De Rham complex, a proper discretization of the latter will inevitably lead to
physically sound results.

In the present work, the vector operators will be obtained by means of incidence
matrices which are quite sparse constructions containing only -1, 0 and 1. Finding
discrete descriptions for operator x allows for much freedom since they are not
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uniquely defined and many approaches are possible. The approach to be followed
will be the next topic of discussion.

2.3.2 HODGE OPERATOR

In the language of differential forms, the operator % : A¥(Q) — A(=F)(Q) which
means that it acts as a link between forms associated to different geometric objects.
In this case, such forms have different orientation.

For the current framework, the Hodge matrices will appear as a consequence of
using the basis functions and will be associated to the so-called mass matrices. In
[87], Bossavit establishes the relation between the Hodge and the mass matrices in
the context of FEM when tackling a curl-curl problem for the potential ém.

Additionally, Hiptmair, in [45], establishes how mass matrices are, indeed, linear
mappings between spaces of discrete differential forms based on a primary mesh 7y,
and a secondary mesh 75, which is exactly the behavior to be expected the Hodge
to simulate according to the Tonti diagrams.

2.3.3 DIFFERENTIAL FORMS IN ELECTROMAGNETICS

The discussion of differential forms can be traced back to many years ago. For
instance, the book by Flanders [36] in 1964 was born as an attempt to introduce
the topic to a wider audience.

In electromagnetics, however, the first appearance of exterior differential forms
can be tracked back to George A. Deschamps [31] in 1970. Nearly a decade later, the
topic arose again in a conference paper named Applications of Exterior Differential
Forms to Electromagnetics where it is discussed how differential forms are the most
natural and convenient representation of electromagnetic quantities. Shortly after,
n [30], the topic is once again reviewed and the so-called Deschamps graphs make
their first appearance which were constructions as the ones from Tonti but only
relating k-forms by means of the exterior derivative.

These publications were amongst the first that attempted to introduce the lan-
guage of differential forms in electromagnetism. Probably hoping that the prediction
of Flanders about exterior calculus became true: “Physicists are beginning to realize
its usefulness. Perhaps it will soon make its way into engineering.”

The latter, up to some extent, started to become true. The biggest breakthrough
of differential forms in electromagnetism occurred thanks to Alain Bossavit. Back
in 1988, in [11], he addressed a problem that had been hindering numerical approx-
imations in electromagnetism. It was known that magnetic fields required elements
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whose degrees of freedom were not values at mesh nodes which was the common pro-
cedure in classic Finite Element Method. His cure relied on expressing the equations
in terms of differential forms instead of the regular vector notation.

The work from Bossavit resounded orders of magnitude above any other work
on the topic at that time and, up to the present day, is still a predominant figure.
Such impact was, probably, not related to the idea of utilizing differential forms but
rather related to the fact that he offered a concrete way to apply such framework.
By introducing Whitney Forms®, differential forms stopped being entirely theoreti-
cal and became an effective tool for problem solving in engineering. Additionally, it
was soon realized that the lowest order Nédélec edge elements [68] created in pre-
vious years to deal with electromagnetic problems were, in fact, the Whitney edge
elements. The latter gave further credibility to the whole machinery and catapulted
the use of edge elements to new heights.

The complete set of ideas from Bossavit appeared years later in what today is
known as the Japanese Papers [16]. Even though this series of papers focuses on
electromagnetism, the ideas are general enough as to be applied to any other field
of science. The latter is probably the reason why it is one of his most well-known
works.

The consequences of associating Whitney forms to the discretization of differ-
ential forms ended up having a huge impact outside electromagnetism. If Whitney
forms are considered to be a natural tool to discretize the De Rham complex, then
any theory that could be fitted into such complex would be a candidate for the novel
framework. Luckily, there was not a lack of prospects since plenty of theories met
the requirement. This was particularly possible due to the work from Tonti [88]
since his classification diagrams had a very close connection to the de Rham theory
as shown in [89, p. 416] and, in this way, the geometric concepts brought by the use
of differential forms quickly migrated to several other areas of science. Testament
of the latter is the literature presented in Section 1.3.

There is plenty of up-to-date literature using differential forms as a cornerstone
but, perhaps, one of the most relevant is the one from Hiptmair [46] who was
strongly influenced by the ideas of Bossavit. Even though Whitney forms are used
throughout the whole text, the theory applies to any other basis forming part of a
De Rham sequence.

8 Funnily enough, the original purpose of Whitney forms was far from the Finite Element Theory.
The first documented connection between both was given by G. Strang at the end of [32] who
informed Dodziuk that the techniques used in his paper were very closely related to FEM.
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2.4 MAXWELL EQUATIONS

Electromagnetic analysis has been quite a fundamental part of many engineering
and scientific analyses/studies since the electromagnetic theory was completed back
in the 1870s. Its importance has been predominant through the years due to its
predictive power that extends from static to optical regimes and from subatomic to
intergalactic length scales [54].

Throughout the years, the equations have undergone a series of changes in their
notation. This topic is lightly touched upon by Bossavit [17, p. 1] for the original
formulation, the contemporary vector notation and the modern differential geomet-
ric formalism by stating that despite describing the same phenomena, ‘they are as
different as 3 sentences with the same meaning can be in three different languages’

2.4.1 DIFFERENTIAL EQUATIONS

oD

VxH = J+ v Maxwell - Ampere’s Law (2.4a)
0B

VXE = - v Faraday’s Law (2.4b)

vV-D = p Gauss’s Law (2.4c)

V-B = 0 Gauss’s Law: Magnetic (2.44d)

where the vectors used are E, electric field intensity (V/m); D, electric flux density
(¢/m?); H, magnetic field intensity (4/m); B, magnetic flux density (Wb/m?); J,
electric current density (4/m?) and p, electric charge density (C/m?).

When charge is conserved, both of Gauss’s equations are a direct consequence
of (2.4a) and (2.4b). Such result is obtained by taking the divergence of the latter
equations and switching the time and space derivatives for B and D. Thus,

9B _ 0
ot ot

oD 0

and by supplementing the above with the equation of continuity V-J + % =0 (due
to charge conservation), the second equation is rewritten as:
0 0] 0]
V.-D)=2

Therefore, if (2.4¢) and (2.4d) hold at one instant in time, they will automatically
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hold for all ¢ € R. This argument might propose the fact that the divergence
equations are, indeed, useless and can be discarded. However, any sensible numerical
approximation of the Maxwell equations must satisfy at some degree the discrete
analogues of both Gauss’s Laws [67, Chapter 1]. Failing to do so will give rise to
spurious solutions.

As an aside note, in [15], Bossavit considers computational electromagnetism
to be concerned with a different system of equations which include both (2.4a)
and (2.4b) supplemented by two constitutive laws accounting for the presence of
matter and its interaction with the fields. The reasoning for this is based on the
fact that the solenoidal condition for B stems from Faraday’s Law and enforcing it
only requires to satisfy it at the initial time. Gauss’s Law, however, is considered
as a mere definition. Hence, in his eyes, both equations are demoted to a lower tier

of importance.

2.4.2 INTEGRAL EQUATIONS

The differential formulation (2.4a)-(2.4d) hides quite well the geometric objects the
variables are acting onto. A formulation based on integral equations would, on the
other hand, give more insight about this topic since the variables would have to be
integrated on appropriate manifolds. For the general time-varying fields, Maxwell’s
equations are given by [54, Chapter 1.2]:

d
%H-dl - —//D-ds—i—//lds Maxwell - Ampére’s Law (2.52)
c de JJs s

d
% E-d = —— / B-ds Faraday’s Law (2.5b)
c dt JJs
D-ds = /// p dV Gauss’s Law (2.5¢)
s v
B-ds = 0 Gauss’s Law: Magnetic  (2.5d)
S

# J.-ds = _4 /// pdV Equation of Continuity (2.5e)
s dt JJJv

where (2.5a) & (2.5b) are integrated over an open surface S bounded by a contour
C while for (2.5¢) & (2.5¢) S denotes a closed surface delimiting a volume V' [54].

The integral formulation is valid regardless of the medium or shape of the inte-
gration manifold and might be considered as the fundamental equations governing
the behavior of EM fields [54]. Historically, such integral formulations came first
and, up to some extent, are more germane to physics [15].
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2.4.3 DIFFERENTIAL FORMS

By using differential forms, the Maxwell’s equations are written as follows [46]:

dh = 09;d+j Maxwell - Ampére’s Law (2.6a
de = —-0;b Faraday’s Law (2.6b
dd = p Gauss’s Law (2.6¢

db = 0 Gauss’s Law: Magnetic (2.6d

where e and h denote the electric and magnetic field intensities which are 1-forms.
There is a triplet of 2-forms: d, b and j with the first two being the electric and
magnetic flux density, respectively, while the last is the electric current density. The
only 3-form in the system is the electric charge density p. Finally, the operator d
denotes the exterior derivative which is the generalization of the vector operators
grad, curl and div and maps k-forms to (k+1)-forms.

2.4.4 CONSTITUTIVE RELATIONS

Maxwell’s equations must be augmented to have equal number of equations and
variables. This is done by supplementing the system with a set of constitutive laws
relating E and H to D and B, respectively. Under the framework established by
Tonti, the equations explored in this section are the horizontal links from Figure 2.7.
Constitutive relations describe the macroscopic properties of the medium [54] and
how it affects the surrounding field. Specifically, a medium can affect electromag-
netic fields through three phenomena, namely, electric polarization, magnetization
and electric conduction [55, Chapter 1.3].

2.4.4.1 ELECTRIC POLARIZATION

The first constitutive law considered reads,
D=¢gE+P

where P is the so-called polarization intensity or polarization vector P which ac-
counts for the effects of tiny dipoles on the material [55] and g¢ is the permittivity
of free space which is 8.854 x 10712 F/m in the MKS unit system. In most dielectric
materials this quantity is proportional to E such that P = ggx.E with x. being the
electric susceptibility. As a result, the electric flux density can be rewritten as:

D=¢(1+x.)E=¢cE (2.7)
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and the new variable is denoted as permittivity of the dielectric. For engineering
purposes, however, the relative permittivity is often used &, = €/eo = 1+ x.. In
vacuum, the vector P vanishes while in air it is often negligible which reduces the
constitutive relation to simply D = ¢ E.

2.4.4.2 M AGNETIZATION

The constitutive law relating H and B reads,
B = o (H+ M)

where M denotes a magnetization intensity which is defined as the sum of the
magnetic dipole moments per unit volume [55] and pg is the permeability of free
space with a value of 47 x 10°7 H/m in the MKS unit system. Similarly to the electric
polarization case, in most materials the vector M is proportional to H using the
so-called magnetic susceptibility x,,. Thus, the magnetic flux can be rewritten as:

B=po (14 xm)H=puH (2.8)

and the new variable is simply and originally called permeability of the material.
The use of the relative permeability p, = #/uy = 1 + X is common in engineering
practice. In vacuum, M vanishes while in air (and any other non-magnetic medium)

its value is negligible such that the constitutive equation reduces to B = pg H.

2.4.4.3 ELECTRIC CONDUCTION

This phenomenon happens in a medium containing free charges such that when an
electric field is applied, those charges tend to flow forming conduction currents [55].
In most materials, the current density is proportional to the electric field such that
J = 0 E where o is called conductivity.

2.4.4.4 CLASSIFICATION OF MEDIA

The parameters €, pu and o allow to characterize the electromagnetic properties of
the medium under consideration. For example, if any of the variables is a function of
space, the medium is called heterogeneous; otherwise, it is an homogeneous medium
[81]. If the parameters show time dependence, they are named non-stationary;
otherwise, they are called stationary.

More importantly, perhaps, is the classification concerning the direction of D and
B relative to E and H. When, for instance, the electric flux density is parallel to its
intensity, the medium is called isotropic; otherwise, is called anisotropic. The same
logic applies for the relation between the B and H. For anisotropy to be accounted
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7

for, some modifications have to be made to both (2.7) and (2.8) as follows:

Dy Exx Ezy Ezz Ex Bz Hzx MHzy Moz Hy
Dy | = | eyz eyy €y2 Ey |, By | = | Hyz tyy  Hyz Hy
D. Ezx Ezy Ezz E. B, Mz Hzy Hzz H.

~—— —_—— Y= S——
H

)
o
=
o
=

(2.9)
where ¢ and p are the permittivity and permeability tensors, respectively. In case
the former is purely diagonal, the medium is denoted as biazial if all three entries
are different and uniazial if any two of the three are equal.

Unsurprisingly, categories also exist based on conductivity and permeability. For
the former, if ¢ = 0, the medium is a perfect dielectric (insulator) whereas if o — oo
then the medium is catalogued as a perfect electric conductor.

If permeability is to be used as a classification criterion, diamagnetic and para-
magnetic media are two well known categories. The first one refers to media where
Xm 1S a very small negative number while for the second category 0 < x,, << 1.
In any case, both categories can be approximated by wu, = 1 since the difference
between value of ., for those classifications is rarely higher than 10-4. Additional
categories include ferromagnetics (u, >> 1, 0 >> 1) and ferrites (u, >> 1, 0 > 1).

More complex classifications can be found in literature which are associated to
equally intricate constitutive laws. Notorious examples include the so-called bi-
isotropic laws [69, Chapter 2.2.2] in which D = ¢eE4+{H and B = pH+(E (£ and
¢ measure magneto-electric effects). Classifications based on frequency also exist in
which e = e(f) or u = u(f) leading to dispersive media. Finally, perhaps one of the
most well-recognized categories is the non-linear media in which e = e(E) and/or

1= p(H).

2.4.4.5 CONSTITUTIVE RELATIONS FOR DIFFERENTIAL FORMS

In the language of differential forms, the material parameters relate the 1-forms
e, h to the 2-forms d, b, j by means of the Hodge operator x which induces the
isomorphisms A!(R™) = A"~1(R") [46]. The constitutive relations are written as:

d==x*.e b=x,h j=*,€

where the subscripts are used as to remind that either the parameter ¢, p or g has
to be included. A similar notation is followed, for instance, by Bossavit [15] who
also extrapolates the notation of subscripts to mass matrices depending on material
parameters.
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2.4.5 TiME-HARMONIC FIELDS

The four dimensional system of the Maxwell’s equations can be reduced by using
the so-called time-Harmonic Maxwell system which might be desirable whenever
the source currents vary in a sinusoidally in time [67]. Firstly, it is assumed that
the variables behave as follows:

E(t,a) =R (e ™ E(2)), D(tz)=%
H(t,z) =R (e—w H (g)), Blt,z) =R (e —iwt B (g))
It =R @) pltz)=R

where R denotes the real part of the function. The time-harmonic equations are
obtained by inserting the above relations in the system (2.4a) - (2.4d). The most
notable changes appear in the Mazwell - Ampére Law and Faraday’s Law since those
equations contain the time derivatives and, hence, are the ones shown below:

VxH+iwegE=J (2.10a)

VXE—iwpH=0 (2.10b)

where the constitutive relations have been introduced to replace D and B.

It is a usual practice to eliminate either E or H from the equations above to
work with a second order system rather than doing it with two first order equations.
Eliminating, for example, H is done by isolating the magnetic intensity from the
time-harmonic Faraday’s equation and substituting it into the remaining equation
as follows:
substituting

H= — ;4 'VxE

tw = into (2.10a)

1
V x < u‘1VxE)+iw5E_J
1w = -

which after reshuffling the terms leads to the final second-order equation for E:

Vx<ﬁ'1XE>:in+w2gE (2.11)

The choice of setting up an equation for the electric field intensity rather than
for the magnetic field intensity was, of course, arbitrary. Obtaining the system for
H is done by solving for E in (2.10a) and then substituting the result back into
(2.10b) which leads to the following equation:

Vx(e!'VxH)=Vx(

[

1J)+wpH (2.12)
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2.4.6 BOUNDARY CONDITIONS

No problem is complete without boundary conditions and the Maxwell system is no
exception to the rule. Consider, for example, the interface S between two media
with different electric and magnetic properties. The behavior of the fields is then
governed by boundary relations which can be formulated using the integral form as
a starting point [80]. At the interface, the equations to be satisfied are:

n x (E1 - Ez) = 0 (2.13a)
n x (H1 - HQ) = I, (2.13b)
n. (D1 - D2) = s (2.13¢)
n- (31 - Bg) = 0 (2.13d)

where n is the unit normal vector pointing from region 2 to 1 while J; and p, are
the surface current and surface charge density on the interface, respectively [54].

Both (2.13c) and (2.13d), even if ps and Js are negligible, will lead to non-
continuous fields if ¢ and p are discontinuous across the interface. Hence, any
numerical scheme that attempts to approximate the Maxwell system with discon-
tinuous material properties must take into account that tangential components are
continuous while normal ones are allowed to jump across boundaries [67, p. §].

Whenever the media at one side of the interface is a perfect conductor, o — oo
and, from Ohm’s Law, if J is to remain bounded then E — 0 which immediately
suggests that for such conditions, the electric field vanishes. So, if the media with
label 2 is a PEC (perfect electric conductor), then the fields with such label disappear
from the boundary relations. Even when this might not be feasible in reality, it really
simplifies engineering calculations and, for the present work, it will be the mainly
utilized boundary condition.

A more realistic situation might be one where the neither side is a PEC but one
of them allows the field to slightly penetrate. This leads to the so-called imperfectly
conducting boundary condition described as nx H—A(nxE) xn = 0 where the index
“1” denotes the region with the good conducting properties and X is the impedance
[67, Section 1.2.2].

A more complete summary of boundary conditions for several cases can be found
in [5, Table 1-3] with the relations to be followed for all the fields across the interfaces
between media. Some other conditions, such as radiation ones, are discussed in
several literature such as [54, Chapter 1.6] while an overview of conditions for open
regions can be found in [80, Chapter 5.3].
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2.5 THE CAVITY EIGENVALUE PROBLEM

In eigenvalue problems, differential equations and boundary conditions are homoge-
neous which means that there is no source or excitation at all. Upon discretization,
these type of problems lead to the so-called generalized eigenvalue equation such
that its representation in algebraic form is given by [54, Chapter 7]:

[A{¢} — AlBl{¢} = {0} (2.14)

where both A and B are matrices related to the discretization while {¢} denotes
the unknowns. The objective of the problem is to determine A such that the system
becomes singular which means finding an eigenvalue for which det | A — AB| vanishes.
The non-trivial solution associated to the eigenvalue is then called eigenvector.

In electromagnetics, eigenvalue problems are often encountered in the form of
cavity resonance and wave propagation problems in closed/open structures. The
objective of such problems is determining the resonant frequencies corresponding to
eigenvalues and its associated resonant modes related to the eigenvectors.

For closed waveguides, two approaches are usually considered: scalar and vector
formulations. For the former, a behavior u(z,y,z) = w(z,y)exp [j(wt — k.2)] is
assumed for both E and H where the z-axis is taken as aligned to the infinite axis
of the waveguide. In doing so, both E, and H, determine all the other components.
Hence the reason why this approach is known as E_-H, formulation. As a downside,
this approach has the inability to treat general anisotropic materials for which the
permittivity /permeability tensors cannot be diagonalized [54].

For vector formulations, the eigenvalue problem can be cast for either E or H.
The equations are quite similar to (2.11) and (2.12), the only difference being that
J = 0. Thus, the problem reads,

I 9 n X E =0, electric walls
Vx(u VXE):w cE (2.15a)
= - n-E =0, magnetic walls

nx H= 0, magnetic conducting surface

V x (gleH) W pH { (2.15b)

n-H =0, electric conducting surface

As any eigenvalue problem, the solution is sought for scalars w? and non-trivial
eigenfunctions E or H and, depending of the chosen formulation, the appropriate
divergence relation should be included to discard non-physical solutions.
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2.5.1 VARIATIONAL FORMULATION

Using the Galerkin method, the variational formulation for the cavity problem can be
found by multiplying either (2.15a) or (2.15b) with a test function and integrating.
As usual, the highest order term (in this case the curl-curl term) is split by standard
integration by parts formulas [61]. The eigenvalue problem for the field E reads,

/Q(fo]>~<g'1VxE> dQ—/GQ(an).(g-lvxE) dF:wQ/QEgEdQ

while for the field H the formulation reads,

/Q(VXITI)'(EJVXH)dQ_/BQ(HXITI>'(§1VXH)dF:wz/QITIngQ

After imposing boundary conditions, appropriate function spaces can be defined
for the solution. For instance, in the E formulation, considering a PEC would require
to satisfy the relation n x E = 0 at 992. Thus, the problem reduces to finding non-
trivial eigenfunctions E € Hy(curl; Q) and eigenvalues w? € R. The formulation for
this configuration would then read,

/ (V xf}) . (M'IV XE) dQ :wQ/ E:E dQ, VE € Hy(curl; Q)  (2.16)
Q = Q -

where the function space for E is chosen as to eliminate the boundary term.

The same result can be obtained by using the functional J(E) [54] given by:

1 1

J(E):§/ ,u’l(VXE)~(V><E)dQ—w2/ 5 EE-EdAQ (2.17)
Q= Q -

and perform a process known as taking variations. The latter consists in evaluating

the modified functional V.= J ( E + aE) with @ << 1 and then computing % =0.

In case the magnetic field is preferred, the positions of the tensors p and g are

switched and H replaces E in the functional. N

2.5.2 SPURIOUS SOLUTIONS

The term spurious solutions refers to numerical solutions that converge to a wrong
solution of a PDE (or system of PDEs). If not possible to recognize them and tell
them apart from the true solutions, they are quite dangerous for applications [49].

In [84], these unphysical solutions are named vector parasites while Bossavit, in
[12], refers to these solutions as a curse and even a plague. A general concensus is,
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however, that the reason these unwanted solutions arise is mainly due to violating
the divergence-free conditions of any of the fields [49].

In several publications, such as [84], it is pointed out that the root of the problem
is not failing to satisfy the solenoidal conditions at the discrete level, but, instead,
a poor discretization of the kernel and range of the operators. In simpler terms, it
means that the Lagrange finite elements fail to accommodate within a De Rham
complex. However, in [33], Lagrange vector elements were used that avoided spu-
rious solutions. These elements were part of a smoother version of the de Rham
complex (a Stokes complex) and the solution obtained on Powell-Sabin triangula-
tions with a modified variational formulation. Thus, nodal elements seem to be
usable on specific situations under severe modifications.

Careless use of nodal approximations, however, will lead to spurious solutions
also in source problems as shown in [3] where the vector Laplacian problem led to
wrong solutions on L-shape domains and annuli.

In words of Bossavit, the plague of spurious solutions must be eliminated or, at
least, frightened away. Such solutions can be sorted out by monitoring the divergence
of the fields or kept at bay by penalizing the divergence.

2.5.3 UNTREATED DISEASE

If (2.15a) or (2.15b) are not coupled with their correspondent divergence-free con-
ditions, the obtained eigenvalues can potentially be polluted by unwanted solutions.

Even when edge elements are utilized, the presence of spurious zero eigenvalues
is observed. This is, technically speaking, not a huge problem since they are easily
identifiable. In fact, the number of zero eigenvalues is known a priori to be equal to
the number of internal nodes in the mesh when the boundary is simply connected
[80, p. 127]. The appearance of these spurious zeros is due to the fact that the
formulations do not enforce the zero divergence conditions at such nodes [54] which
allows for the non-physical solutions E = grad ¥ and H = grad ® to pollute the
computations [15, Chapter 9.3.3].

2.5.4 KIKUCHI FORMULATION

Around 1987, a mixed method was proposed by Kikuchi [56] which attempted to
solve a problem of the type rot (rotu) = Au with boundary conditions u xn = 0 sub-
ject to the constraint divu = 0 for domains with continuous boundaries 9€). This
proposed mixed method was supported by the work of Brezzi [22] on the approx-
imation of saddle-point problems using Lagrangian Multipliers and resembled the
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so-called displacement method used in structural mechanics. The mixed formulation
from [56] requires finding (\,u,p) € R! x U(Q) x HL(Q):

(rot u, rot v) + (gradp, v) = )\(u,v) Yo e U(Q) (2.18a)

(u,gradq) = 0 Vg € H}(Q) (2.18b)

where U(2) = {U € Ly(Q) | rot(v) € La(2), nxv = O}, p is the Lagrange multiplier

and (-, -) indicates the standard inner product where integration is performed on .

Consider, for instance, that the material parameters in (2.16) are set to the
identity tensor and the problem is rewritten in terms of u,p,v. It can be stated
that both (2.16) and the system (2.18) solve the same problem and are, indeed,
equivalent. Such claim is proved in two steps. Firstly, it is clear that any pair (A, u)
satisfying (2.16) satisfies (2.18a) by setting p = 0. Secondly, if v = grad p in (2.18a),
then (gradp, grad p) = A(u, grad p) and using the fact that the sought solution was
forced to be orthogonal to all gradients in (2.18b) only (grad p, grad p) = 0 remains
which implies grad p = 0. Since the multiplier is sought in HE (), then p = 0 and
any eigenpair from (2.18) satisfies (2.16) and the divergence-free condition.

In the original article by Kikuchi, Nédéelec elements were utilized such that the
mixed formulation removed the large null space of the curl operator and, as a result,
all the spurious zero eigenvalues were eliminated in a domain with a continuous
boundary 0f2.

2.5.5 PENALTY METHODS

At the beginning of the 1980s, the so-called penalty methods starting to be used for
the Maxwell Equations. This is the case of [48] where an interior boundary value
problem was analyzed with a penalty parameter v used on the boundary terms.

In 1983, a penalty method was discussed for the eigenvalue problem of the sec-
ond order curl-curl problem of the electric field E [43]. If the penalty parameter is
not chosen appropriately, eigenvalues of physical and non-physical solutions may be
similar and the whole spectra becomes unreliable. Unfortunately, an appropriate
value selection for the penalty parameter is an ad hoc (problem-dependent) treat-
ment. Assuring that the solutions extracted with this type of formulations are,
indeed, physical has to be done by examining either V-D =0o0or V-B = 0.

Adding penalty terms to the variational formulations to eliminate the spurious
solutions is, in the words of Konrad [57], unacceptable since no reduction occurs

9 Had a general tensor € been considered, the fact that it is positive definite has to be used.
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in the size of the matrix eigenvalue problem. In fact, what really happens with
this type of solution is that the non-physical modes are not eliminated but rather
pushed towards higher frequencies and therefore do not show up among the first
few physically meaningful modes.

Examples for penalty methods for the eigenvalue problem (2.16) for ¢ = u =1
are shown also in [56] apart from the mixed problem shown in the previous section.
Such formulations require finding s > 0 '’ and an eigenpair (A, u) € R! x V(Q) with
u # 0:

(rot u, rot ’U) +s7t (div u, div v) = )\(uw) Vo eV(Q) (2.19)

with V(Q) = {v € U(Q) | div(v) € LQ(Q)}. Any (A\u) from (2.19) is also an
eigenpair of (2.18) but some solutions from the penalty equation might not be the
ones from the original problem [56]. The latter just supports the fact that spurious
solutions are not eliminated but rather moved around within the spectra.

A combination of a perturbation problem and a penalty method can also be
utilized which requires finding (A, u,p) € Rt x U(Q) x H(Q) with s > 0 and u # 0:

(rot u, rot v) + (gradp, U) A (u,v) Vo eU(Q) (2.20a)

(u,gradq) = s(p,q) VqGH&(Q) (2.20b)

which is the same size as the formulation shown in Section 2.5.4 but requires solving
the additional eigenvalue problem given by (gradr,gradq) = B(r, q) for all ¢ €
H} () which helps determining the penalty parameter s since the relation 0 < s <
B/xo has to be satisfied with A\¢ being an arbitrary fixed positive number.

101n [56] € denotes the penalty parameter but s is used as to not confuse it with the permittivity.






Mathematical Background

In this segment of the thesis, the mathematical background required to implement
the mimetic spectral formulation is explored. The first half of the chapter deals
with the grid construction, the De Rham Maps and the interpolation functions,
Whitney Maps, to be utilized. Additionally, mass matrices and incidence matrices
are discussed. The second half of the chapter considers topics such as domain
partitioning, weak forms and error computation.

3.1 CONSTRUCTION OF FINITE ELEMENTS

The construction of the finite elements used within this thesis is shown in [51] by
defining the triplet (K, P, N) as described by Brenner & Scott [6] following classical
definitions by Ciarlet.

Such triplet consists of the following elements:
o K: bounded closed set with non-empty interior and smooth boundary.
o P: a finite dimensional space of functions on K with dimension dp.

o N linear functionals representing the degrees of freedom. In [6], this is defined
as the set of nodal variables but such delineation is not strictly followed
as some functionals N; will not be attached to nodes. Furthermore, the set N
(with dimension R7) acts on elements of P such that the linear map

pteP (./\/1 (ph) v Nag (ph)> is bijective.

35
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To create a basis in P, the Kronecker-delta condition must be satisfied [51]:

‘A basis {01, ..., ¥q, } exists in P such that N;(V,) =d;;, 1 <4, j < dp‘

The next sections detail the mesh construction and the basis utilized in the
remainder of the thesis.

3.2 GRID CONSTRUCTION

A domain K = [-1, 1] is considered and a Gauss-Lobatto-Legendre (GLL) grid is
constructed. The mesh points are determined by finding the roots of the equation

1-¢&)——=0 3.1

(1-8) e (3.1)
where Ly represents the Legendre’s polynomial of degree N which arises as one of
the possible eigenfunctions of the singular Sturm-Liouville problem given by

d

14+a 1rgdu o _
d€(<1—5>+<1+s> +ﬂ)+x<1—§> 1+&%=0, cel-1,1 (32

dg

For a = 8 = 0, the eigenvalue becomes A = N(N + 1) and the eigenfunction
u(§) becomes the sought Legendre polynomial Lx(€) [24, p. 75]. The derivative of a
Legendre polynomial of degree N has N — 1 roots within [-1, 1] which means that
(3.1) produces N +1 solutions due to the added roots from the polynomial (1 — 52).

Direct solution of (3.2) is not the only available method to compute the Legendre
polynomials for arbitrary values of N. The use of Rodrigues’ Formula [86] allows to
compute directly a polynomial of order N by means of the equation,

1 a4y

Ln(§) = IV N1 deN [(2® —1)N]

however, other methods rely on recurrence relations such as Bonnet’s formula [24],

(2N +1)§ Ln(§) = N Ln-1(§)
N+1

LInta(§) = where  Lo(§) =1, L1(§) =& (3.3)

The last approach was used to compute the polynomials up to degree N using as
a first guess for §; the Chebyshev-Gauss-Lobatto nodes z; = cos (%) , 0<j <N,
and then (3.3) was solved using a Newton-Raphson method. The distribution of
the GLL nodes on [-1, 1]? is shown in Figure 3.1 where it is observed that the
mesh allocates more points towards the boundaries. In this case, the nodes &; were
distributed for both axis and then spread within the domain.
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-1

Figure 3.1: Node distribution for a Gauss-Lobatto-Legendre grid on Q = [-1, 1]2 with N =6

3.3 BASIS AND DEGREES OF FREEDOM

This section is devoted to define both degrees of freedom and basis functions (the
Whitney Map) for 1D and 2D cases. These two components are essential to represent

a function at every single point within a given mesh.

3.3.1 PrIMAL BAsIS

Firstly, the nodal basis functions are introduced followed by the edge functions.
Following the notation from [51], a canonical domain K = [-1, 1] with polynomial
spaces P and Q are defined such that they represent the space of polynomials of
degree N and (N — 1), respectively. This notation is kept throughout this chapter.

For any o € P and for any " € Q, the degrees of freedom for the nodal and
the edge functions are defined, respectively, by the following terms:

NP = al(&), i=0,1,..,N (3.4a)
NHBY) =[S BME) g, i=1,2,.,N (3.4b)

In the equations above, &; denotes the GLL nodes obtained in Section 3.2 and the
superscripts d in A/4(-) indicate the geometrical dimension onto which the degrees
of freedom are attached to. For instance, A°(-) indicates sampling on points while
N1(-) specifies association to line segments [51].

Once the degrees of freedom for both P and Q have been defined, the basis func-
tions are constructed such that the condition N;(¥;) = d;; described in Section 3.1
is fulfilled. For the functionals N?(-), the Lagrange polynomials h(£) are the correct
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set of functions while the functionals N} (-) require the edge functions e(€):

. _ (52 - 1) Li\l . Nx a

hi(§) = N+ DInE)E - £’ i€Z (3.5a)
1—1

eil6) = - d—f?@), izt (3.5b)

The values for the index ¢ are defined by using the set of integers Z such that
v ={meZ|0<m<pyand Z"" ={m € Z |0 <m < pu} with p = N. A
more detailed study and analysis of the edge functions is presented in [38] which
also includes the rationale behind the need for such formulation.

Both sets of basis functions are shown in Figure 3.2. The Kronecker-delta
condition for nodal basis functions is clearly satisfied by observing that at £ = &;
only one function peaks at an amplitude of unity while the rest of the set goes
to zero. For edge functions, however, the integral between consecutive GLL nodes
equals unity for only one function while the integral for the other ones vanishes.

h(€) e(§)

-1 -0.5 0 0.5 1
Figure 3.2: Primal Basis functions. Nodal (left) and edge (right) functions for N = 4. The
shaded area shows the region where |, 5501 e1(€) d¢ = 1 while for the rest the integral equals zero.

With the basis defined, then it becomes possible to represent functions belonging
to the function spaces P and Q. If, for example, the functions a” and 8" are sought
to be represented by nodal basis functions and edge functions, respectively, then:

N N
ol = ;Nf’(ah) hi(€) and BM = 2/\/}(5’1) es(€) (3.6)

In order to minimize notation, and following the one in [51], the collection of
degrees of freedom is gathered into column vectors N'%(-) while basis functions are
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grouped in row vectors W4(¢). The superscript d describes the dimension of the
geometric object the basis/functional is attached to. Thus, with this new notation,
the functions a” and " are succinctly expressed as:

a" =VHN(a") and B" = TN (B") (3.7)

3.3.2 MASS MATRICES FOR PRIMAL BASIS

Mass matrices are an important part of the methodology since they act as Hodge
matrices which means that they communicate the primal and the dual complexes.
Even if the latter concept is not familiar, it will be observed in Chapter 4 that these

matrices arise naturally from the formulation itself.

The mass matrix M is defined by considering products between nodal basis
functions while the matrix M) is constructed by utilizing edge basis functions.

M(O):/ VOOTWO(¢)dK  and M<1>:/ vHOT UG K (3.8)
K K

If the components of the basis functions belong to different polynomial spaces,
the matrices to be obtained would be rectangular. This would be the case for
integrals of the form [, U'(&)TWO(&)dK or [, ¥O(§)T ¥ () dK and, as for now,
there is not a notation for such cases''. In Chapter 4, this issue will be addressed
and further discussed when solving ordinary differential equations in which the first

derivative is present.

3.3.3 DuAL BAsIs

A thorough overview of what is shown in the forthcoming paragraphs can be found
in [51]. Defining an algebraic dual basis is quite useful to increase the sparsity
pattern of problems that would usually involve full matrices. Additionally, in more
complicated problems arising in 2D and 3D cases, it is likely that not all variables are
represented on the primal mesh but also on a dual mesh as depicted in Figure 2.5 on
page 14. The latter requires its own type of degrees of freedom and basis functions
for interpolation. Thus, a section is devoted to describe both.

Dual operators are denoted by placing a tilde above the primal notation and,
similarly to the latter, are attached to a geometric object which is calculated as
d = n — d. The parameter n indicates the dimension of the embedding space while
the parameter d satisfies 0 < d < n.

1 Tn terms of differential forms, this can be interpreted as the wedge product.
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The case n = 1 is now described. A function o” expanded in nodal basis func-
tions with degrees of freedom N°(a") and a function 3" expanded in edge basis func-
tions with degrees of freedom N'*(") are considered. For o — d =0 and d = 1
while for " — d =1 and d = 0 and the associated dual degrees of freedom become:

N a") =MON(a") and NO(B"):= MDD N (")

The basis functions are determined using the Kronecker-delta condition. By
letting R(j) and C(j) denote the matrix column and row number, respectively, the
following is obtained for A/

~ 0 =
Nl ( ) M%{( j) (Ez) - z]
The choice that resolves the problem is \Ill(&) = h;(&) (M ))C( ) which allows
to use the fact that h;(§;) = 0;; leading to the final result:
_ 1 1, ifi=j
j\[il \I/ M(O) 5; M@ _ ’
(W) =My, 855 (M) 0 il

Doing the latter for all columns in M(©) produces W' (¢). In order to obtain W0(¢)
an an identical analysis has to be done using N In doing so, the dual functions
end up being represented by (3.9) and are shown in Figure 3.3.

P =) (M) and B0 =w'(e) (MO)  (39)

é(§)

-0:4 1N N

Figure 3.3: Dual Basis functions. Dual nodal (left) and dual edge (right) functions for N = 4.

At the end of Section 3.3.1, it was shown that any o” € P could be expanded
using U0(¢) while any 8" € Q could be rewritten using ¥!(¢). Due to the inclusion
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of the dual space, a new representation using the dual basis functions in P’ and @’
is possible. The functions o/ and 4" can be written as [51]:

" = WO A @) = 0 () MO N = B (6§ o)

ph = — g™ (M(l))_l M® N (ah) =

The fact that 8" can be rewritten in two formats is relevant for problems solved
with Mized Formulations. In primal-primal methods, the solutions are sought in
P — Q while in primal-dual formulations P — Q' is utilized. For the former, the
reconstruction of 8" € Q is done with whereas the latter requires

3.3.4 MASS MATRICES FOR DUAL BASIS

In Section 3.3.2, the primal mass matrices were introduced by using the L2-inner
product between functions in the same polynomial space. For the dual mass matri-
ces, this would be the appropriate manner to define them. However, such matrices
were already utilized and disguised in (3.9). Thus, notation is now formalized as:

0 = (M) ana 50 = () .10

where it is clear that M(OM©® and MOM® lead to identity matrices. Writing the
dual mass matrices with L2-inner products leads to the following definitions:

O = [ POTEQA ad WO [ POTEOK @11
K K

There might be an inclination to favour (3.11) over the first definition since it
does not require the computation of an inverse matrix. This, however, would be
far from true since the mere definition of \TJ&(E ) requires the explicit computation of
such inverse as shown in (3.9).

For the work presented in this thesis, the dual basis will be utilized to increase
the sparsity of the algebraic systems as to alleviate the computational effort when
seeking a solution. This point will be further elaborated in future chapters when
primal-dual formulations are explored.

3.3.5 TwO-DIMENSIONAL BASIS FUNCTIONS AND MASS MATRICES

More challenging problems/applications rely on 2D geometries and, as a result, finite
element basis for such cases must be constructed as described in [51].
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For the two-dimensional case, the canonical domain is given by K = [-1, 1]?
and its mesh is constructed by GLL points &;,7; € [-1, 1]. Three sets of degrees of
freedom and three sets of basis functions have to be specified to represent functions
represented on points, lines and surfaces on the primal space. Similarly, the dual
space would require the same number of degrees of freedom/basis functions.

The degrees of freedom for functions represented on nodes are given by nodal
sampling and its basis is built as a tensor product of the 1D basis presented in
(3.5a) such that a polynomial space C'(K) := P ® P is established. Thus, for any
a" € C(K) the correspondent degrees of freedom and basis are given by:

NMininyeg (@) :=a"&,n;)  and i,jez (3.12)

O(€,n) = TO>¢) © TO(y) and dim(\po(g,n)) — (N +1)° (3.13)

where WO, n) is arranged such that W9 .,y (&,n) = ¥?(§)¥)(n). For functions
represented on lines, the spaces D¢ :== P ® Q and D,, := Q ® P are combined to
construct D(K) = D¢ x D,, such that the basis becomes

WiEn) = W @ W), dim(WHEm) =N (N +1)
(g n) = (3.14)
wh(E,n) = WO @ W0(n), dim(Wi(En) = N (N +1)

with WO(:) and W!(.) being described in Section 3.3.1. In this case, the k-th com-
T
ponent of W!(€,) = [Wi(¢,n) Wh(&,m)] s given by:

i€ ZN* and j € ZNT

Uy, (&m) = hi(€)ej(n)ee {k iV (3.15a)
1 =

i€ ZNt and j € ZV*

(3.15b)
by =(G—-1)(N+1)+j+1+NN+1)

Ur, (&m) = ei(©hj(n)e, {

where e¢ and e,, denote the unit vectors in the £ and 7 directions [51]. By following
the same numbering as for W' (£, 7), the degrees of freedom for any o € D(K) are:

nj

N, ;:/ a'(&,m) - e dn (3.16a)
Mj—1
&

N, ¢=/ a"(&n;) - ey A€ (3.16b)
Ei—1
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Finally, the space S(K) := Q ® Q. The latter requires edge functions while the
degrees of freedom are defined as integrals over surfaces. Thus, for any o/ € S(K):

i i

Né_nN“ (a") = /17 /5 a(¢n)dédn and 0,5 € ZNT (3.17)
MNj—1 i—1

V) = W@ W) and dim(PAEm) =N (318)

The primal mass matrices are defined via an L?-inner product. In this case,
however, there are three different definitions since 3 function spaces have been con-
sidered. Nevertheless, the notation can be combined in a single expression as,

= | v witemax (3.19)

For d = {0,2}, the components Mgfij) are given by the scalar multiplication of
Ul (£)Wd(¢) while for Mg}j) the dot product is required. Once M(? is defined, the
dual basis is constructed. For simplicity, its definition follows the notation from

(3.11) instead of an L2-inner product. The dual basis functions are given as:

(e, n) = wi(e,n) (M) = W) B (3.20)

where d = n — d. Hence, S(K), D(K) and C(K) are represented by d = {0,1,2},
respectively. Additionally, the same convention used in (3.10) has been applied to
the dual mass matrices by defining them as the inverse of a primal mass matrix.

Finally, all the different basis functions presented in this section can be visualized

in Figure 3.4, Figure 3.5, Figure 3.6 and Figure 3.7.

(a) Primal basis WO(¢,n) (b) Dual basis 52(57 n)

Figure 3.4: To the left, basis functions on C(K) and its dual 6(K) to the right. N = 2.
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(a) Primal Basis ‘Ilé (b) Dual Basis "Iv/é

Figure 3.5: To the left, basis functions on D¢ (K) and its dual l~)§(K) to the right. N = 2.

(a) Primal Basis \I/:] (b) Dual Basis ’\i;},

Figure 3.6: To the left, basis functions on D, (K) and its dual on 5,7(1() to the right. N = 2.

1

i

(a) Primal Basis ¥? (b) Dual Basis WO

Figure 3.7: To the left, basis U2(¢,n) and its dual o (&,7m) to the right. N = 2.
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3.4 NON-CANONICAL DOMAINS IN R! AND R2

The framework presented up to this point has been specified in the canonical domain
K = [-1, 1]. However, situations may arise in which such domain is not suitable
and the basis functions need to be modified to accommodate for the new domain.

Such inconvenience may arise from two circumstances. Firstly, the problem is
defined on an interval I # K or, secondly, a multi-element approach is sought such
that the sub-domains I} do not coincide with K. Whatever the case may be, using

:9(1—§)+9(1+§) (3.21)

TLGEE .

allows to change from £ € K to x € Iorl; and vice-versa. If only one element is
used within the domain, then a refers to the left boundary of I while b denotes its
right boundary. If a multi-element approach is utilized, then a and b are the left
and right boundary of I, respectively. Thus, the basis h(z) and e(z) become [51]:

o~ (x)

W(r)=hio® Hz) and V¥l(z)=¢;o0 3

(3.22)

where J = b*?a denotes the Jacobian. In order to perform interpolation on the new
elements, the equations above are required to reconstruct the solution. The mass
matrices, however, do not require explicit construction of the new basis since they
can be computed using information from the canonical domain as:

M© z/\lfo(;v)T \I/O(x)dQ:J/ OOTw0(€)dK, (3.23)
Q K
W~ [ YT O Ao = L [ vt v
M _/pr()\y()dg J/K\y(g)q/(g)df( (3.24)

Similarly to the one-dimensional case, in 2D it is essential to define the mathe-
matical framework on more general domains since most applications would seldom
coincide with the canonical domain K = [-1, 1] from Figure 3.1 and, as a result,
the basis functions need to be extended to arbitrary 2D domains.

A mapping function ®(&) = [®,(€) ®2(€)]T cannot be determined a priori as
was done for the 1D case. Its construction can be done, for example, by using
the Gordon-Hall transform [28]. This procedure creates an invertible map from a
reference square domain onto a closed and bounded region which is very well suited
to approximate curved boundaries. The expressions for the latter method as well
as its methodology can be found in [41] while examples of different mappings from
the canonical domain to the physical domain are shown in Figure 3.8.
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¢>1§77 %&77

(xlayl) €y (w2,92) € Qo

Figure 3.8: Mapping Functions ® : £ € K — x € Q from the canonical to the physical domain.

The transfinite mapping method, unlike isoparametric element formulations, de-
couples the mapping of the independent variables and the interpolation of the de-
pendent variables [41]. Therefore, it is possible to use ¥¢(&) only to build the
independent variable of the problem.

Regardless of the method, the mapping ®(£) allows to compute the Jacobian as:

0%, 0%y

0Py 0P,
o€ on

which is required for the transformation of functions to and from the canonical
domain. For functions f € C(K), w € D(K) and g € S(K) the transformations to
the physical domain {2 are given by [51]:

~ Joo!
~ det (Jo @)

go®!

f=Ffod! | (@o 1) | = dt(3oo T

A relevant application of the transformations above is their use in integration as

//Qfl f2dQ = // f1 fadet@)dE,  fi, f» € C(K) (3.25)

// ul updQ = // uldit J B dK, wuy,us € D(K) (3.26)

//91 g2dQ = // 91 92 [, 91,92 € S(K) (3.27)

which, among other things, allows the calculation of mass matrices for any domain.

3.5 INCIDENCE MATRICES

The sections above have dealt with the interpolation of functions. This next seg-
ment, however, focuses on the discretization of differential operators such that prob-
lems in the continuous setting can be fully converted to discrete algebraic problems.
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3.5.1 INCIDENCE MATRIX IN R!

The 1D case is certainly not a very interesting one, however, it constitutes the
base to understand the fundamentals on how the differential operators in higher
dimensions will be discretized. As a result, this case will be reviewed first.

An important analytical tool to generate such matrices with relative ease comes
from a property that connects the nodal and the edge basis functions via the deriva-
tive. The latter is further explained and proved in [38, 51]. Consider a function
a” € P which is expanded using nodal basis functions. If its derivative % is

sought, then it can be computed as:

dot  d [& al
ol [z am@] S3 [l ol e® (3.2
1=0

i=1

Thus, the nodal degrees of freedom are modified by the differential operator
such that they become suitable degrees of freedom for the edge functions. With this
property defined, the incidence matrix E'? is introduced. Its notation indicates that
the matrix requires nodal degrees of freedom (dimension d = 0) as input and the
output is a set of degrees of freedom based on lines (dimension d = 1). When this
matrix is introduced into (3.28), it will collect all the signs from the nodal degrees
of freedom and, as a result, its construction only requires the entries -1, 0 and 1.

To settle the idea, suppose a* = Z?:o al hi(€). Using (3.28) leads to:

h
dd% = [0t - ab]er(©) + [al — at]ea() + [ah — ab]este) =
101
=0 0 -1 1 0 |N(Y (3.29)
0 0 -1 1
E1.0

where W1(&) = [ e1(€) ea(§) e3(€) ] and NO(a") = [off off o of }T. The size
of EbO is given by N x (N + 1) and its sparsity keeps increasing as N increases.
For this matrix, unlike the mass matrices, the shape of the mesh is irrelevant since
only the connectivity between the degrees of freedom matters. Thus, if the degrees
of freedom are labeled in a different way, the placement of the entries will change.
For the R! problems presented in this thesis, the degrees of freedom, either N0()
or N'1(+), are always labeled from left to right as it is customary.
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3.5.2 INCIDENCE MATRICES IN R?

In this section, the differential operators V, V- and Vx are constructed. However,
similarly to the R! case, the distribution of the entries -1, 0, 1 within the incidence
matrices depends on the labeling of the degrees of freedom. Therefore, such issue
will be addressed first in a canonical element in R? by using the labeling of outer
and inner oriented variables presented in Figure 3.9.

SR S . v
Y ™
Wo,2 @ L2 O w2s P2 @ T T @ Y2
V1,2 V2,2 12 E;,
¢1 2 ¢2 2 (2> ' (2) ' (2)
Ug2— Up2f— Ug2 = Eps T pre Eid T pse Bz T
1 Wi 1 1
‘e ‘e ra — —
wWo,1 @) 1 o ,T @ Wy Po.1 @ ——7 o) ® Vs
Vg1 V2,1 E E.
1.1 2,1
¢1 1 d)?,l (2) (2) (2
Ug, 1> LTN] Uy, 1 [ Ey; T ps Eid T po.1 Ezi T
e { { e — —
Wi @ ——— 0 —————0 Wy $00 @ T — @ T @ P20
0w o P Esp
(a) Outer-oriented variables (b) Inner-oriented variables

Figure 3.9: Outer and inner oriented nodal, edge and surface degrees of freedom.

The arrangement of the nodal degrees of freedom NO(-) is

T
0
N(W)Z[wo,o wo,1 Wo2 W10 W11 W12 W20 Wa1 w2,2}

(3.30)
T
NO(@) = [900,0 ®o,1  ¥o,2 ¥1,0 P1,1 L1,2 ¥2,0 P21 @2,2}
Edge degrees of freedom N1 (-) are written as:
T
Nl(u) = [Uo,l Up,2 U1,1 U2 U2,1 U222 Vio V1,1 V12 V2,0 V2,1 ’U2,2] ( )
3.31
T
2 2 2 2 1 1 1 1 1 1
NYE) = [s8) ©63 o) 5 6] 60 6l) 6l 603 60) 6l 03]
The degrees of freedom N?(-) are arranged as:
) T
N=(p) = [¢>1,1 d12 O21 ¢>2,2}
(3.32)

T
N2(P):{Pl,1 P12 P21 p2,2}
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3.5.2.1 INCIDENCE MATRIX FOR GRADIENT

The gradient acts on scalar functions and results in vector-valued functions. Con-

sider a scalar function ¢ € K such that Vo = (g—?, g—:‘;)T. Using the expansion

v = Zi]io Z;‘v:o @i ; hi(&) hj(n) and applying (3.28) leads to the required incidence
matrix. In order to visualize it, suppose N = 2 such that the individual components
of the gradient are defined by,

2 2
T = DD (s = eag) @) es(n) = (eo = 20.0) V) + (0.2 = 0.) WO+

i=0 j=1
+ (1.1 = 1,0) U3(8) + (1,2 — 01,1) Wi(€) + (92,1 — ©2,0) V(&) + (02,2 — ©2,1) T§(€)

2 2
% = Z Z (pi,; — pi-1,5) €(€) hij(m) = (1,0 — ©0,0) T3(&) + (p1,1 — po,1) T5(&)+

0.
i=1 j=0

+ (1,2 — ©0,2) T (&) + (92,0 — ©1,0) T10(€) + (02,1 — 91,1) U1 (&) + (02,2 — ©1,2) T15(€)

From here onwards, the second component of the gradient is written out first as
to follow the numbering of W!(€) described in Section 3.3.5. By using Figure 3.9 to
allocate the degrees of freedom in the correct order, the gradient can be written as,

r-1 1 0 0 0 0 0 0 07
0 -1 1 0 0 0 0 0 O
0 0 0 -1 1 0 0 0 O
0 0 0 0O -1 1 0 0 O©
dp o0 0 0 0O 0 0 -1 1 0
on 1 0O 0 0 0O 0 0 0 -1 1 0
W—<8>—\IJ(£) — T o 1 o o | N (333
o€ 0 -1 0 0O 1 0 0 0 O
0 0 -1 0 0 1 0 0 0
0 0 0 -1 0 0 1 0 0
0 0 0 O -1 0 0 1 0
L o 0o o 0O 0 -1 0 0 1 |
]EIO

=

me 3 e
o o

—

E
gl’rad:
1,0

Subscripts n and £ denote that the former is related to 3%, upper half of Eqgrads

while the latter is associated to 8%, lower half of E;gd. Even when (3.33) leads to a
flipped gradient Vi = (¢, wg)T which should not be an issue as long as the correct

basis functions are utilized.

3.5.2.2 INCIDENCE MATRIX FOR DIVERGENCE

The divergence acts on vector-valued functions and results in a scalar one. Con-
sider a function u = (u(£) v(€))" € K such that V- u = g—z + 2—;;. The ex-



ATHEMATICAL BACKGROUND
50 3 Ma ATICAL BACKGRC

pansions for the individual components are u = Zf\;o Z;V:1 u;,; hi(€) ej(n) and
v = Zfil Z?]:o v;.5 (&) h;j(n). Once again, by implementing (3.28), the individual
derivatives are obtained. To fix ideas, the polynomial degree is set to N = 2 which
leads to the following:

ou

2 2
P ZZ (wij —ui-1;) ei(€) ej(m) = (u11 —uo,1) WF(E) + (u1,2 — uo,2) ¥5(&)+

i=1 j=1
+ (uz, — un,1) W3(€) + (uz2 — u1,2) Y5(6)
2 2
0
87; = Z Z (vij —vij-1) ei(€) ej(n) = (v1,1 —v1,0) PI(E) + (v1,2 —v1,1) P3(€)+
i=1 j=1

+ (v2,1 — v2,0) P3(€) + (v2,2 — v2,1) U5(§)

The incidence matrix for the divergence is then given by:

9 9 101 000]-1 100 00

_ ou v g2 0-1 0100[0-110 00 1

v'ufaingain*\Il(&) 0o 01 010l0 001 10|N @ (3.34)
000-101|0 00 0-11

]]52’17[ ]E?l E?]’l ]

div™

Similarly to the gradient case, subscripts 1 and & are denote that the former is

related to 6%7 right half of ]Efi’i‘ll, while the latter is associated to 8%’ left half of Ei’i‘ll.

3.5.2.3 INCIDENCE MATRIX FOR CURL

In this section, the curl applied to scalar and vector fields is examined.

T
Firstly, a scalar field w is considered such that V x w = g—‘j}, -%‘g . It is clear

the similitude with the discretization of the gradient operator, hence, the incidence

matrix for the curl applied to scalars can be immediately written as:

ELO
1,0

I,

1
ELO

curl —

(3.35)

Secondly, the curl applied to vector fields E = (E(l), E(2))T is considered such
9E® _ sEW

o€ on
the divergence case, are chosen to be expanded as E(Y) = Zi\;l Z;'V:o E(lj) ei(&) h;(n)

’L7

and () = Efio Zj\;l EEZJ) hi(€) ej(n). For N = 2, the following is obtained:

that the following operation holds V X E = . The components, unlike
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2
OE®)
s = 20 (B0 B2, ) ey = (B -5 i) + (B - B()) 30+

i=1 j=1
+ (BQ -5 w3 + (£ - B) w20

2

2
SEM)
o =200 (B B ) @estn = (B0 - B wie + (B() - BY) whe +

+ (B8 - B0) Wi + (5] - B wico

The incidence matrix for the curl applied to vectors is given by:

E@  gp® Lol
0 _,_a :\IJQ(ﬁ) 0-1 0
o on 0 0 -1

0 0 O

o O~ O

VxE= NY(E)

o = O O
= O O O
o O O~
S O = =
o = O O
= = O O
= O O O

-1

2,1
curl

Comparing the matrix above with the one obtained in (3.34) for the divergence
2,1

cur

makes it clear that both are quite similar. In fact, the matrix EZ | can be assembled

with the block matrices from the discrete divergence operator as:

B2l _ [Egl -]Ef;l } (3.36)

curl —

3.5.3 A GEOMETRIC APPROACH TOWARDS INCIDENCE MATRICES

So far all the incidence matrices were put together by using (3.28) and then the
assembly relied on the signs of the degrees of freedom. However, as specified before,
these matrices depend on the connectivity of the variables and, as a result, are
independent of the basis functions used. The latter just means that the procedure
used in the previous sections is not the only course of action.

An approach relying on the orientations of the degrees of freedom is discussed:

o Consider the gradient which links N°(:) to A'1(+). In Figure 3.9b, nodes are
given a default orientation as sinks as illustrated by the central orange node.
On the other hand, EM and E® have default orientations from west-to-east
and south-to-north, respectively.

Building E;’rgd is done by examining the orientation of each line and of those

nodes corresponding to its boundary. For example, for E((fi, the boundary
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nodes are g ¢ and ¢ 1. The sink-type orientation of the former does not agree
with the south-to-north orientation of E(()? while the sink-type orientation of
0,1 does. If the orientations match, then a value 1 is assigned, otherwise, -1

is used. Thus, this first equation would simply read:
Eff{:[-l 100000 0 0]N(

Doing the same for all the other lines on the mesh following the numbering of
N(E) retrieves E.°

erad €Xactly as shown in (3.33).

Consider the divergence which links N() to N2(+). In Figure 3.9a, surface
degrees of freedom N2 (¢) are given default orientations as sources. For N (u),
u;,; has a default orientation west-to-east while for v; ; it is south-to-north.

Building Ei’ii is done by examining the orientation of each surface and the 4
lines from its boundary. For ¢; 1, the boundary lines are ug 1, u1,1, v1,0 and
v1,1. The source-type orientation of ¢, ; agrees with the orientation of both
u1,1 and vy,; but not with ug; and vy ¢. Thus, this relation is written out as:

$a=[-1 0100 0[1 1000 o]/\/l(u)

Doing the same for all the other surfaces following the numbering of N?(¢)
retrieves B3] exactly as shown in (3.34).

The curl applied to scalar quantities links A°(-) to A1(-). In Figure 3.9a,
nodes are given a default orientation anti-clockwise while the orientation of
lines is the same as the one discussed previously for the divergence operator.

Building IEil’gl is done by examining the orientation of each line and of those
nodes corresponding to its boundary. The boundary nodes of ug 1 are wpo &
wo,1- The anti-clockwise rotation of the former agrees with the orientation of
up,1 while the orientation of the later does not. This first relation reads:

quz[-l 1000000 o}/\/"(w)

Doing the same for all the other lines on the mesh following the numbering of

. 1,0 - e on
N1 (u) retrieves E ) exactly as shown in Equation 3.35.

The curl applied to vectors links AN'(+) to N2(-). In Figure 3.9b, surfaces
are given a default orientation anti-clockwise while lines have the orientation
discussed for the gradient operator.

Building ]Egﬁlrl is done by examining the orientation of each surface and the 4
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lines from its boundary. The boundary lines of p;; are E%, Egli, E((fi and

Eﬂ The orientation of the surface agrees with Eg% and Eﬂ but not with

Egli and EéZ% Thus, the following is obtained:

pa=[1 0100011000 0|N®

Doing the same for all the other surfaces on the mesh following the numbering
of N'2(p) retrieves E>!

oo exactly as shown in (3.36).

3.6 DOMAIN PARTITIONING

Back in Section 3.4 it was mentioned that there are instances in which a single
spectral element cannot be used. For such cases, a mesh covering the computational
domain {2 is split into non-overlapping M subdomains:

M
Q=% QnQ=0 for n#l

k=1

where each 2, is discretized using a Gauss-Lobatto-Legendre mesh such as the one
shown in Figure 3.1 for the 2D case. Even though there is no overlap between
elements, such the case is not true for their boundaries 0€.

The latter will pose a problem for any degrees of freedom are located at the
boundaries since these will be shared between two or, possibly, more elements. To
settle the idea, consider a domain © = [-1, 1]? which is split into four subdomains
using a GLL-mesh with N = 1 as shown in Figure 3.10 where the indices for the
degrees of freedom have been reduced to a single index to minimize notation.

P6
Y3 @ Vg L ] Vig=—— @Yy

Uy Qg Uy 94 Ug

| |<P5 I

P2 @ vg (] Vi —— @ g

Uy Q] Uz Qg Uy

Y1 @ 1 L ] Vyg=— @Y7
Py

Figure 3.10: Domain Q = [-1, 1]?, subdomains Q) and degrees of freedom N°(p) & N1 (u)
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By following the numbering of the nodal and edge degrees of freedom shown in
(3.30) and (3.31), respectively, the degrees of freedom for €, are:

U = NS (@) =(o1 w2 w4 w5)  Ng () = (ur ug v v2)"
Qy = NOL(®) =(92 903 95 @6)", No,(u)=(uz ug vy v3)"
Qs = N, (0)=(ps o5 o7 s )", N, (w) = (usz us vy vs )"
Q= NS (©)=(v1 92 @1 w5)", NS, (u) = (ug ug vs vg)"

Assume that the equation being solved in €, is discretized such that an algebraic
system of the form Az, = F, is obtained, then the discretized system for the
entirety of {2 would be given by the following matrix structure,

Al 0 0 0 x4 El
A F
0 A 0 0 |y || E |, gy
0 0 Ag 0 X3 EB
0 0 0 Ay Ty Ey

where z ;. could correspond to any of N4(-), d = {0, 1,2}. Since all surfaces are non-
overlapping, N3 (-) N N3 (-) = 0. However, for d = {0,1}, N§ (-) N NG,(-) # 0
and some degrees of freedom in x are repeated. For a solution to be obtained, the
degrees of freedom belonging to d = {0, 1} have to somehow get glued together which
will inevitably have an impact on the shape of matrix A and the vector F. This
topic is treated in Section 3.6.1 and Section 3.6.2.

3.6.1 GATHERING MATRIX

This approach reorganizes the structure of the matrices Ay, and the vectors F ;, using
a map relating the degrees of freedom in ) to global degrees of freedom in 2. Such
map is called Gathering Matrix (GM) which has the following form:

GM (# Element, # Local Degree of Freedom) = Global Degree of Freedom

If the definition above is applied to the geometry presented in Figure 3.10, the
gathering matrices GM for N9(yp) and N (u) would read,

12 45 13 7 8
2 35 6 2 4 8 9

GM,, = GM,, = (3.38)
45 7 8 3 5 10 11
5 6 8 9 4 6 11 12



3.6 DOMAIN PARTITIONING 55

By utilizing this map, Ay and F;, are reshuffled and merged accounting for the
connectivity of the degrees of freedom in a process called assembly. Such process
results in the global matrix and vector Agym and F )y, respectively. A method to
derive such matrices is via a sequence of nested for-loops as follows,

Aem = [ Eau = [[;
for k =1 to Number of Elements
for i = 1 to dim (NG, ()
for j =1 to dim (NG (-))
Acn (GM(k,3), GM(k, ) ) = A (GM(k, 1), GM(k, ) ) + Ay (3,)

end

E o (GM(K, ) = B (GM(k,)) + E (i)

end

end

where dim (N§ (-)) is the number of degrees of freedom N(-) in each subdomain
which remains unchanged since the same degree N is used for all 2. By performing
the aforementioned steps, the system from (3.37) becomes Agy NE(-) = F gy where
all the shared degrees of freedom have been merged and a solution can now be sought.

3.6.2 CONNECTIVITY MATRIX

Contrary to the previous section which focused on reorganizing A, and F, this
approach uses the non-connected matrix A and vector F from (3.37) and enforces
continuity between the shared degrees of freedom via a connectivity matrix.

Ps L1y
oy | L JOpp
0, 0,

Ps5 Pr|P13 P15
® ® ®
L P4|P10 P12
Q; Qg

o L L X
Y1 o009 P11

Figure 3.11: Domain = [-1, 1]2 from Figure 3.10 with non-connected degrees of freedom N©(¢).
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To illustrate the idea behind this approach, consider the disjointed discretization
of the domain from Figure 3.11 where each degree of freedom in all subdomains is
accounted for even if it is shared with another element. The degrees of freedom are
arranged according to the numbering described in (3.30) such that,

T T
Ng%(@) = ( 01 P2 Y3 04) /\/83(90) =(po Y10 Y11 P12 )

N&(Sﬁ) =(ps w6 Q7 P8 )T, N&(@) = (13 P14 P15 P16 )T
4

T
NO(p) = (N8, (9) NS,(#) NB,(9) NS, (9))

dim (No(go)) = (# Elements) (N + 1)2

At this point, a connectivity matrix, N, is utilized to couple the shared degrees
of freedom by equating them. This is shown below for the geometry of Figure 3.11:

0 -1 0 01 00 00 00 00 0 0 0 0
0 0 0 -1 00 1 00 00 00 0 0 0 0
0 0 0 00 00 00 -1 0 0 1 0 0 0 0
o 0 0 0000 00 00 -100 10| N()=]o
0 0 -1 0000 01 00 00 0 0 0 0
00 0 -1 000 00 1 0 00 0 0 0 0
0 0 0 0000 -1 0 00 00 1 0 0 0
N
(3.39)

A column of zeros is added to the right-hand side such that the shared degrees
of freedom in € are forced to be equal. Thus, either N or -N could be used as
a connectivity matrix and the decision to use either could be deemed as personal
preference. Geometrically speaking, however, the correct matrix to use should obey
the orientation being utilized within the grid. In this case, the matrix N from (3.39)
follows the sign convention from Section 3.5 which considers nodes as sources.

Denoting by S the number of degrees of freedom N°(p) that must be equated,
the size of the connectivity matrix should be given by S x dim(N?(p)). For the
present example, S = 8, such that the equivalences to enforce are pg = @5, Y3 = @9,

P8 = P14, P12 = P15, P4 = P10, P7 = P13, P4 = @7 and @19 = @13 where the last
four equations belong to the central node in Figure 3.11.

Nonetheless, the size of N is 7 x dim (./\/ 0(<p)). The discrepancy arises from
the fact that only 3 out of the 4 equations from the central node can be enforced
otherwise erroneous results are obtained. In this case, p7 = 13 is omitted. As an
aside note, this issue is present in R? only for A%(p). In R3, however, this would

occur for NO(-) and N1(+).
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Once the matrix N is obtained, it can be used to solve the problem as follows:

N\ (F
(P)G) e

where A and F are those in (3.37). It can be noted that by including N, extra

A NT
N 0

equations are added to the global matrix such that the latter is no longer square.
This issue is solved by adding NT and a set of variables A\ which are called La-
grange Multipliers. Using this type of formulations gives rise to the so-called Hybrid
Formulations which will be explored in Chapter 4.

Even though the matrix N for A™'(u) is not discussed, its construction follows
the same logic as for N°(¢). The main difference, however, is that the size of N will
indeed coincide with Sxdim(N™*(u)) where dim(N*(u)) = 2N (# Elements)(N+1).

3.7 WEAK FORMS

The starting point of any Finite Element methodology begins by defining the so-
called weak form from which an algebraic system of equations can then be obtained.

There are 2 main ways to obtain the weak formulation, via a minimisation prob-
lem or by using test functions and performing integration by parts. Both of the
approaches are described below.

3.7.1 MINIMIZATION PROBLEM

To exemplify this approach, consider the following functional [10]:

1
Hash) =g [ lersagae — [ poaa— [ gear
Q Q Q

where |grad q|?> = gradq - gradq and g = g—z on 0. The next step consists on

taking small variations on the functional which means evaluating the functional at
J(qg+eq; f) with e << 1:

Vedlaren =5 [ leadGreaae - [ fareg - [ garegar

Then, the derivative of the functional is taken with respect to the small parameter
and set equal to zero so that the weak form is obtained:

dv

= 3.41
de le=0 ( )

=0 — / grad q - grad ¢ dQ) = fcde+/ gqdr
Q Q 1)
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A natural question would be what kind of equation is associated to the weak
form described above. Consider the following:

/V-(chq)dQ:/ vq-quﬂ+/qv2qd9
Q Q Q
l

/ q (Vq-n) dl“f/V@quQ:/qV?qu
00 S Q Q

g

Inserting the equations above into (3.41) leads to,
/ fGdQ +/ GVigdQ=0 — / G (f+Viq)d2=0 .. Vig=—f
Q Q Q

and the functional from above satisfies a Poisson equation with Neumann bound-
ary conditions. There are many situations, however, in which the problem has
no relation whatsoever to optimization [7]. A typical example is the convection-
diffusion-reaction problem given by,

—eV%p+b-Vé+cp=f in Q@ and $=0 on 09
for which Galerkin principles should be used as described in the next section.

3.7.2 TEST FUNCTIONS

For this approach, the strong form of the equation is required. The same problem
from the previous section is used as an example, that is, the Poisson problem with
g—g = g at 0¥). The first step consists on multiplying the strong form by a test
function and performing integration by parts on the term with the highest derivative:

/ ququ:—/ qgfdQ — G(Vg-n)dl — Vd-quQ:—/ G fdQ
Q Q oQ Q Q

By reorganizing the terms becomes, the final result is obtained,

/ch-quQ:/ (jfdQ+/ i (Vg-n) dT (3.42)
Q Q o0 N——

g

and it can be noticed that both 3.41 and 3.42 are identical. Even if the minimization
problem arising from the functional J is unknown, it is clear now that Galerkin
principles retrieve the optimality system [7].
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Even though this methodology might look simpler than working with the func-
tional J, there is some arbitrariness to it as shown in [34, p. 4-7] where the Dirichlet
problem is given 3 different formulations. The first formulation is related to the one
already shown, while the second and third are obtained by splitting the problem
into two first order systems leading to mized formulations. The key difference in
the last two resides, however, on whether or not integration by parts is used.

For the problems described in the remainder of this thesis, this last approach
will be utilized and, when possible, the associated functional will be annexed.

3.8 ERROR COMPUTATION

Numerical solutions can be compared qualitatively to the analytical results by cre-
ating, for example, contour plots. Nevertheless, a quantitative approach based on
measuring the error with a set of specified norms allows to verify the effect of mesh or
polynomial refinement such that the convergence of the method can be determined.
The required tools to measure the error are explored in the succeeding sections.

3.8.1 FUNCTION SPACES

Function spaces dictate the properties a function possesses and also determine the
norm to utilize when measuring the error of the numerical solution relative to the
exact solution (or a highly precise approximation to the real solution). As a common
practice, when considering any problem, the function space onto which the solution
belongs is specified prior to solving the problem.

A function space is accompanied by the domain on which it is acting. Thus,
the notation 2 is used to refer to the computational domain while 9 refers to
its boundary which will be assumed to be Lipschitz continuous. Firstly, the most
general function space is considered, the space of square integrable functions [10],

LQ(Q) = {’U‘ /Q|’U|2 dQ = ||’U||%2(Q) < 00}7 (343)

which makes it possible to define to the following spaces:

HY(Q) = {v e L*(Q) ‘ Vo e L2(Q)"}, (3.44a)
H(div; Q) := {v € L*(Q)" | V-v € Lz(Q)"}, (3.44D)
H(curl; Q) := {v € L*()" | Vxwv € L2(Q)d}. (3.44c)
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where, for the curl space, d = 1 in R? and d = 3 in R? [10]. Functions in H(div; )
and H (curl; ©2) admit traces of the normal and tangential component, respectively,
on Jf) which allows to define the following subspaces:

H3(Q) := {u v € HYQ), v|aq _0}, (3.45a)
Hy(div; Q) := {'u ‘ v € H(div;?), v-n=0on 89} ) (3.45b)
Hy(curl; Q) := {’U ‘ v € H(div;2), v xn=0on 89}. (3.45¢)

3.8.2 NORMS

Firstly, the L2(2) norm for scalar functions ¢(x) is defined and then used as a
starting point for vector-valued functions u(z) = [u(z) v(x)]T as follows,

2

leo ooy = [ (¢ (@) = 6"(@)) a2 (3.468)
Q

lewllZai) = Il eullZz(q) + Il €122y (3.46b)

where the L?(Q) norm form a vector-valued function in R® would simply include
the additional component. Finally, the norms for the spaces H}(2), Ho(div; Q) and
Hy(curl; Q) are given by,

Il € ||§{1(Q) =l eg H2L2(Q) +leve Hi%m (3.47a)
|| €u H%I(div;ﬂ) = | €u H%Z(Q) + 02 || €divu H2L2(Q) (3.47b)
|| €u ||%r(cur1;9) = | €u H%z(g) + 2| ecurtw ||2L2(sz) (3.47c)

where the term 2 denotes a characteristic length which could be, for example, the
diameter of ) and its purpose is to avoid adding up objects of different physical
dimensions [10]. In this thesis, 2 = 1 will be used as to follow what is popularly
utilized in most literature even if physical dimensions are still present in the problem.

Finally, it is worth mentioning that in two dimensions, the space H(curl; ) is
isomorphic to H(div; ), [10], such that the following statements

curlu = —div (uJ‘) and curlg = — (grad qS) .

1,0
cur

are true. The latter supports the fact that Efl’llrl and E_ , can be constructed using

the block matrices from the divergence and the gradient, respectively.



3.8 ERROR COMPUTATION 61

3.8.3 CONVERGENCE

Once the function space and its associated norm are specified, the influence of
either the mesh or the polynomial refinement can be determined quantitatively by
considering that the error behaves as

e =Ch*

where C' is a positive constant, h is a measure of the mesh spacing and k is the
so-called order of convergence which may be affected by a number of factors such
as boundary conditions, mesh quality or singularities.

When using multi-element approaches, the measure of A when computing the
error will be given by the average of all the lengths of the elements which will be
useful if, for any reason, non-uniform meshes are used.

For refinements of the polynomial order, plots with a linear scale for N and
a logarithmic scale for € will be used where a straight line is expected showing
exponential convergence. Showcasing mesh refinements requires logarithmic scales
for the error and the mesh spacing will be used and optimal convergence will be
achieved whenever the slope of the plot matches the value of the polynomial degree.






Introductory Application of
Mimetic Discretization

In the following sections, the concepts described throughout Chapter 3 are applied to
a series of problems to showcase how the mimetic spectral element method works and
the results it produces. In Section 4.1 & Section 4.2, problems in R! are examined
while in Section 4.3 equations in R? are considered for simple geometries.

4.1 THE Po1ssON PROBLEM IN R!

The problem discussed in this section is given by:

d2
d—gff —f@) inT (4.1)
where either Dirichlet or Neumann boundary conditions are imposed at 9I. De-

pending on the choice, either a Direct Method or a Mized Formulation will be more
suitable for solving the problem.

4.1.1 DIRECT METHOD

This approach is showcased by solving the Poisson problem supplemented with
% = g at 1. The weak formulation for the R! case is quite similar as the one shown

63
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in Section 3.7 where the gradient operators are switched to the regular derivative,

€59|81—/I¢~>'¢' ar :—/I Gfdl

!
(¢".¢'),=(.f), +B, Ve H(I) (4.2)

where the notation (-, +)q denotes a regular integral over the domain Q2 and B rep-
resents the boundary contribution. Due to the boundary conditions, the solution is
defined up to a constant. Additionally, the forcing function needs to meet the com-
patibility condition fI fdI =-(gg — gr) which can be concluded by setting ¢ = 1
in the formulation above.

For simplicity, the contribution B is dropped. Both ¢ and q~5 are expanded using
the basis UY(x) and, by property (3.28), their derivatives can be written using the
basis U!(x) and the incidence matrix EX0 from (3.29) leading to the following:

dg do LN Tl A0 (TR (o L0 AFO7 chY 47
(d:z:’dx)I — /I\II(:U)IE NO (") Ot (z) EMO NO (") dI =

— N\ (éh)T (El,O)T ELOAS (¢h)

/ Ul(z)T Ol (z)dI

I

M)

— N0 (q;h)T (EI,O)T M® BLOA (¢h)

("5, — /I\yo(x)/\/o (¢") fdI = N° (&h)T/j WO(2)T fdrI

The degrees of freedom N° ((ﬁh) are eliminated by realizing that the system
should hold for all ¢ which leads to the algebraic system to solve:

(BT MV EYON (") =F  with Fiz/\p?(z)fdf (4.3)
I

which allows to solve for N (¢"). At this point, however, the solution is still defined
up to a constant and, hence, not unique. This can be solved easily by imposing an
extra condition such as || I ¢"dI = 0 or by imposing a pseudo Dirichlet condition
d(x0) = a with g € I. Along this thesis, the latter approach will be used since it
will be slightly easier to compare the numerical solutions to the analytical ones.

If a multi-element approach were to be used such that K elements span the
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domain I, then the system would be written as:

A, 0 0 0 Ni, (") F,
0 AIz 0 0 NIQ (¢h) Elg
O 0 . 0 : I
0 0 0 Ap Ny (6") Frp.

where Aj, = (El’O)T Mi) E'0 and Fj, = flk \Il?k (x)T fdI;. The subindices Iy
indicate that they must be computed according to the new domain following what
was explained in Section 3.4. Additionally, the system would have to be glued by
either using a Gathering Matriz or a Connectivity Matriz as depicted in Section 3.6.

Regardless of the choice, once the degrees of freedom are known, the continuous
solution is reconstructed by ¢" = ¥9(z) N (¢") and, if for some reason its derivative

is required, then it can be computed as % = Ul (z)ELON (o").

4.1.2 MIXED FORMULATION

This formulation can easily incorporate Dirichlet conditions since they appear natu-
rally through the process of obtaining the weak form. The process starts by splitting
the original strong form equation into a system of coupled first order equations as:

do du
u=— & — =-

dz dx /

After multiplying each equation in the system with an appropriate test function
and integrating by parts the term containing % on the first equation, the formula-

tion becomes,

(pw); =, ¢"); = (pu); = (p, gy — @,0); VpeHs(I) (4.4a)
(¢, u"); = (g,-f); Vqe L*(I) (4.4b)

where the boundary term will be replaced by B. The weak form for the case ¢ |gq = 0
can be also obtained by using the functional,

1 d
J(v,q;f)zi/IUQdI—F/Ifqu—/Iqid[,

and taking variations with respect to both v and ¢ to obtain Vi = J(v + €17, ¢; f)

and Vo = J(v,q + €2q; f). The last step would correspond to compute % =0 and
dve _

P 0 which will retrieve the optimality system as discussed in Section 3.7.
2
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At this point, it is clear that this approach is based on two main unknowns.
Mixed formulations might be preferred in cases in which the dual variable is of
as much interest as the primary variable. Consider, for example, the stress in
elasticity or a flux in thermo-diffusion problems [4] where the heat flux is often
more important than the temperature [10]. If a direct approach were to be utilized,
the secondary variable would have to be computed by subsequent differentiation
leading to a possible loss of accuracy.

4.1.2.1 PRIMAL - PRIMAL FORMULATION

The primal-primal algebraic system is obtained by expanding v and p with nodal
basis functions while for ¢ and ¢ edge basis functions are used. The remaining terms
from the weak formulation (4.4b) become:

(poulg — N°(") [ / \I/O(x)T\IIO(x)dI] N (") =

= N* (ph)IT M@ N (¢")

oo = AN @] [ W T e ar] a0 ) -
=N (") (E) MON (")

(@u)g — NO(¢")" UI \Ill(x)Tllfl(x)dI] ELO NP (ph) =

— N\ (qh)T M |10 A0 (uh)

@-Ng - -N°@)* / W0(x)T fdI

A system for the unknowns can be assembled as:

M© (El,())T M® NO@wy \ (0
M@ 1,0 0 ] < Nl(d)h) > - < F > (46)

with F; = - fI Ul(z) fdI. If K elements span the mesh, consider the system:

A BT N(wh)y \ [ B
B 0 N )\ E
where 4 = diag (M?’), o M;?), B = diag (Mg” ELO, ... MY ELO) while the

T

last term is BT = diag ((Bl) S, (BK)T). If the system is glued using a Gath-
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ering Matriz, the process follows the algorithm shown in Section 3.6.1. However,
if a Connectivity Matriz is utilized, then the so-called Lagrange Multipliers, X\, are
incorporated into the system as,

BT NT NO(uh)
N | =
A

o4&

and the opportunity to use the so-called static condensation arises such that the
system decouples. The technicalities of this procedure are shown in Appendix A.

4.1.2.2 PRIMAL - DUAL FORMULATION

The primal-dual formulation can be deduced from the primal-primal system from
(4.6) by following 3 main steps:

o Firstly, the forcing function f(x) is interpolated using edge functions such that
f(z) = UH(x) N1(f") where the degrees of freedom are calculated according
to (3.4b). Hence, the term F becomes: - MMN (7).

« Next, the second row is multiplied by M(®) = (M(l))_l.

« Finally, following the theory from Section 3.3.3, the dual degrees of freedom
NO(ph) = MM N (p") are used instead of N (o").

This 3-step process exploits the fact that MO M® =1 leading to the system,

MO (EL)T | [ AN ) B
ELO 0 ] < '/\70(¢h) ) - ( _Nl(fh) ) (4.7)

which is much sparser than the one shown in (4.6). Additionally, the use of dual

polynomials can also be thought as a type of inverse type mixed preconditioning [51]
which alleviates the increment of the condition number of the left-hand side matrix
caused by increasing the polynomial degree N.

Once the system is solved, the functions are reconstructed as u" = W0 (x) N°(u")
and ¢" = \T/O(x) N O(gh). If, as stated before, the secondary variable u is of more
importance than the primary variable, then the inverse mass matrices required for
the basis will not have to be computed, otherwise, they are mandatory.

As a final note, the multi-element approach follows the same logic as shown
for the Primal-Primal formulation. The Gathering Matriz and Connectivity Matrix
used for element gluing are the same as before. Special care must be taken when
reconstructing ¢” when the mesh has non-uniform elements since the basis ¢ (x)
will vary from element to element.
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4.1.3 DIRICHLET PROBLEM

This approach is tested with a forcing function f(z) = 72

sin(mx) on I = [-2, 1] such
that ¢** = sin(mz) and the convergence of the method is investigated. By using a
mixed formulation with 2 spectral elements and a polynomial degree N = 6 in each

of them, the solution for ¢(z), Figure 4.1, and u(z), Figure 4.2, are obtained.

Figure 4.1: Primary Variable ¢°* () and its approximation ¢ = ¥l (z) N''(¢") for the
Homogeneous Dirichlet Poisson problem. Obtained using N = 6 and K = 2.

The functions ¢", u" and % are interpolated with their correspondent basis.
To keep a clean layout, the numerical solutions are plotted by a collection of points
instead of lines to avoid an overlap with the exact solutions.

[® 10

@) = @) NO(s") (b) = W (@) ELONO ()
Figure 4.2: Secondary variable u(x) from the Poisson problem using ¢|gr =0, N =6 and K = 2.

A variety of multi-element approaches can be utilized and, when implemented,
they lead to the same values for the degrees of freedom. The sparsity patterns for
the primal-primal formulations are shown in Figure 4.3 where the I blocks for the
connectivity matrix approach are the blocks for a one element formulation as shown
n (4.6). For primal-dual formulations, the patterns are shown in Figure 4.4.
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Matrix size: 33 x33. Non-zero Entries: 257
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(b) Connectivity Matrix N

Figure 4.3: Sparsity patterns for Primal-Primal Formulation. N =4 and K = 4.
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(b) Connectivity Matrix N

Figure 4.4: Sparsity patterns for Primal-Dual Formulation. N =4 and K = 4.

Since ¢ € L*(I) and u € H*(I), the norms to use are ||eg||z2¢7) and ||y ||z (),
respectively. The convergence trends for both are shown in Figure 4.5 and Figure 4.6.

H%HLz(I) HQ‘?HU(I)

10°

Error

10710

N

(b) h-convergence

(a) p-convergence

Figure 4.5: Convergence trends for ¢” in the Homogeneous Dirichlet Poisson Problem.
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HGuHHl(I) HGLLHHI(I)

10°

Error
Error

10'10

h

(a) p-convergence (b) h-convergence

Figure 4.6: Convergence trends for u” in the Homogeneous Dirichlet Poisson Problem.

In the error trends above, for p-convergence, a logarithmic scale for the error is
utilized and the variation of N depicts exponential convergence. For mesh refine-
ment, however, log-log plots are implemented where h = % (uniform mesh). In this
case, the slopes of the lines coincide with the degree N utilized.

4.1.4 NEUMANN PROBLEM

This approach is tested with a forcing function f(z) = 72 cos(rx) on I = [-1, 2] such
that ¢°® = cos(mx) and the convergence of the method is investigated. By using a
direct method and 2 spectral elements with a polynomial degree N = 6 in each of
them, the results of Figure 4.7 are obtained.

-1 -0.5 0 0.5 1 1.5 2 -1 -0.5 0 0.5 1 1.5 2
@) ¢ =v(a) NO(¢") (b) 4% — wl (@) ENONO(H")

Figure 4.7: Solution to the Poisson problem using ¢’|s; =0, N =6 & K = 2.

Even though the approximations are shown as dots, they were interpolated and
only some points were used to shape the numerical solution. Had a continuous ap-
proximation been plotted, it would have overlapped completely the exact solutions.
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The multi-element approach using the Gathering Matriz or the Connectivity
Matriz procedure leads to the exact same results. The only difference, however, is
the size of the system to solve. In Figure 4.8, this is observed for a discretization
using a polynomial degree N = 6 and K = 5 spectral elements.

Matrix size: 30 x30. Non-zero Entries: 228 0 Matrix size: 38 x38. Non-zero Entries: 248
(EEX XXX .

25

30

0 5 10 15 20 25 30 1] 10 20 30

(a) Gathering Matrix (b) Connectivity Matrix N

Figure 4.8: Sparsity patterns after imposing ¢(a) = cos(am)

In reality, the size of the system should be increased by one. Since there is not

a unique solution, an extra condition has to be enforced (for instance [, ¢dI = 0).
In this case, ¢(a) = cos(amw) was opted for and the first row in (4.3) was replaced
y N2 (1) = cos(ar). Before solving, the known values are sent to the right-hand
side and the first row is excluded from the computations to obtain a square system.

Since ¢ € H'(I), the correct norm for the error is ||e||g1(r). In Figure 4.9a,
p-convergence is shown where a logarithmic scale is used to depict exponential con-
vergence for varying N. In Figure 4.9b, refinement of the element size is shown
where h = % and the slopes of the lines coincide with the degree N utilized.

[legl a1 (r) lleal 2y

10710

(a) p-convergence (b) h-convergence

Figure 4.9: Convergence trends for the Homogeneous Neumann Poisson problem in I = [-1, 2].



72 4 INTRODUCTORY APPLICATION OF MIMETIC DISCRETIZATION

4.2 FuLL SECOND ORDER ODE

The next subsections showcase the discretization of differential equations of the type

2
%Jr %+ﬂ¢— —f(z) and I=1[1,1]

where v and 3 are constants. The process starts by multiplying the equation by a
test function ¢ and then integrating the second order derivative as follows:

<¢;a ¢I>3] - (éla d)/)] +o ((57 (bl)] +B (q;a (b)l = _<(57 f)[

where (-, -),; indicates a boundary term. If in the next step, we were to expand both
& and ¢ with nodal basis functions, then the term ((2), o ) ; would pose a problem
since the test function is a polynomial of degree N while ¢’ is a polynomial of degree
N — 1 and the resulting mass matrix would be rectangular of size N +1 x N.

Rewriting the problem in terms of the known mass matrices, a variable Q = ¢’
expanded using W9(z) is introduced. In doing so, the spaces of all inner products
are compatible to the current notation. The following is obtained:

<Q’;a ¢,>6I - (d;/a ¢,)I + (q’;v Q)I + 6 (Qg, ¢)I = 7(95’ f)[
1
B— (El’O)T M(1) El’ONO(d)h) + aM(O)NO(Qh) + BM(O)NO(Qbh) —_—

To find the discrete relation between Q and ¢, both are expanded with their
correspondent basis functions. To fix ideas, assume N = 3:

N (Q) ho(&) + N (Q1) ha(€) + N° (@F) ha(€) + N° (QF) ha(€) + N° (QF) ha(&) =
— [N (9h) = N () [ex(©)+ [W° (65) — N (61) Jeate) + [ (6h) = A (¢8) |eate)
To find a relation between N°(Q") and N°(¢"), the equation above is evaluated

at the Gauss-Lobatto-Legendre nodes. Since the nodal basis functions satisfy the
Kronecker-delta condition, the following relation is obtained:

NO(Q) = (¢} — ol ex1(&0) + (¢5 — o) e2(&0) + (05 — dh) es(&o)
NO(QF) = (¢} — ¢f) ex(&1) + (05 — 1) ea(&r) + (¢ — ¢h) es(&r)
N (QF) = (¢} — ¢f) ex(&) + (¢5 — @) ea(a) + (¢ — 68 es(&2)
NO(QF) = (& — ) e1(83) + (05 — @) ea(és) + (¢ — %) es(s)



4.2 FuLL SECOND ORDER ODE 73

In matrix notation, a more succinct relation is obtained:

e1(é0) e2(f0) es(éo) wl(&o)
0/~hy _ | e1(&1) ea(lr) es(ér) 1,0 Af0 4y _ | (&) 1,0 A0/ 1R
M@ =1 ) e e | BN @)= gig) | ETV@)
e1(€3) ea(€3) es(&s) wl(gs)
—_——
CO,I

(4.8)
where in lack of a better notation C%! is used as the matrix changes/maps the
degrees of freedom of geometric dimension one (lines) to degrees of freedom of geo-
metric dimension zero (nodes). As a result, the algebraic system to solve is:

[(E10)" MO B — aMOCHE' - 5MO] A%¢) =E-B  (4.9)

where it is clear that o = 8 = 0 supplemented with ¢'|s; = 0 retrieves the formula-
tion from the Direct Method shown previously in (4.3).

4.2.1 MANUFACTURED SOLUTION

The following sample equation is tested:

d’¢  d¢ _
St té=—1 z€[03 (4.10)

where f(x) is computed such that ¢°*(z) = —cos(wz). Additionally, ¢'|s; = 0 is
imposed. By using 3 spectral elements and N = 6, Figure 4.10 is obtained:

é(x)

0 0.5 1 1.5 2 2.5 3 0 0.5 1 1.5 2 2.5 3
x x
@ 6" = WO(a) NO(p") (b) 92" — wl(a)ELONO(p")

Figure 4.10: Solution to ¢"" + ¢’ + ¢ = -f using ¢'|s; =0, N =6 & K = 2.

The derivative was computed using N°(¢") but it can also be computed using
NO(Q"™) which will lead to the same result. If the latter is used, then even the
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term ¢ could be computed as ¥!(x)ELONO(Q"). This approach was not followed
because, even if the second derivative is required, it can be obtained directly from

h
the differential equation since ¢", % and f are known.

The sparsity patterns for this formulation for either a Gathering Matriz or a
Connectivity Matriz approach is the same as the one from the Dirichlet problem
shown in Section 4.1 and, hence, not shown here. The error norm for ¢ is taken to
be ||eg|| g1 (1) such that the trends from Figure 4.11 are obtained.

Hed)HHl(l) HethHl(I)

Error
Error

10-10

(a) p-convergence (b) h-convergence

Figure 4.11: Convergence trends for ¢”.

4.2.2 HARTMANN FrLow

This section analyzes a typical flow studied in Magnetohydrodynamics (MHD).
Hartmann flows are the MHD analogous of Poiseuille flows and consist of an in-
compressible fluid traveling in the presence of a transverse magnetic field B.

Hartmann flows are often utilized to validate MHD solvers and, as a result, are
covered in plenty of literature. For the interested reader, an excellent introduction
to the topic is given by Shercliff [83] who focuses mainly on physical understanding
of the MHD phenomena rather than utilizing complex mathematical refinement.

The derivation from the 3D-MHD problem to the system examined in this section
can be found in [52, p. 132-133]. The latter showcases a coupled system of differential
equations for the velocity u and the first component of the magnetic field B plus
their boundary conditions as shown below:

d*u db

ai Py TR L w =0 ww =0
! 0= .

Ehop e b(-1) =0, b(1)=0

dy? dy
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where Rm is the Magnetic Reynolds Number, Re is the Reynolds Number, G is a

given constant, S is a coupling parameter equal to RI:aRzm and Ha is the Hartmann

Number equal to B L(o/n)*/? with B being a reference magnetic field intensity, L
being a characteristic length scale while o and 7 are the electrical conductivity and
dynamic viscosity, respectively.

The discretization of the system follows the same logic as the one presented for
the manufactured solution. The terms % are replaced by the product M(®) C%1 E0
while the other terms follow the conventional procedure. Since the system is coupled,
the discrete system will have a mized formulation type structure. The degrees of
freedom for the system are set as N° = [N9(u") N°(b")]T and, as done throughout
the thesis, labeled from left to right. In doing so, the following system is obtained,

Ny \ [ F
( ) ) i} ( 0 ) -

where the boundary term has disappeared since the test functions are chosen to

(El’O)T MO ELY  _gReM®© 01 ELO
“Rm M®© 01 1.0 (]El,O)T M 1.0

be zero at the boundary. The boundary conditions are applied by deleting the
correspondent rows and columns from the system. Once the latter is done, the
numerical approximations can be compared to the analytical solutions [52, p. 133],

B GRe cosh (Hay) G (sinh (Hay)
uly) = Ha tanh (Ha) (1 ~ cosh (Ha) ) and - by) = S ( sinh (Ha) y) '

In Figure 4.12; the approximation for the horizontal velocity and the magnetic
field is found to match very well the exact solutions. The system was solved us-
ing a Gathering Matriz and the sparsity pattern after incorporating the boundary
information can be observed in Figure 4.13 for the left-hand side matrix.

0.8

0.75 0.4

205

0.25 -0.4

-0.8

-1 -0.5 0 0.5 1 -1 -0.5 0 0.5 1
y Y
(a) ul = O (x) NO(uh) (b) b" = WO (x) NO(b")

Figure 4.12: Solution to the Hartmann Flow system. N =6 and K = 3.
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0 Matrix size: 34x34. Non-zero Entries: 470

25

30

35
0 5 10 15 20 25 30 35

Figure 4.13: Sparsity pattern with N = 6 & K = 2 after imposing u|s; = 0 & b|gr = 0.

The convergence trends for u(y) and b(y) are shown in Figure 4.14 and Fig-
ure 4.15, respectively. For the h-convergence, the slopes are basically equal to the
polynomial degree N which matches the observed trends of the previous cases.

[l€u] |z (r) (€] |z (r)
10°
10°
107
L 10° L 102
2 I
= =
w w 10'3
1010 10
10% 398 W N=4
10° L
2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 101 100
h
(a) p-convergence (b) h-convergence
Figure 4.14: Convergence trends for u”.
HfbHHl(I) HfbHHl(I)
10°
10°
101
5 .
= 10 = 102
S I
= =
w i 103
10 10
10 -
10% 398 W N=4
10 1
2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 10" 100
N h
(a) p-convergence (b) h-convergence

Figure 4.15: Convergence trends for b”.
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4.3 THE POISSON PROBLEM IN R?

The problem considered in this section is:
Vip=—f inQ
where the explored domains will be rectangles Q = [a, b] X [¢, d] and (a, b, ¢,d) € Z.

4.3.1 DIRECT METHOD

The direct method for the R? problem follows the same procedure as the one for the
one-dimensional problem. Once again, the weak form can be obtained performing
variations on the functional shown in Section 3.7 or by Galerkin principles.

If the information at boundary is given by %bg = g(x) and the functions ¢
and ¢ are expanded using the nodal basis U9(x), then the formulation becomes,

(Vo, Vo), = (0 g+ (P, 9)pg. Vo €H(Q)
+
(ELO)T M® EI‘ON(](¢h) —F+B (4.13)

with F; = [, U}(x) f(x) dQ and B represents the contribution from the boundary
99Q. Even though the notation is the same, the matrix EY is the one from (3.33)
instead of the matrix used for the previous R! cases.

4.3.2 MIXED FORMULATION

Deriving the weak form, follows the same logic as for the one-dimensional case.
The main difference relies on the test functions to use and their respective function
spaces. A combination of both scalar and vector-valued functions are utilized.

Such as before, the weak form for this problem can be obtained by taking vari-
ations of a given functional. For the case with homogeneous Dirichlet conditions,
the functional J (v, ¢; f) below leads to the weak form:

1
swaih) =5 [ wae- [ jeaas [ v-vea

where variations with respect to v and g need to be computed. If Galerkin principles
are favored, the process starts by splitting the system into two first order equations
and multiplying by test functions. Then, integration by parts on the term containing
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V¢ is performed which easily allows to introduce Dirichlet boundary conditions:

(p7 u)Q = (p7v¢)Q — (p7 u)Q = <p ‘n, ¢>8Q - (V D, (b)Qv vp S HO(dIV;Q)
(@, V- u)g=(g,-fa Vg e L*(Q)

The functions u and p are expanded with the basis U!(x) while ¢ and ¢ are ex-
panded with ¥2(z). In doing so, the primal-primal formulation system is obtained:

M (E2,1)T M® Nwhy ) (B

where F; = - [, U2(z) f(z) dQ and the boundary term is squeezed into B. For the
primal-dual formulation, the same logic as for the R' case is followed:

- Interpolate the forcing function as f(z) = ¥2(x) N2(f") where N2(f) is
calculated according to (3.17) such that F becomes - MG N2 (fh).

« The second row is multiplied by M(® = (M@))_l.

« Use the dual degrees of freedom N?(¢h) = M@N2(¢") instead of N2(¢").

The primal-dual formulation in R? reads:
M@ (]E“)T N (uh) B B
E2’1 0 NQ((bh) - -N2(fh) (4'15)

4.3.3 DIRICHLET PROBLEM: SQUARE DOMAIN

In this section, a Mixed Formulation for the Dirichlet problem of the Poisson equa-
tion is set up for the variables ¢ and u = [u, v]T. The manufactured solutions
¢ (x) = sin(mx) sin(wy), u® = 7cos(nx)sin(my) and ve* = 7sin(nz) cos(my) are
used which fixes the forcing term as f(z) = -272 sin(7x) sin(7y).

The rectangular domain = [-1, 1] x [0, 2] is used and, due to the nature of the
manufactured solution, ¢|o = 0 is imposed. In this formulation the primary variable
is sought in ¢ € L?(Q) and, for this problem, the secondary variable is sought in
u € Hy(div, Q) which defines the error norms to compute.

The domain is covered by a mesh of K = 4 elements with K, = 2 elements
in the z-direction and K, = 2 elements in the y-direction. A polynomial degree
N =6 is utilized. The subdomains €2; used for this problem are reminiscent to the
mesh shown in Figure 3.10 or Figure 3.11. The approximations for the primary and
secondary variables are found in Figure 4.16 and Figure 4.17, respectively.
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é(z)

x107*

(a) o™ = W2 (z)N2(o") (b) Comparison between ¢" and ¢¢*

Figure 4.16: Primary variable ¢. Obtained using N = 6, K, = 2, Ky =2.

u(z)

(a) u" = UL (z)N (uh) (b) v" = ¥} (@)N' (v")

Figure 4.17: Secondary variable u” = ¥!(z)N! (u”). Obtained using N = 6, K, = 2, K = 2.

0 Matrix size: 208 x208. Non-zero Entries: 8256

0 Matrix size: 240 x240. Non-zero Entries: 8384

~

50 50

. ¥

100 i

100 .
150 E
4

""" bl hl

0 50 100 150 200 0 50 100 150 200

(a) Gathering Matrix (b) Connectivity Matrix N

Figure 4.18: Sparsity patterns for Primal-Primal Formulation. N =4, K; =2, Ky = 2.



80 4 INTRODUCTORY APPLICATION OF MIMETIC DISCRETIZATION

0 Matrix size: 208 x208. Non-zero Entries: 3648 0 Matrix size: 240x240. Non-zero Entries: 3776

~

so AN
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(a) Gathering Matrix (b) Connectivity Matrix N

Figure 4.19: Sparsity patterns for Primal-Dual Formulation. N =4, K, =2, K, = 2.
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Figure 4.20: Convergence trends for the primary variable ¢ .
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Figure 4.21: Convergence trends for the secondary variable u/.
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The different sparsity patterns from Figure 4.18 and Figure 4.19 shows that the
smallest system arises from a primal-dual formulation using a Gathering Matrix.
This approach is especially useful if the interest resides on the secondary variable
since its interpolation does not require to compute any inverse mass matrices.

Finally, the error for both the primary and the secondary variable follow the
optimal convergence of order N as shown in Figure 4.20 and Figure 4.21.

4.3.4 NEUMANN PROBLEM: SQUARE DOMAIN

In this section, the Neumann problem for the Poisson equation is solved using a
Direct Method. A manufactured solution is set as ¢°*(x) = cos(wx) cos(mwy) such
that V¢ = [-msin(mz) cos(my), -7 cos(mz) sin(my) ]*. The forcing function that
matches the manufactured solution is f(x) = -272 cos(mx) cos(ry).

The problem is analyzed on the rectangular domain Q = [0, 2] x [-1, 1] and,
due to the choice of the solution ¢**(x), the term %m = 0 is imposed. Since the
solution is sought in the space ¢ € H'(Q), the term V¢ is required for the norm
|leg|| 71 (@) and it is also computed.

The domain is covered by a mesh of K = 4 elements with K, = 2 elements in
the 2-direction and K = 2 elements in the y-direction. Additionally, a polynomial
degree N = 6 is utilized. The problem is solved using a Gathering Matriz and a
Connectivity Matriz which yield the same results. Examples of the sparsity of the
systems for the different approaches are shown in Figure 4.24.

Finally, the convergence trends, Figure 4.25, follow the behavior from previous
cases where optimal convergence is achieved under the appropriate error norm.

o(z)

(a) " = VO (2)NO(s") (b) Comparison between ¢" and ¢°®

Figure 4.22: Solution to V2¢ = - f using g—ﬁbﬂ = 0. Obtained using N =6, K; =2, K, = 2.
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dy(x)

Figure 4.23: V" = U!(2)ELONC(¢"). To the left, ¢7(z) and ¢7(z) to the right.
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Figure 4.24: Sparsity patterns after imposing ¢(a, c) = cos(aw)cos(crr). N =4, K; =2, Ky = 2.
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Figure 4.25: Convergence trends Poisson problem using g%‘aﬂ =0in Q =10, 2] x [-1, 1].



Scalar Eigenvalue Problems

Throughout this chapter, the Mimetic Spectral Element Method will be applied
to eigenvalue problems related to the Laplacian operator. In Section 5.1, a short
introduction is given about the so-called Generalized FEigenvalue Problems while
Section 5.2 deals with problems on a < x < b. In Section 5.3, eigenvalue problems
in R? are explored in square, L-shape and cracked domains.

5.1 GENERALIZED EIGENVALUE PROBLEMS

The problems examined in this chapter are known as Generalized Eigenvalue Prob-
lems and have the form Az = ABz. In the latter equation, A and B are both n x n
matrices and the pair (A,B) is usually named pencil [37]. Then, the objective of
the problem becomes to define the eigenpairs (A, z) to the pencil (A, B).

The more generally known standard eigenvalue problem is retrieved when B =T
such that the problem reduces to Az = Az. On the other hand, if A = I, then
the standard problem 5\@ = Bz is obtained where A= % If B were to be different
from the identity matrix, the standard problem can be obtained by multiplying both
sides of the equation by B™L, if it exists, such that,

Az=ABz — BlAz=)\z % Cz=M\z

and, if the inversion is not possible, a bit of a dirty numeric hack can be implemented
by replacing B with By = B + <l as to strengthen the main diagonal and make it

83
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full rank with, maybe, ¢ ~ 10-5. Unfortunately, by doing this, the matrix C will
be neither symmetric nor sparse and the procedure is not recommended when B™'A
has to be formed explicitly or the components of the pencil (A, B) are sparse [76].

An alternative to the burden of computing B relies on applying the Cholesky
factorization to either A or B to solve an equivalent problem with easier inversions,

B=UlU; — (U}gTAUg)(UM) :)\(UBg) s AU= U

A=UTUy — (U/;TBUIG)(UA@) :%(Uw) L BY =3V

where U indicates an upper triangular matrix, the subindices specify the part of the
stencil that is being rewritten and, abusing notation, -7 indicates both transposition
and inversion. In a similar manner, the procedure above can be repeated with lower
triangular matrices ¢ = L LT to obtain formulations for either A or A

Discussing all the variety of methods available to solve these type of problems
is out of the scope of this thesis, however, the interested reader should definitely
explore The Symmetric Eigenvalue Problem by Parlett [73]. The latter explores
the basics required to compute eigenvalues of real symmetric systems while also
discussing algorithms explaining its pros and cons.

In the present work, the standard MATLAB function eig'”? was utilized. This
function uses either a Cholesky factorization on B to solve systems similar to the ones
shown above or a QZ-algorithm (generalized Schur decomposition) which, much to
Parlett’s misfortune, ignores the symmetry of the input matrices but is impervious to
hazards such as B being singular or even indefinite [73]. For additional information
about the QZ-algorithm, Kressner [59, Chapter 2] is recommended.

5.2 LAPLACIAN EIGENVALUE PROBLEMS IN R!

The problem discussed in this section is given by:

d?¢

— =-X¢, I €la,b

=2 Tela
where either homogeneous Dirichlet or Neumann boundary conditions are imposed
at 0I. The algebraic systems obtained will be quite similar as the ones observed in

Section 4.1 so that the formulations will be more swiftly introduced.

In [9, p. 7], Boffi analyzes this problem and deduces the optimal approximation
estimates using polynomials of degree p for eigenfunctions and eigenvalues as:

I2MATLAB Documentation for eig: https://www.mathworks.com/help/matlab/ref/eig.html


https://www.mathworks.com/help/matlab/ref/eig.html

5.2 LAPLACIAN EIGENVALUE PROBLEMS IN R! 85

[ =y = O@?) B =X = 0m) (5.1)

where the function space V is selected according to the space in which the solution
is sought. Therefore, the approximation rate for A; doubles with respect to the one
at which their corresponding eigenfunctions are approximated [9]. Another result
comes from the so-called min-maz property which establishes the following bounds:

AR < AF < \B) O (k)n2P

where C(k) is a positive function depending on the eigenvalue. This statement
implies that the numerical eigenvalues are all approximated from above. More
detailed information about this property can be found in [9, Proposition 7.2]

5.2.1 DIRICHLET PROBLEM

For the Dirichlet problem, a mixed formulation is utilized. The weak form is,

(pv u)I:_(p/a¢)I VPEH(%(I)
(g,u); =-Na,¢); VqeL*1)

such that its associated discrete algebraic system is written as,

MO (BT MO | AW ) [0 0 NO(uP) (5.2)
M(D) ELO 0 NYeh) )0 MO N @) )T

where the functions were expanded as shown in Section 4.1.2. In this case, a true
primal-dual formulation cannot be built by following the ideas from Chapter 4 since
the inverse of M) would appear on the right-hand side but doing so would lead to
a much more sparse left-hand side matrix and is, definitely, an option to consider.

Avoiding the appearance of inverse matrices on the formulation could be done
by multiplying the second row by inv (M®)) such that M(WEL? becomes EXC. Al-
ternatively, ./\~/0(<z5h) could be used such that (El’o)T M becomes (El’O)T on the
first row. In both cases, the term M) from the right-hand side becomes I.

Another idea worth considering would be to use the so-called Schur Complement
Method (SCM), discussed in Appendix B, such that the following system is obtained:

R0 jp() (]E<1yo>)TA70(¢h) — AMONO($") (5.3)

If one spectral element were to be used, the unknowns would reduce from 2N + 1
to N at the cost of computing inverse matrices. This is not limited to eigenvalue
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problems and could be implemented, for example, to the problems from Section 4.3.

are known to be \,, = (&F % for m € N while

L
= (% ) with L = b — a. For simplicity, the
] uch that the eigenvalues are the integers squared.

The eigenvalues in I € [a,b
the eigenfunctions are ¢,,(x)
formulation is tested in I = [0,

After setting up the system, the first step consists on solving for either N'*(¢%)
or N O(¢h). The latter is done by using the eigenvectors associated to a specific
eigenvalue or, equivalently, finding the null space of the discrete system after fixing
AL . Once the degrees of freedom are known, interpolation is possible by computing

either ¢ (z) = U ()N (],) or ol () = TO(x)NO(¢).

Before comparing ¢”, and ¢,,, the amplitudes of both have to be matched which
is done by finding a constant c,, that forces ¢ to follow ¢,,. In this case, a least-
squares approach was used to determine ¢, such that the error between qbi,ib and ¢,
was minimized. Other criteria could be used such as finding the absolute maximum
of the approximation and match it to an amplitude of unity, however, this method
proved to not always be accurate since the functions would occasionally be flipped.

The fact that such step has to be done comes as no surprise since the null space of
the algebraic system is different from the zero vector which means the eigenvectors
are not unique. The process of multiplying by a constant to perform the matching is
entirely justified by the fact that the null space is closed under scalar multiplication
[82, p. 60] meaning that a multiple of any eigenvector is still an eigenvector.

With the matching complete, comparisons between ¢, ¢" and ¢¢* can be per-
formed. In order to minimize notation, numerical eigenfunctions will be denoted
only by ¢ since the constant c,, lacks importance.

In Figure 5.1, ¢f(x) and ¢#(x) are plotted using N = 6 and K = 3. With
this parameters, ¢§*(x) is precisely followed by its approximation. For ¢$*(x), the
amplitudes of the numerical eigenfunction are a bit off near x = 5. As m — oo, ¢57
presents more oscillations which require an increase of mesh/polynomial refinement
to keep up with the quality of the approximation. The fact that an eigenvalue
is quite close to its true value should not be considered as an indication that its
eigenfunction will also be since the former converges twice as fast.

The convergence properties for the eigenfunctions (;Sg and ¢ are shown in Fig-
ure 5.2 and Figure 5.3 where optimal convergence is observed for the eigenfunctions
as the slopes of the mesh refinement plots match the polynomial degree of approxi-
mation N confirming the error estimates shown in (5.1).
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AT — 36, A — 36 AT = 49, M = 49.07

| o | | 3 —r

(a) Comparison between ¢g* and ¢>g (b) Comparison between ¢7* and ¢’71

Figure 5.1: Eigenfunctions d)g and ¢}7’ for the Dirichlet Problem. N =6, K = 3.
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Figure 5.3: Convergence trends for qb;’
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Table 5.1: Order of Convergence for A3, A4, A5 and Ag. Dirichlet Problem in R1.

W e N=1 N=3 N=5
AP oC A" oC AP oC

9 11765152 —  9.003532  —  945x1077  —

. 16 23.084931 —  16.031954 —  16.000013  —
5 25 30396355 — 25013614 —  25.000006 ~ —
36 — —  36.642306 —  36.001513  —

9 9.683821 2.01 9.000060 5.86  9+5x10-10 9.92
16 18.192473 1.69  16.000591 5.76  16+2x10°8 9.85
30.396355 0 25.003415 2.03  25+2x10°7 9.94
36 47.060609 — 36.014128  5.51 36.000001 9.66

=R
%)
&

9 9.207440 2.02  9.000001 5.96 9+1x10°'2  10.33
16 16.659836  2.04 16.000018 5.93 16+4x10°'1  9.94
26.623231 2.04 25.000106 5.90 25+6x1071°0  9.93
36 39.393676 2.01 36.000453 5.85  36+5x107° 9.91

&l
%)
&

Table 5.2: First 11 eigenvalues of the Dirichlet Laplacian Eigenvalue Problem in R.

hoaew N=3 N =5 N=T7 Trend

AP AP Ah
1 1.000002 149%x10712  146x10-14
4.000546 443%x10°8 44+6x10713
9 9.012545 9.000004 9+4+3x10°10
16 16.008905 16.000004  16+5x10710
25 25.548281 25.001538 254+9x10°7
36 37.920473 36.011740 36.000014
49 54.033661 49.061864 49.000153
64 97.268336 64.464376 64.002139
81  123.637761  81.807848 81.006140
100 176.932736  102.176611  100.027052
121 241.732546  125.968059  121.098843

ENE}

NARNNANNNANANNN

As an aside note, the multi-element approach was implemented with a Gathering
Matriz. Using a Connectivity Matriz leads to the same result for ¢” , however,
2(K — 1) eigenvalues A\ = 1 are added to the system. The number of spurious
eigenvalues coincides with the number of non-zero entries in N. This proved to be
true for all the cases and only Gathering Matrices are utilized from here onwards.

In Table 5.1, the order of convergence for some eigenvalues is shown to be almost
the double of the predicted convergence of ¢,,, confirming, once again, the estimates
from (5.1). For the cases N = 3 and N = 5, this value is either very close to 2N
estimate or shows an increasing trend. The actual value might be reached by further
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element refinement. The information from Table 5.2 shows the approximations for
the first 11 eigenvalues which all show a decreasing tendency which confirms the
fact that all A" are being approached from above.

5.2.2 NEUMANN PROBLEM

A direct method is utilized as to incorporate the prescribed values at the boundary
conditions easily. The weak form is found to be,

(¢',¢'), =X (d.¢),, VqeH(I)
such that its associated discrete algebraic system is given by,
(EX0)T MON(g) = AMON(9) (5.4)

the problem, just as before, has an infinite countable set of solutions (¢, A, m € N)
with )\, — 0o as m increases. This result is attributed to the compact inclusion
of HY(I) into L?(I) [10]. For an arbitrary domain I € [a,b], the eigenvalues are
given by \,, = (%)2 for m € Z* (non-negative integers) while the associated

mT

eigenfunctions are given by ¢, (z) = cos (ZZz).

Solving the Neumann problem follows the same logic used for the Dirichlet prob-
lem. However, since the eigenfunction is sought on the function space ¢ € H'(I),
some extra steps are required. The general procedure is synthesized below:

 For simplicity, the formulation is tested on I € [0, 7] such that the eigenvalues
become the set of natural numbers squared and ¢,, = cos(mzx).

« The eigenvectors associated to each A" are used to define NO(¢%)).
« The eigenfunctions are interpolated as ¢ (z) = ¥O(z)N°(¢h).

« The functions ¢ () are matched to ¢,,(z) with a constant c,,. Since the
analytic functions are now cosines, the matching is made simpler by using the

fact that ¢,,,(0) = 1, Vm € Z*. As a result, ¢,,, = ﬁ.
« The derivative of the eigenfunctions is computed as ¢, = U (z)ELONC(pR).

h
o The functions d(f; are matched to their analytical counterparts. Since the

functions are now sines which are always zero at the boundaries, the matching
constants are obtained as explained in Section 5.2.1 for the Dirichlet problem.

« Convergence plots are computed for ¢” (x) using the norm ll€p| £ (1)-

« The order of convergence for A" is computed for several N and K.
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AT — 36, \b = 36 A = 49, X' = 49.07
P
. ¢h
0 0.5 1 1.5 2 2.5 3 ) 0.5 1 1.5 2 2.5 3
(a) Comparison between ¢5* and d)’; (b) Comparison between ¢g* and ¢§

Figure 5.4: Eigenfunctions ¢¢ & (;Sg for the Neumann Problem. N =6 & K = 3.
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Figure 5.6: Convergence trends for ¢§‘
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Table 5.3: Order of Convergence for A4, A5, A¢ & A7. Neumann problem in I = [0, =].

W er N=1 N=2 N=4
b oC A oC b oC

9 11.765152  — 9.134005 — 9.000051 —

- 16 23.084931 —  16.663257 @ — 16.000844 —
5 25  30.396355 —  30.396355 « — 25.013914 —
36 — —  43.889597  — 36.039171 —

9 9.683821  1.69  9.009431  3.69  9+2x1077 7.81

- 16 18.192473 1.70 16.051295 4.84 16.000003 8.67
10 25  30.396355 0 25.188058  3.88 25.000034 7.58
36 47.060609 —  36.536021  3.79 36.000205 7.42

9 9.167753  2.04  9.000609 3.92 948 x 10710 7.95

- 16 16.533007 2.04 16.003393 3.88 16+1x10%  7.93
20 925  26.309671 2.02 25.012803 3.83 25+1x10°7  7.90
36 38.735287 1.92 36.037726 3.77  36+8x107  7.86

9 9.074263  2.02  9.000121 3.97 943 x 101 7.98

. 16  16.235289 2.02 16.000677 3.96 16+6x10°10  7.98
30 925 25576224 2.03 25.002573 3.94 25+5x10°°  7.97
36 37.199266 2.04 36.007636 3.92  36+3x10°8  7.96

Table 5.4: First 12 eigenvalues of the Neumann Laplacian Eigenvalue Problem in I = [0, «].

R Aew N=2 N=4 N=6 Trend
AP AP AP
0 -617x1071% 495x10715 -7.66 x 10715 -
1 1.000512 14-5x107° 14+1x10°14 v
4 4.030089 4+45%x1076 4+1x10710 v
9 9.299730 9.000289 9+4x1078 /
16 16.453667 16.008905 16.000004 v
. 25 31.232513 25.036454 25.000043 v
4 36 52.169393 36.186675 36.000494 /
49 80.529469 49.692788 49.003662 v
64 97.268336 64.464376 64.002139 v
81 — 86.794054 81.083580 N
100 — 112.514094 100.287822 v
121 — 143.871848 121.833099 v

In Table 5.3, the order of convergence gets closer to the optimal values since

further mesh refinements were utilized. The values )\fjT in Table 5.4 approach A&7

from above except for the zero eigenvalue which bounces between positive and neg-

ative values. However, the values are within machine precision. Thus, by choosing

V = H(I) in (5.1) the error estimates for the eigenfunctions and the eigenvectors

turn out to be the expected ones.
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5.3 LAPLACIAN EIGENVALUE PROBLEMS IN R2

The problem discussed in this section is given by:
V2= -

which is referred to as Helmholtz equation whenever A is a prescribed parameter
rather than an eigenvalue. Dirichlet and Neumann conditions on a square are con-
sidered and then Neumann conditions on L-shape and cracked domain are explored.

For the square geometries, both the eigenfunctions and the eigenvalues will be
compared to the analytical results. On the other hand, the L-shape domain together
with the cracked domain will be compared to benchmarks'® to assess their validity.

5.3.1 DIRICHLET PROBLEM: SQUARE DOMAIN

Pairing V2¢ = -\¢ with ¢|pn = 0 leads to problems often found in science. For
instance, if the domain were a membrane, then A and ¢(x) would be related to fre-
quencies of vibration and shape of modes [60], respectively. If, however, 2 portrayed
a waveguide, ¢(x) would correspond to TM-modes and A would be associated to a
cut-off frequency [47, p. 298]. Thus, even when elementary, appropriate solutions of
this problem have a wide range of applications.

Similarly to the R! case, a mixed formulation is implemented as to easily incor-

porate the boundary conditions. In doing so, the weak formulation becomes:

(p7u)Q :_(V'pa¢)ﬂa vpe HO(dIV7Q)
(qa % u)Q =-A (qa QS)Q ) v‘] € Lz(Q)

By expanding the functions u, p with the basis ¥!(x) and ¢, ¢ with the basis
U2(z), the following system is obtained:

M® (IEZJ)T M® Nl(uh) _ 0 0 Nl(uh) (5.5)
M®2) E2.1 0 N2 (¢h) - 0 M® N2 (¢h) :

where SCM can be used to further reduce the size of the system.

In a general rectangular domain, the eigenvalues can be analytically computed
tobe Ayp = (%:)2 + (%)2 for (m,n) € N where L, and L, denote the lengths of
the rectangle. For simplicity, the problem to be analyzed is set on Q = [0, 7]? such
that A\, ,, = m? + n? with associated eigenfunctions ¢, ,(z,y) = sin(mz) sin(ny).

13 https://perso.univ-rennesi.fr/monique.dauge/benchmax.html, hosted by Université de Rennes
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The logic of the solution procedure does not differ from the R! case. With the
domain defined and the solutions A¢7, and ¢57,, (z) known, the next step is to find
the eigenvalues of the system in order to define its associated eigenvectors. Once the
latter is done, the eigenfunctions are interpolated as ¢P, , = ¥°(x)N°(¢}, ,,) and
then matched to ¢57,, (z). As last step, the convergence properties for both )\Z%n
and ¢F, () are computed.

The eigenfunctions (j)h and ¢§72 are shown in Figure 5.7 and Figure 5.8, respec-
tively, where they are compared to the exact results. In Figure 5.9, the convergence
for h- and p-refinements was computed for (b}f’l while the same is true for (;5’2"2 in
Figure 5.10. In both, the order of convergence for h-refinements would stabilize
towards the optimal values of N had further mesh elements been used.

(a) ¢?11 = w2 (m)Nz(¢>{”1) (b) Comparison between d)’f,l and 7%

Figure 5.7: Eigenfunction ¢? , (x). Computed using N = 6, K, = 2, K, = 2.
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(a) ¢£‘,2 = lI/z(cc)./\/2(¢g,2) (b) Comparison between (;522 and ¢;f2

Figure 5.8: Eigenfunction qbga(w). Computed using N =6, Ky =2, Ky = 2.
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Figure 5.10: Convergence trends for ¢’SL 2

The convergence properties for )\Zm are shown in Table 5.5 and Table 5.6. Unlike
the R! case where all \ were unique, this problem has eigenvalues with multiplicity
M > 1. For general domains, this value is obtained by observing the number of
times a specific A repeats itself. For this choice of €2, however, M > 2 whenever
m # n and the the multiplicity can be obtained by decomposing each A, , into its
prime components and applying the formulae in [60, pp. 169-170].

The eigenvalues are sorted from smallest to largest and matched according to
their multiplicities. Consider, for example, A" in Table 5.6 for N = 3. Had M"
not been taken into account, \* = 34.47 would be the approximation to A = 17.
Moreover, it would be spurious as it would approximate an eigenvalue with a distinct
multiplicity. Instead, it is set as the estimate of A = 18. This is because 18 is the
next smallest eigenvalue that matches the multiplicity of \* after A = 13.
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A similar procedure is shown in [9, pp. 39-43] where the rearrangement aims to
have a better understanding of the convergence of spurious eigenvalues arising from
the approximation of Maxwell Eigenvalue Problem with a nodal basis. However, it
was deemed appropriate to use it in this setting.

Table 5.5: Order of Convergence for A1,1, A2,2, A1,4 = A4,1 and A5 5 for the
Dirichlet problem in Q = [0, 7]2.

b er N=1 N=3 N=5
Ah ocC AP oC Ah ocC
2 2.431708 — 2.001113 — 245%x10°7 —
8 — —  12.158542  — 8.058047 —

™
17 — — — — 39.525873 —
25 — — — — 47.768944 —
2 2.188537  0.75  2.000025 3.45 243x10°10 6.78
- 8 10.942687  — 8.005735  5.99 8.000001 9.84
3 17 — —  17.484064  — 17.001788  8.59
25 — — 25489060 « — 25.001791  8.60
2 2.046097  2.03 2+4x10°7  5.96 2 6.71
- 8 8754150  1.96  8.000100 5.83 8+1x10™9  9.89
6 17 22.908424 —  17.011470 5.40  17.000002  9.57
25  32.828063 —  25.012699 5.27  25.000002  9.53
2 2.016502 2.01 242x108  5.99 2 2.36
. 8 8.266503  2.04  8.000004 5.95 8+1x10°'!  8.46
0 17 19.200724 1.93 17.000591 5.80 17+1x10-8 9.88

25 27.876295 1.96  25.000651 5.81 25+1x10°% 9.88

Table 5.6: First 12 eigenvalues of the Dirichlet Laplacian Eigenvalue Problem in Q = [0, 7]2.

hooAeT Me® N=3 N=5 N=T Trend
Y Mh Ah Mh AP M"

2 1 2.001113 1 245%x10°7 1 24+6x10°11 1 V4
5 2 7.079827 2 5.029023 2 5.000133 2 N
8 1 12.158542 1 8.058047 1 8.000267 1 v
10 2 18.237813 2 10.243071 2 10.003785 2 N4
13 2 23.316527 2 13.272094 2 13.003918 2 v
17 2 — —  39.528738 2 18.013568 2 v

TR 1 34.474512 1 18.486142 1 18.000757 1 N4
20 2 — —  49.692788 2 21.013702 2 N4
25 2 — —  64.464376 2 26.017354 2 V4
26 2 — —  86.794054 2 28.941313 2 N4
29 2 — —  143.871848 2 31.941447 2 N4
32 1 — —  112.514094 1 34.027137 1 v
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5.3.2 NEUMANN PROBLEM: SQUARE DOMAIN

A direct formulation is implemented as to easily incorporate the boundary condi-
tions. In doing so, the weak form for the eigenvalue problem reads,

(Vo, Vo)g=A (0, 0)y, Vo €H(Q)
and, by expanding ¢ and ¢ with U° (z), the algebraic system to solve becomes,

(]El,O)T M® ]ELONO((i)h) — )\M(O)J\/’O(¢h) (5.6)

Similarly to the Dirichlet problem, in a general rectangular domain the eigenval-
ues are given by A, », = (T—:)z + (% ’ where L, and L, still denote the lengths of
the rectangle. However, the pair (m,n) belongs to non-negative integers Z* instead
of the natural numbers.

For simplicity, the problem to be analyzed is set on Q = [0, 7]? such that A, ,, =
m? + n? with associated eigenfunctions ¢, »(x,y) = cos(mz) cos(ny). Similarly to
its R! counterpart, the solution method follows the same step-by-step procedure
and only certain steps are pointed out:

o Since ¢y, € HY(), the norm |leg,, . || #1(q) requires Vo, » to be computed.
Thus, a complete error analysis per pair (m,n) requires the computation of 3
functions. The gradient is obtained from V¢, , = ¥ (x) EXONO(¢h, ).

o The fact that ¢mn,(0,0) = 1, V(m,n) € Z* is used to match ¢f, , to ¢&r

m,n

by using a constant ¢, , = Thus, the numerical eigenfunction be-

1
b1, (0,0)°
comes (bfj%n = cm,nqbfj%n. In an attempt to minimize notation, the normalized

approximation is still identified as ¢, , since ¢m,n lacks importance.

o The components of ng’}mn are matched to Vory .

2 b ; e m
For &y, ,,,» a matching constant ¢, ,, = max (295 ) is utilized.
A new variable a = max (% o %(ﬁfmn) is introduced.

If & > 1, then ¢,y 5, is multiplied by -1, otherwise it stays the same.

~ Thus, ¢k =c=  Dph ., but still referred to as -Z ¢/

) Qx Tm,n m,n gx M, dx "m,n’

n

~ The procedure is repeated for 2 ¢ using ¢¥ = — 2"
p 1Y ay(bm,n g m,n max(|(%¢¢nm|)

« The set of A%, | are sorted following the ideas described in Section 5.3.1.

o The error analysis is then normally computed for both )\fn’n and q[)’}n,n.
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The eigenfunctions ¢ 1(x) and ¢3 3(x) are represented in Figure 5.11 and Fig-
ure 5.12, respectively. The numerical approximations prove to be very close to the
analytical results as evidenced by the coefficients on the color bars. The fact that
% 1 (x) is much closer to its analytical counterpart than ¢4 5() is to ¢§%(a) can be
understood as a consequence of the former corresponding to the fourth eigenvalue
while the latter corresponds to the twentieth eigenvalue.

In Figure 5.13 and Figure 5.14 the convergence for ¢’1’71(:c) and ¢§”73(m) is shown.
Even though the convergence rates for the h-refinement plots do not achieve the
optimal rates of IV, they are quite close. The disagreement between the values
is attributed to the fact that mesh should have been refined with even a further
number elements.

(a) ¢?11 =v° (w)NO(¢’fJ) (b) Comparison between qﬁ?yl and $7%

Figure 5.11: Eigenfunction ¢1,1(x). Computed using N =6, K, = 2, K, = 2.

D — 55

Paa(x)

(a) ¢§13 =’ (w)NO(¢§13) (b) Comparison between ¢§y3 and ¢35

Figure 5.12: Eigenfunction ¢3 3(x). Computed using N =6, K, = 2, Ky = 2.
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Figure 5.14: Convergence trends for ¢’§L 3

In Table 5.7 different values of )\fn,n are obtained for a combination of mesh
lengths and polynomial approximations. The order of convergence is observed to
nearly match the predicted values of 2NV where, once again, further mesh refinements
would lead to the expected values. However, considering the fact that a rate of
convergence of 1.96 was obtained for ¢'f71 with N = 2, the value 3.98 for )\’f’l seems

to be a reasonable approximation.

In Table 5.8, it is confirmed that A} ,
P =)\
m,n

n,m?

approaches A77, from above. Since
the multiplicity of the eigenvalues is taken into account when they
are sorted from smallest to largest. In this case, there is no need to use M" to sort
the eigenvalues for the case N = 2 since the discrete multiplicities match the exact
multiplicities. Nevertheless, this is observed for A} 3 and A}, = Af; in the N = 4
case where the approximations are swapped to match the exact multiplicities.
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2

99

Had the latter not been done, 34.47 would have been the approximation to Af%

when using N = 2.

In the end, this arrangement gives a better understanding

of the early convergence for the discrete eigenvalues but the convergence rates are,

nevertheless, reached when either the elements or the polynomial degree is increased.

Table 5.7: Order of Convergence for A1,1, A1,2 = A2,1, A3,2 = A2.3 & A\g,0 = Ao4

for the Neumann problem in Q = [0, 7]2.

b s N=1 N=2 N=4
P oC e oC AP oC
2 2431708 — 2431708  — 2.001113 —
5 — — 7205125  — 5.029580 —
T3 — — — — 21.266280 —
16 — — — — 38.525873 —
2 2.188537  0.75  2.003162  4.48  2+1x10°7  8.39
. 5 6.565612  —  5.089199  2.96 5.000051 5.78
3 13 16.414031 —  15.030305 — 13.005060  6.73
16 21.885375 —  20.924240 — 16.036842  5.83
2 2.046097  2.03  2.000205 3.94 2+4x 10°10 797
. 5 5.400124 1.97 5.006428 3.79  5+2x10°7  7.87
6 13 15.319762 0.56 13.074026 4.78  13.000012  8.66
16  21.885375 0  16.350471 3.81  16.000207  7.47
2 2.016502  2.01  2.000002 3.98 247 x 10712  8.00
. 5 5.141503  2.03  5.000861 3.93  5+3x10°°  7.96
10 13 13.817073 2.04 13.010280 3.86 134+2x1077  7.92
16  18.192473 1.93 16.051295 3.86  16.000001  7.85

Table 5.8: First 12 eigenvalues of the Neumann Laplacian Eigenvalue Problem in Q = [0, 7]2.

hooaeT Me® N=2 N=4 N=6 Trend
AR Mh P M" AR Mh

0 1 -1.6 x 10°16 1 -6.1 x 10716 1 9.83 x 10716 1 -
1 2 1.215854 2 1.000556 2 14+2x10°7 2 v
2 1 2.431708 1 2.001113 1 245x10°7 1 v
4 2 6.079271 2 4.029023 2 4.000133 2 v
5 2 7.295125 2 5.029580 2 5.000133 2 v
8 1 12.158542 1 8.058047 1 8.000267 1 v

T 9 2 — — 17.237256 2 9.243071 2 v
10 2 — — 18.237813 2 10.243071 2 v
13 2 — — 21.266280 2 13.243204 2 v
16 2 — — 38.525873 2 17.013568 2 v
17 2 — — 39.526430 2 18.013569 2 v
18 1 — — 34.474512 1 18.486142 1 v
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5.3.3 NEUMANN PROBLEM: L-SHAPE DOMAIN

A slight variation of the canonical domain is analyzed in this section where € is
defined as Q = [—1,1]2\ ([0,1]) x [~1,0]) and shown in Figure 5.15 where homoge-
neous Neumann conditions are applied at 0S).

The domain is divided into 3 subdomains as to guarantee that the mesh covers
the geometry correctly. Each subdomain ) can further be divided into additional
subdomains which will be useful when testing the order of convergence of the eigen-
values when decreasing the element dimensions.

Qg I Qg

-1 0 1

Figure 5.15: L-Shape domain with subdomains 1, Q2 & Q3.

A direct method is utilized. The weak form and its associated algebraic system
follows what was described in Section 5.3.2. The shape of the domain is taken
into consideration in the discrete algebraic system by the Gathering Matrixz which
ensures the correct degrees of freedom are glued together.

A first look at the eigenvalues of the system is shown in Table 5.9. The data was
obtained using 4 elements inside each subdomain €2} and rounded to 10 decimals
for better visualization. The number of digits the approximation shares with the
reference data is highlighted in orange.

Table 5.9: First 4 unique eigenvalues A > 0 of V2¢ = -A¢ on the L-shape domain with

Neumann boundary conditions. A3 = A\gq.

h A, Ref. [29] M N=3 N=6 N=12 Trend
AP P AP
A1 = 1.4756218239 1 806823505 66193150 8040123 N
1 A2 = 3.5340313667 1 1855045 63069 5259 v
B A3 = 9.8696044010 2 709526500 4 N
As = 11.3894793979 1 909756632 864072 6256 N
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It might come as a surprise that the first eigenvalue in Table 5.9 shows such a
poor convergence. This is due to the fact that it is connected to a strong unbounded
singularity [29]. The eigenvalue with multiplicity 2 is analytic with exact value 2.
The other two eigenvalues are linked to functions with rapid changes at the re-
entrant corner which affects their convergence.

A more quantitative approach to the latter issue is shown in Table 5.10 where
the order of convergence is computed for a series of parameters h and N.

Table 5.10: Order of Convergence for the first 4 unique eigenvalues A > 0.
Neumann problem in Q = [-1,1]2\ ([0, 1]) x [~1,0]).

h A, Ref. [29] N=3 N=4 N=6
P ocC AR oC AR oC
1.4756218239 882540083  — 821290680 81256929  —
| 35340313667 55705135  — 2665658 624602  —
9.8696044010 750975039  — 750975039 70069  —
11.3894793979 969742650  — 950366850 5253478  —
A1 806823505  1.31 82275811  1.32 66193150  1.32
L Ao 1855045  3.32 667750  2.73 63069  2.65
2 A3 709526500  2.03 178789  8.67 5 1126
As 909756635  2.32 5416689  6.48 864072  2.71
A1 76315157  1.33 66561029  1.33 60176666  1.33
) A2 541285  2.76 69641  2.66 21453  2.66
1 A3 268913  5.91 564  7.93 2.00
As 5327936  4.81 873966  2.96 805098  2.65
A1 65749004  1.33 61122586  1.33 8095221  1.33
) A2 64695  2.67 26268  2.66 5418  2.66
7 A3 51955  5.97 7 7.98 —
As 874041  3.40 811971 2.67 6485  2.66
A1 63035405  1.33 9726161  1.33 7560788  1.33
) A2 39780  2.67 20115  2.66 4563  2.66
9 A3 5774 | 5.99 1 8.02 —
As 832862  2.87 803196  2.66 5262  2.66

A rate of convergence stabilizing at 1.33 is attained for \; regardless of N or
h caused by the strong singular behavior of V¢ at the re-entrant corner. For As,
the rate stabilizes at 2.66 which already indicates some sort of non-smoothness on
the functions associated to the eigenvalue. For As, the computed rates also stabi-
lized towards 2.66 except for the N = 3 case. Had further mesh refinements been
computed, the rate would have reached the specified value based on the fact that it
shows a decreasing tendency. The eigenvalues have different speeds of convergence
according to the different regularities of their associated eigenfunctions [9].
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Even though it is not possible to know a priori if the convergence rate of an
eigenvalue will be affected by the non-smoothness of its eigenfunction, it is known
that the presence of corners leads to singular behavior regardless of the smoothness
of the boundary conditions [75]. Methods such as the classical Finite Element
Method or, in this case, a Mimetic Spectral Method can, obviously, still be utilized
even when the global solution is not smooth. The price to pay is a lower convergence
rate which, as seen in Table 5.10, manifests itself on the convergence of A",

On the other hand, A3 and A4 converge at a rate of 2N since they are not
associated to singularities anywhere in (2. Their last computed rate of convergence
is highlighted in gray in Table 5.10. For N = 6, the eigenvalue converges so fast
that for h = 1/4, the rate decreases at 2 and then it reaches the reference value up to
10 decimal places. Previous to this, a rate of 12.6 is attained (highlighted in blue).

Finally, contours and surfaces for the functions ¢(x) and Vé(x) are shown in
Appendix C for the five eigenvalues considered in this section where it can be ob-
served that the eigenvalues with sub-optimal convergence rates are connected to
functions where rapid changes occur at the re-entrant corner and its vicinity.

5.3.4 NEUMANN PROBLEM: CRACKED DOMAIN

The analysis is now shifted to Q = [-1,1]* \ {(z1,22) € R*: 0 <z <1, y =0} with
Neumann conditions at 9. The geometry is pre-divided into 4 subdomains 2 which
can be further split into additional subdomains. This is shown in Figure 5.16.

Qy

-,
v

Qs

=

-1 0 1

Figure 5.16: Cracked domain. Subdomains Q3 & 4 are disconnected except at (z,y) = (0,0).

A direct method together with a Gathering Matriz is utilized. A first look at
the eigenvalues of the system is shown in Table 5.11. The data was obtained using
one element inside each subdomain €, hence, a total of 4 elements cover the whole
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geometry. The values are truncated to 10 decimals for better visualization and the
digits shared between the approximation and the reference are highlighted in orange.

Table 5.11: First 9 unique eigenvalues A > 0 of the Laplacian Eigenvalue Problem

on the Cracked domain from Figure 5.16 with Neumann boundary conditions.

h o ARef [29] M N=3 N=6 N=12 Trend

A P A\

1.0340740085 1 790348792 473612226 77843991 N
2.4674011002 1 7381625 3 N
4.0469252914 1 83807778 413826 6263 N
9.8696044010 2 750975039 70069 N

1 10.8448542781 1 523145614 790789 7485 N
12.2648958490 1 +0.34283566 +0.31537842 791265269 N
12.3370055014 1 +0.44157406 81072 N
19.7392088022 1 501950079 140138 N
21.2441074562 1 +2.13741675 +0.33478577 696644450 N

Once again, some eigenvalues approach faster to the reference data while others
stagnate. The eigenvalues A2, Ay = A5, g and g are equal to ©*/4, 72, 57° /4 and 272,
respectively [29], and, unsurprisingly, for N = 12 they already match the reference
data up to 10 decimals. The latter might be already an indication that they are
not associated to eigenfunctions with singularities. A more quantitative approach,
however, is shown at Table 5.12 where the rates of convergence are computed.

The last computed order of convergence for Ao, Ay = A5, Ag and Ag is highlighted
in gray. For all the polynomial cases, the rates are basically the optimal value of 2/V.
For N = 6, the approximations converge so fast that only after two iterations in h,
this set of eigenvalues has already matched the reference data. The functions ¢(x)
and V¢(x) related to these eigenvalues are continuous through the whole domain
even when continuity is not enforced at the line y = 0 for = > 0.

All the other eigenvalues are split into two groups. The first group is associated
to functions V¢(x) which exhibit a peak at (z,y) = (0,0) while the second group
consists of functions that are discontinuous at the cracked line. The former group
shows a rate of convergence of unity while the latter stabilizes at a rate of 3 as
seen in Table 5.12. This reinforces the fact that the convergence is attached to the
regularity of the functions which, in this case, includes the gradient since ¢ € H*(2).

Surfaces and contours for ¢(x) and Vé(x) can be found at Appendix D. In
there, it can be visually proved that the eigenvalues A1, A7 and \ig are associated
to functions with a strong singular behavior at the origin. For A3 and g, it can
be noted that the associated functions are discontinuous at the cracked line and,
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finally, the analytic eigenvalues are entirely continuous through 2 even when the
Gathering Matriz does not impose continuity in that region of the domain.

Table 5.12: Order of Convergence for the first 9 unique eigenvalues A > 0.
Neumann problem in Q = [-1, 1] \ {(11,:132) ER?2:0<z<1l,y= 0}.

h A, Ref. [29] N=3 N=4 N=6
AP oC AP oC AR ocC
1.0340740085 790348792 — 613797335 — 473612226
2.4674011002 7381625 — 44697 —
4.0469252914 83807777 — 70978345 — 413825
9.8696044010 750975039 — 7509750395 — 70068
1 10.8448542781 523145613 — 504241168 — 790789 —
12.2648958490 +0.34283566 — +0.34250197 — +0.31537842 —
12.3370055014 +0.44157406 — 760785966 — 81072
19.7392088022 501950079 — 501950079 — 140137
21.2441074562 +2.13741675 — +0.50434331 — +0.33478577
A1 565554926 0.99 477298023 0.99 407158352 1.00
Ao 67228 5.90 141 7.92 —
As 70333920 3.75 443121 3.18 73200 2.98
A4 709526501 2.02 178789 8.67 12.8
% A6 63125005 2.35 936732 7.14 71133 3.12
A7 +0.33835937 0.08 +0.31676536 0.58 903052571 0.99
As +0.35156571 2.84 189930 11.5 12.9
Ag 419053001 2.02 357579 8.67 12.8
A10 +0.41565564 2.38 +0.33741211 1.48 897321268 0.99
A1 452577028 1.00 408794896 1.00 73893446 1.00
A2 895 5.97 7.84 —
A3 372945 3.17 76742 2.99 5449 3.00
A4 268913 5.90 564 7.92
% A6 929075 5.23 76808 3.53 6359 2.98
A7 +0.30751256 0.78 909267357 0.99 776153091 0.99
As 280808 9.33 567 7.92
Ao 537826 5.90 9128 7.92
Ao +0.32083659 1.16 908475534 0.99 669504751 0.99
A1 415163491 1.00 86058247 1.00 62829644 1.00
Ao 81 5.97 — —
A3 88132 3.17 9980 2.99 3665 3.00
Aq 63994 5.90 32 7.97 —
% A6 611829 5.23 52778 3.02 3844 2.99
A7 933465951 0.78 822650492 0.99 733777582 0.99
As 75075 9.33 35 8.02
Ao 127988 5.90 65 7.98 —
A10 952088630 1.16 752999006 0.99 593399257 0.99
A1 404497979 1.00 79571403 1.00 59670848 1.00
Ao 33 5.99 — —
A3 75067 3.00 7364 2.99 3387 2.99
A4 51955 5.98 17 7.95
% A6 81779 3.70 9078 2.99 3451 2.99
A7 892927775 0.99 797868062 0.99 721665266 0.99
As 62989 5.98 20 8.24
Ao 1103911 5.98 34 8.07

Ao 879224554 0.99 708499295 0.99 571645328 0.99




Maxwell Eigenvalue Problem

The present chapter is devoted to the solution of the eigenvalue problem for the
Maxwell equations. Specifically, the eigenvalue problem for the electric field will be
tackled in conjunction with n x E = 0 at 992 (PEC boundary conditions). This part
of the thesis is segmented as follows:

o In Section 6.1 the discrete variational formulation for the problem will be dis-
cussed and put together in terms of the mass and incidence matrices discussed
back in Chapter 3. Furthermore, the addition of the linear constraint V-D = 0
will be discussed and implemented.

o In Section 6.2, isotropic material properties will be utilized and the eigenvalue
problem will be solved first in a square domain. Such results should resemble,
up to certain extent, those from Section 5.3.2 and will be used as a guideline to
verify that the implementation has been correctly executed. The methodology
will then be utilized on domain with a unconnected boundary. Finally, the
framework will be applied to a domain constituted by two different types of
isotropic materials.

¢ In Section 6.3, anisotropic permittivity tensors will be used along with y =1I.
A square domain will be analyzed first as to observe the influence of the off-
diagonal entries of € on A\. The analysis will then be shifted to an H-domain
where a permittivity tensor with complex-valued entries will be utilized.

105
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6.1 MIMETIC SPECTRAL FORMULATION

The first step in defining the sought discrete formulation consists on recalling the
variational formulation shown in Equation 2.16 for the electric field E. The equation
is repeated below for convenience and reads,

/Q(v X E) : (glv x E) o :wz/QEgE dQ, VE € Ho(cwl;Q)  (6.1)

where w? and E are the sought eigenvalue and eigenfunction, respectively, while E
is the test function. Secondly, by using the Tonti diagram shown in Figure 2.7, it
is observed that the spatial part of E is associated to inner oriented lines. Such
orientation is inherited from its global variable voltage as explained in Section 2.2.3.

The latter suggests that the correct interpolation for the electric field is given by
E = U!l(x) V(") with a similar treatment for E. Constructing the curl operator
is achieved with an incidence matrix as shown in (3.36). In the next section, these
details are used to obtain the discrete system for the curl-curl problem.

6.1.1 OMISSION OF DIVERGENCE-FREE CONDITION

As established before, the electric field is associated to lines such that its set of basis
functions is defined to be W!(x) and, as a result, V x E = U2(x) EX!, A(8"). By

curl
inserting this information into (6.1), the following is obtained:

N EM dQ = -

curl

[ @) B A i 9B,

- w2/ U (@) N(E) € Ul () N (") dO
o £
In a following step, some terms are rearranged as follows:

(e20)" ([ wors” 9o an) w2, 0 =

o ( [ @ e v dﬂ) A (")

where the first and second integral are renamed as Mf)l and Mél), respectively. In

fact, both matrices reduce to the ones used in the 2D Iz)roblems from Chapter 4 and
Chapter 5 whenever the material parameters are equal to the identity tensor.



6.1 MIMETIC SPECTRAL FORMULATION 107

6.1.2 LINEAR CONSTRAINT V-D =0

As specified in Section 2.5.3, failing to couple the curl-curl problems with their
respective divergence-free conditions has the potential to generate non-physical so-
lutions. A possible remedy relies on utilizing penalty methods which employ formula-
tions as the ones presented in (2.19) and (2.20). However, this approach will not be
explored in this thesis. Alternatively, the Kikuchi formulation [56] shown in (2.18)
can be utilized. Even though the latter was deduced for ¢ = p = I, introducing

general material properties is trivial as shown below,
(curlE,H'lcurl E) + (gﬁ],gradp) = A(E,EE), VE € Hy(curl; Q) (6.2a)
(grad q,gE) =0, Vg€ Hy(Q) (6.2b)

where the objective is to find (A, E, p) € R? x Hy(curl; Q) x H(Q2) with p acting as
a dummy variable (Lagrange Multiplier) that has no physical meaning.

At this point, the main focus is to discretize the variables paired with the gradient
operators. Based on the Neumann Poisson problems solved in previous chapters, it
is clear that such variables are associated to nodes. However, the degrees of freedom
could belong to either the primal or, possibly, the dual mesh.

Such dilemma can be solved by recalling that the number of spurious zero eigen-
values is equal to the number of internal nodes in the mesh when 90X is simply
connected [80, p. 127]. Thus, the system (6.2) is solved in the mesh from Figure 6.1
with p = ¢ = 0 such that the curl-curl problem is retrieved without the divergence
constraint. Such domain discretization can be achieved by either 9 elements with
N =1 or one element with N = 3. In order to avoid dealing with multi-element
formulations for the initial testing, the latter option is chosen.

i

Figure 6.1: Primal Mesh for the Maxwell Eigenvalue Problem with 4 internal nodes.

Since this test is only used to determine the number of zero eigenvalues the
formulation would generate, the size of the domain is irrelevant. For the selected
mesh, the multiplicity of the zero eigenvalue was found to be 4 which equals the
number of internal nodes of the mesh. Hence, the variables associated to the gradient
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in the system (6.2) belong to the same mesh as the field E. The nodes at the
boundary are not taken into account since p € H}(€2).

The Kikuchi formulation with general material parameters can now be dis-
cretized by using p = U°(x) NO(p") which means that Vp = ¥l(z) E;;gd NO(ph)
with the test function ¢ undergoing the same treatment. Thence, the discretized

mixed formulation becomes:

(B2) M2 2L, MOELS, (Nl@h)) \ MO o (Nl(Eh))

(510, ") 0 N

grad 0 0

LHS RHS
(6.3)

With this formulation, the large null space of the curl-curl operator is removed
and for the mesh from Figure 6.1 it means that the zero eigenvalue with multiplicity
4 disappears as a solution. This does not signify that the sole purpose of (6.3) is
to eliminate zero eigenvalues. In some cases, A = 0 could be an acceptable solution
and the formulation should allow for such. This will be tested in Section 6.2.2.

6.2 ISOTROPIC PERMITIVITY TENSOR

In this section, a permittivity tensor of the form ¢ = I will be utilized. A bit
more general tensor such as € with ¢ € Ry could be utilized but it does not lead
to a more general situation. This claim is easily verified by considering the vector
differential equation for the Maxwell Eigenvalue Problem for the field E with ¢ = ¢ I

Vx (p'VxE)=wtelB —2225 s vV (p!VXE)=AE

which immediately suggests that multiplying the permittivity tensor by a scalar
is the same as solving the eigenvalue problem for a modified eigenvalue with the
permittivity being equal to the identity tensor.

6.2.1 SQUARE DOMAIN

The domain Q = [0, 72 is considered. Non-trivial solutions for the field E satisfying
the Maxwell Eigenvalue Problem are sought when € and p are equal to the identity
tensor. Under such conditions, the analytical eigenfunctions are computed from
Epn(x) = curl(¢pm,n) with ¢, n(x) = cos(ma) cos(ny) while the eigenvalues are
given by A2, . = m®+n? with (m,n) € Z*. However, the combination (m, n) = (0,0)
is not allowed since it leads to E(x) = 0 due to the constraint V- D = 0 and the
boundary condition n x E = 0.
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The main difference from the problems discussed in Chapter 5, despite the un-
known being a vector-valued function, relies on the fact that E € Hy(curl; Q) which
implies that the norm |[eg,, ., |/ cur;0) has to be used. Thus, a complete error
analysis per pair (m,n) requires the components of E in addition to V x E.

Additionally, each computed function has to be matched to its analytical coun-
terpart such that the error norm can be correctly determined. This process follows
exactly the course of action described thoroughly in Section 5.3.2 and, hence, not
repeated here. The only comments worth mentioning are the ones related to the
matching constants ¢, , since those differ from the ones of previous examples.

¢ The matching constant ¢y, , = was defined for E,.

wax([E, )

max(| (EZ)m)n |)

« For V x E", the already normalized components E” and EZ are utilized.

¢ The matching constant ¢, |, = was defined for E,,.

o The term |Eh| was also computed but it was matched to an amplitude of unity.

e The numerical functions used for the error computation would then be the
matching constant multiplied by their corresponding function.

In Figure 6.2, the components of the field E are plotted for A1 ;. In order to assess
how well they represent the actual solution, |E§”1| was compared to [E{% | as shown
in Figure 6.3. Similarly, in Figure 6.4, V X E}f’l and its analytical counterpart
are contrasted. The numerical approximations were computed with N = 8 and
4 spectral elements. The same type of comparisons can be found in Figure 6.5,
Figure 6.6 and Figure 6.7 for Ay 4.

(a) B! (b) EJ

Figure 6.2: Components of E?l(m) = Ul () N1(E"). Computed using N = 8, K, =2, Ky = 2.
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(a) |B"| = v/ (ER)2 + (Ep)? (b) Comparison between |E"| and |E®®|

Figure 6.3: Norm |Elf’1| (left) and its comparison to the analytical solution (right). Discrete
system solved with N =8, K, =2, K, = 2.

) 0
X =
3 05
- -1
-15
xr
(a) V x E" = w2 () E>! NY(E") (b) Comparison between V x E" and V x E*®

Figure 6.4: Function V X Elf,l (left) and its comparison to the analytical solution (right).
Discrete system solved with N =8, K, =2, K, = 2.

Ex(x) = Aia

€ g . \
BEy(z) = Mg

v

(a) B} (b) Ej

Figure 6.5: Components of EZA(m) = Ul (z) N1(E"). Computed using N = 10, K, = 2, K, = 2.
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X
=

[E' — [E| = A

—

(a) [E"| = \/(EM)? + (Ep)? (b) Comparison between |E"| and |E*®|

Figure 6.6: Norm |EZ,4| (left) and its comparison to the analytical solution (right). Discrete
system solved with N = 10, K, = 2, Ky = 2.

VxE'-VXE" - A\, x1078

8 e

(a) V x E" = 0%(2) E>* N1(E) (b) Comparison between V x E" and V x E¢®

Figure 6.7: Function V X EZA (left) and its comparison to the analytical solution (right).
Discrete system solved with N = 10, K, = 2, K, = 2.

[leg| |H(cu:1;ﬂ) les] \H(curl;n)
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p e
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107
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10?2 ‘ 2.97 — T "
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1
3 4 6 8 10 100
N h
(a) p-convergence (b) h-convergence

Figure 6.8: Convergence trends for Eg,z
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In Figure 6.8, the convergence for h- and p-refinements is shown for the eigen-
function Eg’z. For the h-refinement it is observed that the convergence rates match
the degree of polynomial approximation IV while the p-convergence plot exhibits the
exponential convergence. Since all the eigenfunctions on this geometry are smooth,
similar behavior is observed for any other eigenfunction.

Information about )‘Z@,n with varying polynomial degree can be found in Table 6.1
where it is observed that the approximations approach the actual solution from
above. Similar to Section 5.3.2, the multiplicity of the eigenvalues was taken into
account when distributing them on the table as depicted by the ones shaded in gray.
For N = 4, A = 16 and A = 17 are not approximated at all while for N = 6 its
discrete counterparts are not as accurately predicted as A = 18 is. Since A3 3 has
already been approximated by the lower polynomial degrees, it makes sense that it
is much closer to its analytical value for N = 8 when compared to Ayp = Ag4 or

A4,1 = A1,4 as shown by the blue shaded cells.

In Table 6.2 the multiplicity also played a role in the gray shaded eigenvalues
when ordering them from lowest to highest. Additionally, the actual rates of con-
vergence are shown for the first 11 unique Maxwell eigenvalues where it is observed
that such rates are equal (or very close to being equal) to 2N. The latter comes as
no surprise since this was also the result obtained in the square domains from Chap-
ter 5 regardless of the boundary conditions utilized. With these results it can be
established that the eigenvalues for this geometry and material properties converge
twice as fast as their corresponding eigenfunctions when varying the polynomial
degree N.

Table 6.1: First 11 Maxwell eigenvalues in Q = [0, 7]? with isotropic material properties.

hooAeT  Me® N=4 N=6 N=8 Trend
AR M" AR M" P M"

1 2 1.0000147138 2 1.0000000034 2 1 2 N4
2 1 2.0000294277 1 2.0000000068 1 2 1 N4
4 2 4.2554897129 2 4.0023440864 2 4.0000056527 2 Ve
5 2 5.2555044268 2 5.0023440898 2  5.0000056527 2 N4
8 1 8.5109794259 1  8.0046881728 1  8.0000113054 1 N4
9 2 10.3479578540 —  9.0351770978 2 9.0003068577 2 v

T 10 2 11.3479725679 —  10.0351771012 2 10.0003068577 2 N4
13 2 14.6034475670 — 13.0375211842 2  13.0003125105 2 N4
16 2 — — 20.3147399877 2 | 16.2105702559 2 V4
17 2 — —  21.3147399911 2 | 17.2105702559 2 N4
18 1 206959157081 1  18.0703541956 1  18.0006137155 1 N4
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Table 6.2: Order of Convergence for the first 11 unique Maxwell eigenvalues
inQ=1[0, 7]> withe=p =1L

b \ex N=1 N=2 N=3

AP ocC b ocC P ocC

1 1.2158542037 — 1.0075223273 — 1.0001366061 —

2 2.4317084074 — 2.0150446547 — 2.0002732123 —

4 — — 4.0528473456 — 4.0528473456 —

5 — — 5.0603696730 — 5.0529839518 —

8 — — 8.1056946913 — 8.1056946913 —

/2 9 — — 13.0423484710 — 9.4801183744 —
10 — — 14.0498707984 — 10.4802549806 —

13 — — 17.0951958167 — 13.5329657201 —

16 — — — 17.0219588519 —

17 — — — 18.0220954580 —

18 — — 26.0846969420 — 18.9602367489 —

1 1.0523868620 2.04 1.0005121405 3.88 1.0000022787 5.91

2 2.1047737240 2.04 2.0010242810 3.88 2.0000045574 5.91

4 4.8634168148 — 4.0300893095 0.81 4.0005464247 6.60

5 5.9158036768 — 5.0306014500 0.98 5.0005487034 6.59

8 9.7268336296 — 8.0601786190 0.81 8.0010928494 6.60

/4 9 12.8430897517 — 9.2997308006 3.75 9.0125456057 5.26
10 13.8954766138 — 10.3002429412 3.75 10.0125478845 5.26

13 17.7065065666 — 13.3298201101 3.63 13.0130920305 5.35

16 — — 16.2113893827 — 16.2113893827 2.27

17 — — 17.2119015233 — 17.2113916615 2.27

18 25.6861795035 — 18.5994616013 3.75 18.0250912115 5.26

1 1.0129160450 2.02 1.0000327660 3.97 1.0000000361 5.98

2 2.0258320901 2.02 2.0000655321 3.97 2.0000000723 5.98

4 4.2095474481 2.04 4.0020485621 3.88 4.0000091149 5.91

5 5.2224634932 2.04 5.0020813282 3.88 5.0000091511 5.91

8 8.4190948963 2.04 8.0040971243 3.88 8.0000182298 5.91

/8 9 10.0802909335 1.83 9.0224868867 3.74 9.0002273446 5.79
10 11.0932069786 1.83 10.0225196528 3.74 10.0002273808 5.79

13 14.2898383817 1.87 13.0245354489 3.75 13.0002364596 5.79

16 19.4536672593 — 16.1203572380 0.81 16.0021856989 6.60

17 20.4665833043 — 17.1203900041 0.82 17.0021857351 6.60

18 20.1605818671 1.83 18.0449737734 3.74 18.0004546893 5.79

1 1.0032168743 2.01 1.0000020602 3.99 1.0000000005 5.99

2 2.0064337487 2.01 2.0000041204 3.99 2.0000000011 5.98

4 4.0516641802 2.02 4.0001310643 3.97 4.0000001447 5.91

5 5.0548810545 2.02 5.0001331245 3.97 5.0000001453 5.91

8 8.1033283604 2.02 8.0002621286 3.97 8.0000002895 5.91

/16 9 9.2631305555 2.04 9.0014782540 3.93 9.0000036848 5.79
10 10.2663474299 2.04 10.0014803142 3.93 10.0000036853 5.79

13 13.3147947357 2.03 13.0016093183 3.93 13.0000038295 5.79

16 16.8381897926 2.04 16.0081942486 3.88 16.0000364597 6.60

17 17.8414066669 2.04 17.0081963088 3.88 17.0000364603 6.60

18 18.5262611110 2.03 18.0029565080 3.93 18.0000073696 5.79
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6.2.2 DouBLY CONNECTED DOMAIN

This section aims to determine if the previously discussed formulation can detect an
actual physical zero eigenvalue which can be verified by testing any geometry with
a hole. The presented problem, from [21], has a domain Q = [0,4]%\ (1,3)? and is
depicted in Figure 6.9 where the geometry has been split into 8 segments which can
be further divided into more elements.

4 T T

Qg 1 Q5 1 Qg

2| | Qy Q7

1 R — — —

QI | 94 | Qg

0 1 2 3 4

Figure 6.9: Double connected domain

In [21], 3 different Maxwell eigensolvers are explored. Two of them are classical
non-conforming approximations while the other is an interior penalty discontinuous
Galerkin method. All solvers are designed around the space Hy(curl; 2) N H (div; Q)
such that the divergence-free conditions of the Maxwell eigenproblem can be tackled.

For the doubly connected domain, the benchmark uses a solver that enforces
the divergence-free constraint through penalizing the divergence term and does so
with meshes that are graded around the re-entrant corners of the geometry. For
geometries where A = 0 is a solution, standard interior penalty methods will gener-
ate several zero eigenvalues among which the true Maxwell eigenvalue zero will be
surrounded by plenty of non-physical zero eigenvalues [21, p. 70]. The method from
the benchmark attempts to correct such behavior.

In Table 6.3, the first five eigenvalues of the Maxwell eigenproblem on the doubly
connected domain are presented. It is noted, however, that A? is not incredibly close
to being zero in the most refined mesh. In fact, it could easily be confused for a
very small non-zero eigenvalue and, to avoid such situation, further mesh refinement
should be applied. Unfortunately, h = /64 was the most refined mesh utilized. On
the bright side, it did eliminate all the spurious zero eigenvalues.
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Table 6.3: First 5 Maxwell eigenvalues in Q = [0,4]2\ (1, 3)? with ¢ = p =1 from [21, Table 5].

Benchmark Eigenvalue Approximations

h
Al b W Vi b
1/ 0.716 0.925 0.925 1.301 2.896
1/a 0.396 0.661 0.661 1.146 2.200
1/8 0.175 0.471 0.471 1.080 1.784
1/16 0.063 0.373 0.373 1.054 1.586
1/32 0.020 0.335 0.335 1.045 1.511
1/64 0.006 0.322 0.322 1.042 1.486
Trend Decreasing Decreasing Decreasing Decreasing Decreasing

In Table 6.4, the first 5 eigenvalues for the Maxwell problem computed with
the formulation (6.3) are shown. Since not all elements have the same length, the
measure h was computed as an average of the lengths of all the elements. The value
h = 1.25 is indicative of using one spectral element in each subdomain €.

Perhaps the most noticeable feature of the aforementioned table is the fact that
the zero eigenvalue is approximated up to machine precision even for N = 2. Even
using 2 spectral elements for each subdomain € paired with the lowest degree
approximation produces A\ = 1x 10715 as an eigenvalue which is completely superior
to the result from the interior penalty method from the benchmark.

Comparing the other eigenvalues leads to a good agreement between both meth-
ods. Since the results from [21] are overestimated, it could be stated that the true
values should be smaller. This is based on the fact that A} is slightly positive instead
of zero and assuming such behavior spreads to the other data. Thus, the results ob-
tained with (6.3) are better than the ones of the benchmark since all \* are slightly
smaller. The fact that the results are more accurate can be attributted to the fact
that the utilized dimensional function spaces satisfy a De Rham sequence.

Table 6.4: First 5 Maxwell eigenvalues in Q = [0,4]?\ (1, 3)2 with ¢ = p = I computed using (6.3).

h Ah_){N:lzl} N =2 N =4 N =38 Trend
K=s AP AP AP
3 x10°1% 3x 10718 -2 x 10715 4% 10718 —
0.316216510716555 2116881028890 5349870315529 091573033414
1.25 0.316216510716575 2116881028896 5349870315529 091573033531
1.041521635153060 475510300464 493602902615 19673068677 7
1.475228532358697 1-+0.5104014151426 1.186727459719769 3996828071681
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Even though the approximation for some of the eigenvalues shows an increasing
tendency, the values are still below the ones from the benchmark. Consider, for
example, A% from Table 6.4 which settles at 1.0415 while the benchmark provides
1.0420. Similar reasoning can be applied to the other non-zero eigenvalues.

In Table 6.5, the rates of convergence for the eigenvalues can be found where
X\ = 0 is omitted since it is always approximated up to an order of £10-'® and only
AL is shown since it is equal to A\?. The number of spectral elements used were 1,
2, 3 and 4 for each € such that the first column in the latter table was obtained.

Similarly to the cases explored in Section 5.3.3 and Section 5.3.4, there is a
sub-optimal convergence rate for the eigenvalues which signals to the fact the eigen-
functions exhibit some sort of singularity. Estimating the behavior of Ey—q is, at
this moment, impossible since its eigenvalue converges for any given N.

For A} and A%, the rates of convergence are below 2 for all the evaluated N while
rates oscillate around 2.5 for A\?. Irregular data was obtained for N = 2 where the
convergence rate for the latter eigenvalue varied tremendously from 1.5 — 4.3 — 0.6
for which no good explanation was found. However, the rest of the data is consistent
and it is clear that the eigenfunctions linked to Ey» are smoother than Ey; and Ej.

In Appendix E, the eigenfunctions for this problem are plotted where it is shown
that A}, A = A2 and A\ are associated to eigenfunctions with highly singular be-
havior. On the other side, the eigenfunction related to )\ff, exhibits non-smoothness
at the re-entrant corners which is not as dramatic as the one from the other eigen-
functions, hence, its higher rate of convergence.

Table 6.5: Order of Convergence for A}, \? and )\g in Q= [0,4]2\ (1, 3)? using e=p=1L

N=14 = = =
W _}{ } N=2 N=3 N=4
k=8 AP oc AP oC AP oC
0.3162165107 21168810 — 46037409 — 53498703 —
1.250  1.0415216351 4755103  — 8452015 — 4736020
1.4752285323  140.51040141 — 621842886 — 667274597 —
Ab 45369392 1.29 55732529 1.33 59093612  1.50
0.6250 AB 6548699  1.53 4798102  2.95 088575 1.91
)\g 637827891 1.62 693334465 1.15 23941499 1.58
AB 52495820  1.36 58597608  1.45 0548967 1.58
0.4166 AB 4986015  4.33 046246  2.22 173205 2.68
Ab 671787527  0.87 19510114 1.45 37449099  1.60
AB 55698637  1.40 59865588  1.53 1194308 1.77
0.3125 AB 4942612 0.60 135147 2.57 197026  2.79

)\g 695532952  1.21 31149266 1.52 43422789 1.79
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6.2.3 PIECEWISE CONSTANT PERMITTIVITY

In this section, a problem described in [29] is discussed. The domain is given by
Q) = [-1,1]? where two different materials are utilized in a check pattern as shown
in Figure 6.10. For €1 and €4, the permittivity is given by €; = I while for 2 and
23 the value €3 = 0.011 is utilized. B

Figure 6.10: Domain Q = [-1, 1]? split into 4 subdomains and two different materials.

For this problem, the system to solve is constructed as LHSx = RHS where

LHS = diag(LHSq,, - ,LHSq,) and RHS = diag(RHSq,, - ,RHSq,). In the latter
constructions, both LHSq, and RHSq, follow the definitions established in (6.3).
Finally, the vector z = [N§ (") N (") --- N}, (") NG, (ph)]T contains the

degrees of freedom. Since some unknowns in z are shared between elements, a
Gathering Matriz is utilized to glue all the components together and, after applying
the boundary conditions, the system LHS Z = RHS is obtained.

From the benchmark [29], for the first 10 eigenvalues it is indicated the number of
digits which are expected to be correct. The latter was done by successively refining
the approximation and verifying the number of digits that remained unchanged after
each refinement. The best approximations given by the benchmark were obtained
with polynomials of degree 10 and a mesh refined near the center consisting of 10
layers with ratio four. However, even with such discretization the number of correct
digits for A} and \? was estimated to be 3 while for all the other A" this value
was above ten. The latter might be already an indication that the eigenfunctions
for those eigenvalues are highly singular. In fact, in Appendix F such plots are
presented where it can be clearly observed that both E3 and E; exhibit a strong
singularity at the origin.
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In Table 6.6, the order of convergence for selected eigenvalues is shown. The
number of spectral elements used per subdomain can be calculated as 1/n* meaning
that the lowest approximation used one element in €2, while the best one utilized
64. Perhaps, the most significant result is just how slow the convergence is for A}
when compared to the other well-behaved eigenvalues A\F, A\? and A} which achieve
their optimal rates of convergence.

As a additional comment, the eigenvalues associated to highly singular eigen-
functions (i.e., A} and AZ) are being approached from below while the rest of them
are being approached from above.

Table 6.6: Maxwell eigenvalues in Q = [-1, 1] with piecewise constant permittivity.
N =2 N =
h A Ref.[29] 3
AP OoC AP ocC

4.8931933248
15.5369816531
24.4874560134
44.4352169342

+0.92927625 —

7.2715751619
33.8811148480
65.5359892288

8081893 —

7.3926138597
25.6535605710
46.7909978279

)\}1‘ 56176593 3.90 2010168 6.32
1 )\g‘ 7.4495434032 0.03 8.4211962203 5.31
)\’g +5.2174105 3.69 +7.8155503 1.80
)\g +5.8969861 3.85 +0.50142623 5.15
)\ib 3460602 3.99 2722 7.19
s )\g 8.4632698809 0.20 9.3538944194 0.21
)\g‘ +0.5416728 3.75 9904721 5.78
)\g‘ +0.5474212 3.70 63812680 5.83
)\{” 2027638 4.02 118 2.01
s )\g 9.3917671869 0.21 10.1894832623 0.22
)\? 910132882 3.93 644786 5.98
)\g 426041814 3.92 357857 5.95

Back in Section 6.2.2, for the doubly connected domain, the lower rates of con-
vergence of the eigenvalues were attributed to the geometry not being nice enough
even when the whole domain was constituted by a single material. For the present
case, however, the geometry is beyond simple as well as the permittivity tensors but
the distribution of materials within the domain causes the singularities for some of
the eigenfunctions. This is a clear example that even isotropic material properties
on a simple geometry can lead to singular solutions depending on the distribution
of the materials.
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6.3 ANISOTROPIC PERMITTIVITY TENSOR

The final benchmarks are done for anisotropic permittivity tensors €. For the 2D
problems considered in this section, the notation of [53] is followed in which the
relative permittivity and permeability tensors are defined as,

m 0 Hort 0
0 €rz ’ 0 Hrz

where both €,; and p,; are 2 x 2 tensors describing the in-plane relative permittivity

Ien
=

and permeability, respectively, with the scalars representing the zz components of
each material property. Thus, the 2D Maxwell eigenproblem for E would read,

Vx(,u;iVxE) = wQegE in Q
V- (ewE) = 0 in Q
nxE =0 in 0Q

The upcoming sections will utilize second order positive tensors ¢,; paired with
the scalar p,, = 1. For the formulation expressed in (6.3), the latter means that
Mfi reduces to the regular M(®) used in previous chapters while Mél) remains as

gerzleral as it was. Evaluating such matrix for a full 2 x 2 tensor is shown below:

M= frersvman= [ [2][3 e

Y

70 1 1 a(v) el e (wl) vl
L[ ] [ e e [ [l e g

al o (%) ¥, ¥, ol e(v)) vl oea(v)) v,
where the index in the basis functions indicates the spatial component in which
nodal expansions are used as shown in (3.14). Additionally, it can be observed that

whenever the off-diagonal terms of the tensor are equal to zero, the mass matrix
reduces to the regular one used throughout Chapter 4 and Chapter 5.

6.3.1 SQUARE DOMAIN

The present problem is taken from [53, Section 4.1] where a domain Q = [0, 7]? is
analyzed along with a permittivity tensor ¢, = [$3] and p,, = 1 using first order
edge-based vector elements on a mesh created by triangles. The approximations
of the benchmark are shown in Table 6.7 where h is indicative of the longest edge
within the tessellation. The best approximations are highlighted in blue.
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Table 6.7: First 5 Maxwell eigenvalues in Q = [0, 7]? with e,y = [% %] , prz = 1 from [53, Table 3].

Benchmark Eigenvalue Approximations

h
\t X \: z; X

V2r /8 0.360110 0.851986 0.901434 1.935574 2.205845
Ver/i6 0.361843 0.879173 0.892018 1.907659 2.354616
V2 /32 0.362324 0.886427 0.889671 1.901324 2.397779
V2r f64 0.362450 0.888271 0.889084 1.899822 2.409096
V2r /128 0.362483 0.888734 0.888938 1.899455 2.411969
Trend Increasing Increasing Decreasing Decreasing Increasing

The results obtained with the mimetic spectral formulation (6.3) are shown in
Table 6.8 and Table 6.9. The rates of convergence for the first 5 eigenvalues show
optimal speeds equal to 2N which is already expresses that the associated eigen-
functions are smooth within 2. Such eigenfunctions are shown in Appendix G.

Table 6.8: Order of Convergence for the first 5 Maxwell eigenvalues in Q = [0, 7]?

using €,¢ = [% %] and prz = 1.

h /\h_>{N=20} N=1 N =2 N =141
K=a 2B oc AR ocC AR oC
0.3624937135  0.4421288013  — 7564111 — 796541  —
. 0.8888888888  0.9726833629  —  0.9016309905 953998
2 (.8888888888  1.2158542037  —  0.9021334277  — 977872 —
1.8993341127 - — 140.97045007  — 4657582  —
2.4129318259 - — 64548547  — 30413740  —
)\? 801768523 2.17 712013 3.54 19355 2.98
x Ab 0.9194178460  1.46 97468741  3.89 953998  7.72
4 Al 0.9662498371  2.08 99006774  3.70 977872 8.00
Al 2.3296911976  —  140.90905864  2.87 4657582  3.55
Al 10.82846091  — 287541101 2.17 30413740  1.90
Ab 67591504  2.05 863555  1.61 4922 3.01
- /\g 970492724 1.90 9441901 3.96 9197 7.95
8 Al 0.9077920246  2.03 9556770  3.93 9236 8.00
Ah 10.99783202  2.13 9615077  3.95 6562 7.92
)\Q +0.52264730 1.92 39349932 3.98 22508 8.01
Ab 43734716 2.02 10639  2.52 44 7.86
N Ab 925578348 1.97 998789  3.99 8.55
12 /\g 972519612 2.01 9021934 3.98 9.07
Al 10.94233508  2.04 4517896  4.13 339 7.99

/\}5L 618023772  1.99 31120250  4.23 426 7.98
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Table 6.9: First 5 Maxwell eigenvalues in Q = [0, 7]%: er¢

Il
—
=
o=
-
=
3
N
Il
—

L Ahﬁ{N:zo} N=2 N =14 N =28 Trend
K=4 AR AR AR
0.362493713534222 756411108870 79654178890 406420269
0.888888888888976  0.901630990523142 95399835800 04
/> | 0.888888888890293 0.902133427739300 97787263535 88908
1.899334112725240 1+0.9704500737540 465758293698 1885960170
2.412931825959713 6454854719386 3041374054393 25952684026

The most accurate results from the benchmark and the mimetic spectral method
are highlighted in blue in Table 6.8 and Table 6.9, respectively. In fact, the results
from both methods are in very good agreement as detailed below:

« For )\{L, the benchmark estimates 0.362483 with an increasing trend, thus, it
is a lower bound. The MSEM gives 0.362493 which is above the latter value.

o For A}, the benchmark acts as a lower bound since the eigenvalue 0.888734
tends to increase. The MSEM gives 0.888888 which is above such bound.

o For \! a decreasing tendency is detailed by the benchmark from a value of
0.888938. The MSEM stays below this upper bound at 0.888888.

« For M}, the value 1.899455 has a decreasing tendency which is consistent with
the MSEM approximation of 1.899334.

« For A\!, the benchmark expects 2.411969 to increase which is congruent with
the MSEM approximation of 2.412931.

Had the formulation (6.3) not been utilized and only the curl-curl equation been
considered, plenty of unwanted zero eigenvalues would have polluted the spectra.
Whenever a solution wants to be deemed as physical or non-physical, the term V-D
has to be computed. Accepting a solution as physical, requires such term to vanish
in €2, otherwise, it has to be catalogued as spurious.

Within the MSEM framework, verifying V - D would be done as follows. In
Figure 2.7 is shown that both fields D and E belong to edges but on different
grids. By recalling the concepts from Section 3.3.3, the degrees of freedom for D

are written as N'}(ph) = Mél)/\/’ L(g"). The divergence requires surface degrees of
. 1,0

g grad
for 2D volumes W2(x). All pieces put together allow to interpolate V - D in .

freedom for which the transpose of E is used along with the appropriate basis

Due to the formulation being utilized in this section, there is no need to check the
veracity of the eigenvalues. However, it will be shown how non-physical solutions
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fail to satisfy V- D = 0. In Figure 6.12a, the function Eyx_q(x) clearly violates
the constraint. On the other hand, true solutions satisfy it pointwise as shown in
Figure 6.12b through Figure 6.12f. The plots were obtained with K, = K, =1
and N = 8 but identical behavior is achieved with lower degree polynomials. This
procedure allows to manually find solutions E € Hy(curl; ) and D € H(div; Q)
when formulations neglecting the divergence constraint are opted for.

A byproduct of the formulation (6.3) is the so-called Lagrange Multiplier p which
has no physical significance but is shown for completeness in Figure 6.11.

(a) Lagrange Multiplier p for A® (b) Lagrange Multiplier p for )\g

Figure 6.11: Lagrange Multiplier computed as p" = ¥9(z)NC(p") using N =8, Ky = 1, K, = 1.

The effect of the off-diagonal terms of €4 on A is shown in Table 6.10 where
the eigenvalues with M > 1 in the isotropic case have now split. For the current
problem, A} and )\’3’ seem to merge, however, in Table 6.8 the MSEM shows that
they are different even when sharing several decimals. Addit<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>