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Summary

From 2014 to 2017, Van Oord executed multiple Subsea Rock Installation (SRI) projects at two different lo-
cations in the vicinity of the Shetland Islands, situated north of the United Kingdom in the Atlantic Ocean.
These projects have a duration of multiple weeks or months, in which rocks are placed on top of pipelines
by flexible fallpipe vessels. The fallpipe consists of a sequence of steel and synthetic buckets and a Remotely
Operated Vehicle (ROV), which contains measuring devices, is located at the end. During the installation
activities around the Shetland Islands, the vessels of Van Oord are exposed to all kinds of weather and flow
conditions. Under certain conditions, the fallpipe and the ROV cannot hold their dynamic position above the
pipeline without risking a pop-out of one of the buckets. This leads to an undesirable and expensive inter-
ruption of the activities, as the day rate of an SRI vessel is high.

The interruptions of activities are hypothesised to be the result of the prevailing hydrodynamic conditions,
because the SRI vessels only experience this behaviour west of the Shetland Islands. This research can be
considered as a detective story, in which all available resources are deployed to solve the whodunnit. In other
words, which phenomena or processes are responsible for the interruption of the installation activities. The
following four types of data are used:

• Hydrodynamic data of four full years from the 3D Dutch Continental Shelf Model (3D DCSM-FM) by
Zijl et al. (2016), which is the most suitable available model;

• Daily Progress Reports (DPR) indicating the begin and end times of the 55 non-working intervals re-
ported on the vessels during five different projects;

• Data from the Automatic Identification System (AIS), which stores the positional data of a vessel;

• Data of the sensors located on the ROV of an SRI vessel, which consists of 25 Hz time series downsam-
pled to one minute.

The data from the different sources is combined into overview plots, to be able to identify possible patterns.
This is done for ten tracks, consisting of a subsequent number of days that a vessel was working on a project
around the Shetland Islands. An example of a part of such an overview plot is depicted in Figure 1.

Figure 1: Part of an overview plot for the period ranging from 28-07-2016 to 03-08-2016. On the left, a map of the area around the
Shetland Islands is presented, including project Location 1 and 2. The blue track represents the sailed path of the SRI vessel. On the

right side a graph is plotted, which contains the magnitude and orientation (yaw) of both the ROV and the flow velocity [m/s]. The red
and green vertical lines represent the working and non-working intervals of the vessel.

Based on the analysis of all the full-scale overview plots, two major conclusions can be drawn regarding Lo-
cation 2. First, in case the tidal flow is oriented to the east or east-northeast in the bottom part of the water
column at Location 2, it is highly likely that the working activities are interrupted. This conclusion follows
from a flow rose of the dataset. The rose indicates that tidal flow to the east results in non-working conditions
in 100% of the cases, whereas tidal flow oriented to the east-northeast has a probability of 88%. Secondly, for
values of the turbulent vertical eddy viscosity in the bottom part of the water column higher than 10−2 m2/s,
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iv Summary

the chance on non-working conditions at Location 2 increases significantly. The probability increases from
12% for a value of 0.01 m2/s, to 39% for a value of 0.0146 m2/s and 82% for a value of 0.028 m2/s. A similar
percentual distribution yields for the turbulent kinetic energy and the turbulent energy dissipation.

As the tide seems to play a significant role in the area around the Shetland Islands, a Fast Fourier Transform
(FFT) is performed in order to quantify the characteristics. With the FFT the main tidal frequencies are fil-
tered from the original flow velocity signal and the remaining frequencies in the signal are determined. In
this case, the filtered tidal signal explains 80% of the variance, whereas the value for the residual signal is
20%. However, the amplitude of the residual flow velocity signal still has approximately the same value as the
original signal. As the major part of the energy in the residual spectrum is centred around a frequency of 1.7
cycles per day (cpd) it can be assumed that this frequency dominates the residual movement. This is most
likely caused by the presence of inertial waves, which have a frequency of 1.72 cpd in the area of the Shetland
Islands. Nevertheless, the residual flow velocity signal is relatively constant in time, so no correlation with the
working or non-working intervals can be identified.

An additional analysis of the behaviour of the ROV during working and non-working intervals is performed
based on the logged sensor signals of the SRI vessels. This analysis indicates that the average distance be-
tween the ROV and the moonpool, which is the launching platform of the ROV, is similar for working and
non-working intervals. Moreover, the maximum deviation of the ROV is larger for working intervals. During
working intervals, the distance between the moonpool and the pipeline is approximately twice the distance
between the ROV and the pipeline. For the non-working intervals, the deviation of the ROV is two-thirds of
the deviation of the moonpool.

Furthermore, scatter plots of the turbulent vertical eddy viscosity and both the roll and the pitch of the ROV
indicate that a high value of the pitch or roll (2°-3°) does not immediately lead to an interruption of the work-
ing activities. Therefore, it is assumed that both the roll and the pitch of the ROV are not singularly responsible
for the downtime of the SRI vessel. For the other variables, such as the velocity and the horizontal power, no
clear correlation between the behaviour over time and the presence of a working or a non-working interval is
found.

From all types of analysis performed in this study, it can be concluded that, in general, no unambiguous
pattern or correlation between the prevailing conditions in the ocean and an interruption of the activities
has been found. This might be due to the interpolation applied to the output of the 3D DCSM-FM or the
fact that certain processes, such as internal tide or waves, are not specifically included in this hydrodynamic
model. Also, only ten of the tracks are considered suitable for this analysis, whereas 25 tracks are available.
By disregarding the remaining fifteen tracks, possible patterns or correlations can be overlooked. However,
an alternative hypothesis is that the problems are caused by a combination of the hydrodynamic conditions
and the characteristics of the SRI vessel and the fallpipe in particular. For example, the eigenfrequency of
the fallpipe can be relevant, as oscillations might be induced by the (short) appearance of a hydrodynamic
phenomenon.

For further research into this topic, a few things are recommended. First, one could analyse the variation of
the magnitude and direction of the flow over the water column by means of a theoretical dynamic Ekman
layer model. This will provide more insight in the shear and veering patterns in the water column. The
second recommendation regards an in-depth analysis of the characteristics and the behaviour of the fallpipe
structure, by studying the eigenfrequencies, as oscillations might be induced by the (short) appearance of a
hydrodynamic phenomenon. Lastly, Van Oord can consider to change the working method of the SRI vessels.
Instead of working in one direction covering a pipeline section, the vessel adapts the working direction to
the orientation of the tidal flow. In this way, each six hours the vessel changes direction, resulting in less
downtime.
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Chapter 1
Introduction

This chapter provides an introduction to the performed study into the oceanic hydrodynamic phenomena
around the Shetlands Islands where Subsea Rock Installation (SRI) activities take place on a regular basis.
Firstly, background information on the topic of Subsea Rock Installation in general is given, together with
specific characteristics of the Van Oord vessels and projects executed by the company. After that, in Section
1.2, the research objective and research questions are posed, followed by the methodology of the research
(Section 1.3) and an outline of the report, in Section 1.4.

1.1. Background information
As long as people live, rock is used to build and construct different aspects of structures, such as a bed protec-
tion of dikes or scour holes. The method used for the construction of bed protections is called stone dumping
and takes place above water or in shallow water. This is realised by means of a side stone dumping vessel,
which has a flat deck for the storage of the stones, and a limited placing accuracy (IADC, 2012). During the
past couple of decades, a new type of stone dumping, called Subsea Rock Installation, evolved. This was a
natural evolution as more and more activities take place in deeper water, around explored gas and oil fields.
To be able to work at greater depths, where rocks are placed on top of pipelines or as a foundation of offshore
structures, a larger placement accuracy is required (IADC, 2012). This is realised by the design and construc-
tion of a fallpipe at the bottom of the vessels, see Figure 1.1. The figure illustrates how an SRI vessel of Van
Oord Dredging and Marine Contractors covers a pipeline at the bottom of the ocean.

At the lower end of the fallpipe, a so-called Remotely Operated Vehicle (ROV) is attached, which is equipped
with devices that determine the position of the ROV in relation to the pipeline, for example. However, the
speed and location of the ROV depend on the position and pace of the vessel, as the ROV cannot move inde-
pendently. In the first designs, the fallpipe was rigid as a whole, but nowadays flexible fallpipes are available
for SRI vessels. A cross section of the flexible fallpipe, which is connected to the vessels owned by Van Oord,
is depicted in Figure 1.2. The ‘pipe’ consists of a sequence of buckets, which are made of synthetic material
or steel and have a length of approximately two meters (Van Oord, 2015). More details regarding the charac-
teristics of the SRI vessels owned by Van Oord can be found in Appendix A.
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2 1. Introduction

Figure 1.1: Van Oord’s SRI vessel Nordnes covers a
pipeline (Van Oord, 2016).

Figure 1.2: Cross section of the composition of the
flexible fallpipe system, adapted from Ravelli (2012).

Figure not drawn to scale.

A significant part of the SRI activities take place in the vicinity of gas and oil fields, as pipelines and cables are
an essential part of the transport of these fossil fuels. At the west side of the Shetland Islands, multiple fields
are located that form an important fuel source for the United Kingdom these days, see Figure 1.3. According
to Kinect (2017), the two newest gas fields (Edradour and Glenlivet) will provide approximately 1.9 million
barrels of gas and oil equivalent in 2018. The fuels from the subsea wells are transported to the mainland of
the United Kingdom via the Shetland Gas Plant, see Figure 1.3.

Figure 1.3: Overview of the gas and oil fields (Tormore, Laggan, Edradour, Glenlivet and BP Quad) around the Shetland Islands and their
connection to the mainland, adapted from (Kinect, 2017).

During activities around the gas and oil fields west of the Shetland Islands, the SRI vessels are exposed to
all kinds of weather and flow conditions. Both the weather and the flow conditions in the ocean are closely
watched to prevent accidents with the equipment or personnel. Sometimes the conditions are unfavourable
and the work has to be interrupted for a certain (short) period. Such an interruption can be caused by a strong
flow near the bed, for example. This flow negatively influences the working conditions, as the fallpipe and
the ROV cannot hold their dynamic position without risking a pop-out of one of the buckets. An exaggerated
example of the different conditions is depicted in Figure 1.4, in which a distinction is made between the ‘nor-
mal’ and ‘adverse’ conditions.
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Under normal conditions, the vertical distance between the ROV and the pipeline is approximately equal
to five meters. This distance is chosen to prevent the ROV from bouncing into the bed. For average flow
velocities the length of the fallpipe can be adjusted in order to remain the same vertical space between the
ROV and the pipeline. However, as the flow gets stronger, it is more difficult to keep the ROV at its correct
dynamic position. In practice, the following yields as a rule of thumb: the horizontal distance between the
ROV and the pipeline should not be larger than 10% of the water depth. If the distance exceeds this value, the
activities should be interrupted and one should wait for calmer conditions to resume the installation of the
rocks. Recently, the 10% horizontal deviation rule has been incorporated in the automatic operating system
of the ROV and the operator receives an automatic warning in case this fixed distance is exceeded. Appendix
B contains graphs of the theoretical deviation of the ROV for different depth and flow velocity combinations,
based on a simplified relation between the forces exerted on an SRI vessel.

(a) ‘Normal’ conditions (b) ‘Adverse’ conditions

Figure 1.4: Schematic overview of the conditions ((a) ‘normal’ and (b) ‘adverse’) that can occur during the activities of the SRI vessels, in
this case the Stornes. u is the flow velocity (ub > ua) and h represents the water depth. Figure not drawn to scale.

The fallpipe vessels of Van Oord performed SRI activities around the Shetland Islands in 2014, 2015, 2016
and 2017 for five different projects (Solan, BP Quad, Edradour, Laggan and BP West). During two of the five
projects, adverse flow conditions occurred, which caused a significant disruption of the activities. The other
major cause of delays during these projects is a bad weather condition. The percentual contribution of both
aspects is visualised in Figure 1.5. In these charts, the dark blue parts indicate activities, such as loading,
sailing to the project site or quarry, working, survey checking or a change of the crew.

Flow

6%

Weather 8%

Other
86%

BP Quad

(a) BP Quad

Flow

2%
Weather

2%

Other

96%

Edradour

(b) Edradour

Figure 1.5: Charts that depicts the percentual contributions of the delay due to adverse flow conditions or bad weather conditions
during (a) the BP Quad project and (b) the Edradour project, both executed by Van Oord. The location of these projects is depicted in

Figure 1.3.
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Figure 1.5 shows that for both the BP Quad and the Edradour project, the activities were interrupted due to
adverse flow conditions for 6% and 2% of the total amount of elapsed working hours. These percentages are
significant and caused a loss of several 100 ke for each project.

In 2016, Les and Laukens predicted the magnitude of the flow for a specific project of Van Oord by means of
a large scale ocean model. The details of this study are described in Chapter 2. The average predicted flow
velocity was 0.15 m/s, which is theoretically below the workable limit of the vessels of Van Oord. However,
during the project it turned out that the magnitude of the flow was significantly larger and therefore these
predictions were not considered to be useful for Van Oord. This discrepancy was the reason to start this
research.

1.2. Research objective and research questions
In the future, Van Oord wants to continue her SRI activities in the area around the Shetland Islands. Ideally,
Van Oord wants to be able to prevent unforeseen downtime due to unfavourable metocean conditions. This
requires more insight in the prevailing hydrodynamic conditions in the Shetland area, as at this moment
these conditions are the assigned cause of the downtime. Therefore the following research objective for this
study is formulated:

Understanding of the oceanic hydrodynamic processes in the North Atlantic Ocean west of the Shetland
Islands.

To be able to achieve this objective a main research question and four sub-questions are posed below. The
sub-questions are specific and contribute to the more general main question.

Main question
What are the characteristics of the oceanic hydrodynamic processes around the Shetland Islands that affect the

workability of the SRI vessels?

Sub-questions
• What are the important hydrodynamic processes in the area around the Shetland Islands, that might

contribute to the presence of non-working intervals?

• Which available hydrodynamic model is the most suitable for the representation of the oceanic condi-
tions around the Shetland Islands?

• Which patterns, in relation to the non-working intervals, can be identified in the model output of the
hydrodynamic model?

• Which patterns, in relation to the non-working intervals, can be identified in the historical logged data
of the SRI vessels?

1.3. Methodology
The steps listed below are taken to answer the main research question and the sub-questions.

• The hydrodynamic processes that might contribute to the non-working conditions are identified based
on literature research.

• The most suitable hydrodynamic model is selected from a broad range of available global and regional
models. This model is used as a source of hydrodynamic data around the Shetland Islands.

• The hydrodynamic data is analysed and compared to identify possible patterns in depth, location,
strength and direction and correlations with other variables.

• The available data from the SRI vessels of Van Oord is analysed to get more insight into the conditions
during working and non-working intervals.

• The contributions of the hydrodynamic processes is explained based on the analysis of the hydrody-
namic data and the SRI vessel data.
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1.4. Outline of the report
Figure 1.6 provides an overview of the outline of this report. The problem description and the research set-up
are discussed above, whereas in Chapter 2 a review of the relevant literature is given. Subsequently, in Chapter
3, the output from the hydrodynamic model is validated. Chapter 4 describes the method of combining
the different data types for the identification of patterns and poses a couple of conclusions and hypotheses.
Chapters 5 and 6 contain short analyses which assess these hypotheses. A discussion on certain aspects of
this research is included in Chapter 7. Finally, the conclusions and recommendations for further research are
posed in Chapter 8. The appendices (A, B, C, D, E, F and G) are attached behind the bibliography and contain
background information and additional plots and figures.

Figure 1.6: Outline of the report of this study.



Chapter 2
Review of literature and previous studies

As the cause of the interruption of the working activities of the SRI vessels around the Shetland Islands is still
unknown, the main goal of the literature study is to investigate the potentially relevant processes. Therefore,
this chapter contains information regarding different hydrodynamic phenomena, such as tides, large-scale
ocean flows, internal and external waves and local flow patterns. It is self-evident that the information de-
scribed is all applicable to the situation around the Shetland Islands. The landscape and environment at the
mainland of the Shetland Islands are not considered to be relevant for this study.

Before the hydrodynamic processes are explained, two more general topics are discussed. Section 2.1 elab-
orates on the characteristic aspects of the North Sea. The Shetland Islands are located on the continental
shelf approximately 125 kilometers from the continental slope, this topography might have an influence on
the flow conditions in that area. Therefore, the characteristics of the shelf edge and its surroundings are de-
scribed in Section 2.2. The order of discussion of the hydrodynamic processes listed above, is determined
based on the scale of the phenomenon. First, the large-scale phenomena (ocean flows and tides) are de-
scribed in Section 2.3 and after that, in Section 2.4, the small-scale aspects (waves and local flow patterns)
are examined. The last section of this chapter summarises the previous performed studies into the hydrody-
namic conditions around the Shetland Islands.

2.1. North Sea characteristics
The North Sea is a shallow sea, situated on the Northwest European shelf, that is part of the North Atlanctic
Ocean. This body of water has a length of approximately 500 kilometers in the east-west direction and about
900 kilometers in the north-south direction (Quante and Colijn, 2016). The area of the North Sea roughly
stretches from 5°W to 10°E and from 50°N to 62°N and is surrounded by Norway, Denmark, Germany, the
Netherlands, Belgium and the United Kingdom. The average depth in the sea is 100 meters and the deepest
point, which has a depth of 700 meters, is located in the Skagerrak, which is part of the Norwegian Trench
(Rodhe et al., 2004). A complete depth profile of the North Sea is depicted in Figure 2.1.

In this figure the Norwegian Trench can be identified on the left and next to the Fair Isles Channel, another
deep area can be observed. The latter area represents the transition from the continental shelf via the conti-
nental slope to the Atlantic Ocean and will be described in more detail in Section 2.2. In one year the entire
basin of the North Sea flushes, which means that the water, that is in the area at this moment, is replaced by
‘new’ water from outside the domain of the sea. This water originates from the North Atlantic Ocean and the
rivers that discharge into the North Sea (Quante and Colijn, 2016). According to Rodhe et al. (2004), there
are three ways for the ocean water to enter the North Sea basin: via the Norwegian Trench, just to the east of
the Shetland Islands and through the gap between the Shetland Islands and the Orkneys called the Fair Isle
Channel, see Figure 2.1.
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Figure 2.1: Bathymetry of the North Sea, adapted from Quante and Colijn (2016).

The two types of inflow (salt and fresh), in combination with the depth profile and tide in the North Sea, result
in the presence of different physical processes (Rodhe et al., 2004). These processes are depicted in Figure 2.2.
This figure gives a general overview of the three regions that can be identified based on the physical processes
that occur in that specific area.

1. A deep, narrow trench where a baroclinic coastal current is prevailing;

2. A shallow part in the middle with seasonal stratification;

3. A part where the tide dominates.

The Shetland Islands are located in the second area, but their exact location is not incorporated in Figure 2.2.
The specific details of all the phenomena in the different areas are described in Sections 2.3 and 2.4. However,
the existence of these physical processes results in a spatial fluctuation of variables such as, temperature,
salinity and wind. An overview of the mean values of the relevant variables is given in Table 2.1. In this table,
a distinction is made between the North Sea in general and the area around the Shetland Islands.

Figure 2.2: Overview of the physical processes that take place in the
North Sea and their associated regions numbered from 1 to 3,

adapted from Rodhe et al. (2004).

Table 2.1: Summary of the overall North Sea properties and their
value around the Shetland Islands, based on Quante and Colijn

(2016) and Rodhe et al. (2004).

Property Unit
North Sea Shetland

overall Islands
Salinity PSU 32-35 35
Sea Surface

°C 9.5-11.0 9.5
Temperature
Wind m/s 7.0-10.5 9.0
Geostrophic

m/s 10.0-11.5 11.5
wind
Air temperature °C 7 8
Air pressure hPa 1008-1016 1008

The values in the table vary over the year due to different weather conditions, such as a fluctuating wind
climate. Especially the sea surface temperature differs a lot in summer and winter: from north to south
the temperature variation ranges with 3 to 7°C in the North Sea (Quante and Colijn, 2016). This variation,
amongst other aspects, causes the presence of a seasonal thermocline of approximately 50 meters in the
northern part of the North Sea. In the southern part of the sea, the depth profile remains more or less constant
throughout the year.
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2.2. The continental slope and shelf
As mentioned in the introduction of this chapter, the Shetland Islands are located on the continental shelf,
which is situated on the Eurasian tectonic plate. The distance from the island group to the continental slope
in the north west is approximately 125 kilometers, see Figure 2.3. Figure 2.4 depicts a general overview of
the different parts of the underwater landscape in the ocean, including the continental shelf and slope. The
situation in this figure is not identical to the situation around the Shetland Islands, although the structure of
the different parts in relation to each other, is the same.

Figure 2.3: Location of the Shetland Islands on the continental shelf
and the distance to the continental slope, adapted from

Broadbridge and Toumi (2015).
Figure 2.4: Overview of the different parts of the underwater

landscape, adapted from Willis (2016).

According to Blaas and de Swart (2002), the typical difference in height between the continental shelf and
the ocean floor (abyssal plain in Figure 2.4) on the European continental shelf is 3,800 meters over a stretch
of 10,000 meters. The slope between these two levels is then equal to 38%, which is quite significant. The
continental slope located closely to the Shetland Islands has a slightly smaller slope, as the vertical differ-
ence in height between the continental shelf and the ocean floor is smaller. The presence of a steep slope is
accompanied by certain local flow patterns which are described in Section 2.4.

2.3. Large-scale hydrodynamic processes
This section describes the large-scale hydrodynamic processes in the surrounding area of the Shetland Is-
lands. First the ocean gyres are discussed, followed by the tides and swell waves.

2.3.1. Ocean gyres
The global flow patterns, called gyres, which can be identified in the oceans on Earth exist because of two driv-
ing mechanisms: wind and sea water density. Both mechanisms interact with each other and are explained
below, starting with the behaviour of the wind. The wind dominates the surface currents as the patterns, in
which these gyres propagate, are similar to the global patterns of the wind. These global wind patterns can
be explained by the existence of the Hadley Circulation (Pietrzak, 2014). This circulation is based on the vary-
ing amount of solar insolation on Earth. Areas close to the equator receive a relatively large amount of solar
energy compared to the areas located at higher latitudes. This results in an upward flow of air around the
equator, which is subsequently directed to the poles, where it cools down and returns to the equator com-
pleting the circle. According to Pietrzak (2014), in total six of those convection cells are observable on Earth,
divided over two hemispheres: the Hadley cell, the Ferrel cell and the Polar cell, see Figure 2.5. The global
winds originally have the same direction as the bottom parts of these cells, but these winds are deflected to
the right or left by Coriolis, depending on the location on Earth. The surface flows in the ocean basins follow
the deflected direction of the winds, see Figure 2.6.



2.3. Large-scale hydrodynamic processes 9

Figure 2.5: Schematic overview of the three
convection cells: the Polar Cell, the Ferrel Cell and the

Hadley Cell, adapted from Pietrzak (2014).

Figure 2.6: Main ocean surface gyres based on wind patterns (Pietrzak, 2014).

The second phenomenon that induces large-scale ocean gyres is the variation of the sea water density. The
density varies with latitude and also with depth, as deep water from the poles is colder than surface water
from the Mediterranean Sea, for example. However, the salinity of the latter water mass is much higher than
the salinity of water originating from the north, resulting in water masses with different densities. A natu-
ral consequence of density differences is a pressure gradient, which causes baroclinic flows (Pietrzak, 2014).
These flows are components of the thermohaline circulation, which is a contraction of the words thermo
(temperature) and haline (salinity). In fact, this means that a volume of water with a high salinity (low tem-
perature) flows under water mass with a low salinity (high temperature). A common name for the interaction
of all these flows is the ‘ocean conveyor belt’ (Pietrzak, 2014). A small part of this belt is depicted in Figure
2.7a and an enlargement of the area around the Shetland Islands is presented in Figure 2.7b. The gyres that
can be observed in this image are described in more detail in the next paragraph.

(a) Norwegian Sea (b) Around the Shetland Islands

Figure 2.7: Overview of the ocean gyres (a) in the Norwegian Sea and (b) in the nearby surroundings of the Shetland Islands, adapted
from Mork and Skagseth (2010).

Gyres around the Shetlands
The two currents that are noticeable in the surroundings of the Shetland Islands are the Norwegian Atlantic
Current (NAC) and the Faroe Bank Channel Overflow (FBCO), see Figure 2.8, where the blue lines represent
the FBCO. Both flows contribute to the North Atlantic Oscillation, which is part of the thermohaline circu-
lation. However, the currents have an opposing flow direction and different characteristics, which are sum-
marised in Table 2.2. The FBCO current is one of the three branches of the Iceland Scotland Overflow Water
(ISOW) and the properties listed in the table are in line with the values described by Zou et al. (2017).
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Figure 2.8: Detailed overview of the patterns of the gyres around the
Shetland Islands, adapted from Berx et al. (2013). The meaning of

the abbreviations is as follows: NAC: North Atlantic Current, MNAC:
Modified North Atlantic Current, NSDWC: Norwegian Sea Deep

Water Current, MEIC: Modified East Icelandic Current and NSAIC:
Norwegian Sea Arctic Intermediate Current.

Table 2.2: Summary of the characteristics of the gyres around the
Shetland Islands (NAC and FBCO), based on Mork and Skagseth
(2010), Andersson et al. (2011) and Hansen and Østerhus (2007).

Characteristic Unit NAC FBCO

Volume flux Sv 5.1 ± 0.3 2.1 ± 0.3
Flux variability % 20 10
Temperature °C 7.1 3.0
Salinity PSU 35.2 27.9
Density kg/m3 27.8 35

2.3.2. North Sea tide
The general aspects of the tide, described in Appendix C, in combination with a specific geographic location
result in a unique tidal climate. Each climate has its own tidal range and tidal constituents, for example.
The North Sea basin has a specific geometry inducing resonance in the semi-diurnal spectral range (Quante
and Colijn, 2016). Two dominant tidal components are the M2 and the S2 constituents, which have both a
significant difference in amplitude between spring and neap tide. Quante and Colijn (2016) list a few statistics
of the North Sea: the tidal range is 1.40 meters, which can be enforced during spring tide. Moreover, the tidal
range around the Shetland Islands, measured at Lerwick, is almost 2.5 meters. At last, the speed of the tidal
currents in the North Sea is approximately equal to ten or twenty centimeters per second. Figure 2.9 depicts
the characteristics of the tide in the entire basin. Three amphidromic points can be identified: (1) near the
entry of the Southern Bight, (2) at the eastern tip of the Dogger Bank and (3) at the southern tip of Norway
(Otto et al., 1990).

Figure 2.9: Co-tidal lines (hours) and co-range lines (amplitudes in m) of the M2 and the S2 tide in the North Sea and the three
amphidromic points, depicted in cyan, adapted from Sager (1959).
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Internal tide around the Shetland Islands
According to Sherwin (1991), the Wyville-Thomson ridge, which reaches until 500 meters from the sea surface,
generates an internal tide resulting in large internal waves in the Faroe-Shetland Channel. This evidence is
based on observations obtained from a downward-looking Acoustic Doppler Current Profiler (ADCP). There
are two requirements for the generation of an internal tide: the presence of a pronounced sloping topogra-
phy and a vertically stratified water column (Sherwin, 1991). Both of these aspects are observed around the
Shetland Islands, as the continental shelf edge is located nearby and cold (warm) water flows in from the
north (south). The local slope in the topography of the sea floor determines the propagation direction of
the internal waves. A distinction is made between a ‘sub-critical’ and a ‘super-critical’ slope. Sherwin (1991)
states that a modal analysis of the ADCP output at Station M6, see Figure 2.10, indicates the appearance of six
different modes with different wave lengths. Another appearing feature is the observation of an internal wave
with an M2 amplitude of 37 meters at a depth of almost 600 meters (Sherwin, 1991). Therefore, the internal
tide around the Shetland Islands is assumed to have the frequency of the dominant tidal constituent, which
is M2.

The article by Zhao (2017) describes the propagation velocity of the semi-diurnal internal tides at the Hawai-
ian Ridge in the North Pacific Ocean. An overview of the magnitude of these velocities can be found in Table
2.3. The magnitude of the internal tide around the Shetland Islands will not be identical to these numbers,
as the stratification and inertial frequency differ for the Hawaiian Ridge and the Shetland Islands. However,
the magnitudes provide a general indication of the influence of the internal tide on the flow conditions in the
ocean.

Figure 2.10: Indication of Station M6 between the Wyville-Thomson ridge and
the Faroe-Shetland Channel, adapted from Sherwin (1991). The isolines

represent the depth of the water column in meters.

Table 2.3: Mean propagation velocity of the
semi-diurnal tidal constituents on the Hawaiian

Ridge, adapted from Zhao (2017). The theoretical
value per constituent is given in parentheses.

Constituent
Mean velocity

Type[m/s]

M2 3.62 (3.55) Phase
S2 3.51 (3.45) Phase
M2 + S2 1.87 (1.93) Group

2.3.3. Swell waves
In general, two types of wave systems can be distinguished in a water body: swell generated by a storm and
wind sea as a result of local gusts (Holthuijsen, 2007). Several days pass by between the generation of swell
and the actual arrival at a certain location. According to Holthuijsen (2007), the waves usually have a long-
crested character and a low frequency, around 0.1 Hz. It is possible that wind from the north in combination
with a storm in the Norwegian Basin, see Figure 2.7b, results in persistent waves around the Shetland Islands.
On board of the SRI vessel, the behaviour of the waves is monitored separately from the flow conditions. The
sudden appearance of swell waves can potentially lead to an interruption of the working activities. This might
be caused by the effect of the swell wave on the movement of the vessel-fallpipe combination as a whole.

2.4. Small-scale hydrodynamic phenomena
The phenomena described in this section occur on a slightly smaller scale and are therefore considered to be
more local than the tide, for example. However, the exact location where the effects of these phenomena are
observed is varying over time. First, the general characteristics of internal and external waves are described,
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and subsequently shelf waves are discussed. At last, a list of specific flow patterns or combinations of pat-
terns is given. The phenomena are quite arbitrary, but these processes might possibly be the cause of the
interruption of the working activities around the Shetland Islands and are therefore considered relevant for
this study.

2.4.1. Internal and external waves
Internal and external waves occur if two water masses with a different density interact, or in case water flows
over a topographic feature (Pietrzak, 2015). An example of a topographic feature is the Camarinal Sill, which
is a shallow ridge, in the strait of Gibraltar between Spain and Morocco. Due to the density differences or a to-
pographic feature, the free water surface and the interface between the two layers of water move up or down,
see Figure 2.11. In case of external waves, both the free surface and the interface move in the same direction
(up or down), whereas for internal waves, these motions are opposed. The waves are analysed by means of
the method of characteristics, which shows that the external phase velocity is one order of magnitude larger
than the internal phase velocity (Pietrzak, 2015). The equations for the external and internal phase velocity
are given in Appendix C.

(a) External waves

(b) Internal waves

Figure 2.11: Properties of (a) external waves and (b) internal waves, adapted from Pietrzak (2015).

Waves around the Shetland Islands
The type of waves discussed above could also occur in the surrounding area of the Shetland Islands. This
might be caused by density differences in the water in that area. Another cause of the formation of internal
waves is described by Qian et al. (2010). Their study involves the numerical modelling of a barotropic tidal
flow over a steep two-dimensional ridge with a strong upper-ocean stratification. The results of this modelling
process show that part of the energy from the barotropic tide is transferred to a baroclinic wave, which is a
type of internal wave. This can only occur when the ratio of the maximum ridge slope to the maximum wave
slope is lager than 1 (Qian et al., 2010). As the Shetland Islands are located relatively close to the continental
slope, the effect of this interaction might be observed in the vicinity of the islands.

2.4.2. Inertial waves
A special type of internal waves are the inertial waves, which propagate only in the interior of a fluid. These
waves can be observed in every body of water on the planet since the waves are initiated by the rotation of the
Earth. According to Fu (1980), the frequency of the inertial waves is given by Equation 2.1, as their restoring
force is the Coriolis force. For the area around the Shetland Islands, the Coriolis parameter is approximately
equal to 1.263 · 10−4 rad/s, resulting in a inertial wave frequency (ωinertial) of 1.73 cycles per day (cpd).

ωinertial =
f ·24 ·3600

2 ·π (2.1)

f = 2Ω · sin(φ) (2.2)
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Where: ωinertial [cpd] Frequency of inertial waves
f [rad/s] Coriolis parameter
Ω [rad/s] Rotation rate of the Earth = 7.2921 · 10−5

φ [°] Latitude

García Lafuente and Lucaya (1994) researched the inertial waves in the Ibiza Channel, located in the Mediter-
ranean Sea. Their two major findings might be relevant for the situation around the Shetland Islands. In the
channel, a correlation has been found between the presence of an atmospheric front and the appearance of
inertial waves, moving with a velocity equal to a couple of meters per day. From this can be concluded that
the weather can be a generating force for these types of waves, as well as the rotation of the Earth (García
Lafuente and Lucaya, 1994). Furthermore, García Lafuente and Lucaya (1994) state that a high value of the
Richardson number (> 1/4) throughout the water column, accommodated the decay of the waves. In that
way, the waves are prevented from travelling larger distances through the water body.

2.4.3. Shelf waves
As mentioned before in Section 2.2, the presence of a shelf edge might induce additional hydrodynamic pro-
cesses. One of these processes is the continental shelf wave, see Figure 2.12. In principle, these waves are
similar to Kelvin waves, which propagate in one direction, parallel to the coast (Cutchin and Smith, 1973).
The wave can move along a sloping bottom via a process described by Longuet-Higgins (1968): the water
particles that are displaced downward on the slope, acquire positive relative vorticity, whereas the upward
moving particles have negative vorticity. These changes in vorticity are caused by atmospheric disturbances
according to Gill and Schumann (1974). The frequency of a shelf wave is five times smaller than the inertial
frequency, see Equation 2.3 by Schulz et al. (2012). Since the Shetland Islands are located close to the con-
tinental shelf, shelf waves might occur in this area. The waves will have a frequency of approximately 0.35
cycles per day.

Figure 2.12: An exaggerated example of a continental shelf wave propagating to the north, adapted from Cutchin and Smith (1973).

ωshelf =
0.2 · f ·24 ·3600

2 ·π (2.3)

Where: ωshelf [cpd] Frequency of shelf waves

2.4.4. Local flow patterns
This section summarises three articles about specific flow patterns, which are tidal mixing in the North Sea,
seasonal circulation on the continental shelf and residual circulation over the continental slope. These pro-
cesses might occur in the surrounding area of the Shetland Islands.

Tidal mixing in the North Sea
As discussed in Section 2.3, the tide in the North Sea is semi-diurnal and has a significant tidal range. Due to
the inflow of water, originating from different parts of the world, the density of the North Sea is not uniform.
The major part of the basin is stratified during normal conditions. However, according to Kleptsova (2013),
tidal mixing takes place in certain regions of the North Sea during spring and neap tide, see Figure 2.13. Just
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below the Shetland Islands, a significant part of the sea is mixed during spring tide and a slightly smaller part
during neap tide. In general, tidal mixing causes density driven flows, which might have an influence on the
ocean conditions at the south west of the Shetland Islands.

Figure 2.13: Predicted position of tidal mixing fronts at spring (red) and neap tide (yellow) in the North Sea, adapted from Kleptsova
(2013).

Seasonal circulation on the continental shelf
Holt and Proctor (2008) conducted a numerical study into the currents on the Northwest European Shelf, in
the North Sea. The goal of this study was to gain more insight into the varying contribution of three differ-
ent types of components to the flow in this area. These three types are wind, density and oceanic-driven
components. Their contribution was assessed by three model experiments with different settings: one fully
baroclinic, one fully barotropic and one baroptropic model with tidal and oceanic forcing. It turned out that
all components are observed year-round, but the density-driven component is especially important in the
autumn and summer (Holt and Proctor, 2008). In general, the highest flow velocities are found in the Norwe-
gian Trench, around Ireland and between the Orkney Islands and the mainland of Scotland.

Residual circulation over the continental slope
Blaas and de Swart (2002) and Csanady (1988) both researched the (residual) currents on the continental
slope. However, both applied a different approach and their conclusions regard different aspects of the slope.
On the one hand, Blaas and de Swart (2002) made an hydrodynamic numerical model of the European shelf
and calibrated it on measurements from two locations nearby the slope, the Bay of Biscay and the Hebrides.
Based on the interpretation of the model results at both locations, it can be concluded that the slope current
and the cross-shelf circulation linked to that current, mainly depend on the flow and shelf characteristics. A
different effect dominates in the Bay of Biscay and in the Hebrides, even though both places are located on the
same shelf edge. In the Bay of Biscay, the tidal and density effects are of the same order of magnitude, whereas
in Hebrides the density effects dominate, resulting in a different interaction current (Blaas and de Swart,
2002). Moreover, the model proved that the solution of the interaction current from a depth-averaged model
significantly differs from the depth-average values of the interaction current itself. Both conclusions might
be relevant for the the prevailing conditions around the Shetland Islands.

Csanady (1988) on the other hand, states that the major part of the ocean flows are affected by the presence
of the continental slopes, as 12% of the ocean’s surface is covered by this topographic feature. This results
in large-scale physical processes that take place on the continental slope, or in the nearby surroundings. An
example of such a process is depicted in Figure 2.14, where an eddy occurs due to the upwelling process over
the continental slope in the direction of the shelf. These processes might also take place at the shelf edge
close to the Shetland Islands.
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Figure 2.14: Schematic visualisation of a frontal eddy that is partly located at the shelf edge and partly at the slope (Csanady, 1988). The
eddy is caused by the differences in temperature over depth.

2.5. Previous research
In the past, two types of research are executed that are relevant for this study into the prevailing oceanic con-
ditions around the Shetlands. The first type, which was already mentioned in Chapter 1, is a project-specific
prediction of the strength of the flow in July 2016. These predictions were based on the HYbrid Coordinate
Ocean Model (HYCOM) of the National Oceanic and Atmospheric Administration (NOAA) (Les and Laukens,
2016). The surface current velocity and direction, the temperature and salinity and the sea surface level were
predicted on a time interval of one hour. However, the predictions of the model did not coincide with the
observed velocities at the location of the project. The predictions underestimated the actual flow velocities,
which caused a significant delay in the SRI activities around the Shetland Islands.

The other research regards a prediction of the wave and flow climate for the planned construction of a cable
route around the Orkney Islands by Kroon et al. (2013). These islands are located just south of the Shet-
land Islands and therefore this study can be seen as a reference case for the study into the hydrodynamic
processes around the Shetland Islands. The flow patterns around the Orkney Islands were predicted by a
depth-averaged, 2D model of the European continental shelf, which was validated by means of flow velocity
measurements in the Pentland Firth (the gap between the mainland of Scotland and the Orkneys), see Figure
2.15. At that same location, the forecasted flow velocities were significant, in the order of 0.8 to 1.3 m/s. In
the remaining part of the area, which mainly consists of open sea, the predicted velocities were a bit lower, in
the range of 0.3 to 0.6 m/s. However, the model is 2D and does not include all physical processes in the area.

Figure 2.15: Overview of the European Continental Shelf Model area of the Orkney Islands, adapted from Kroon et al. (2013). The yellow
line indicates the location of the cable route.



Chapter 3
Validation of the 3D DCSM-FM output

In order to gain more insight in the hydrodynamic conditions, which have an influence on the working con-
ditions around the Shetland Islands, the available data is screened, combined and compared. The following
three types of data, from different sources, are analysed:

• Daily Progress Reports (DPR) of the activities executed by the SRI vessels of Van Oord (Stornes and
Nordnes);

• Data from the Automatic Identification System (AIS), which tracks current and historical positions of
vessels all over the world;

• Output data from the 3D Dutch Continental Shelf Model (3D DCSM-FM), which is a 3D hydrodynamic
model of the Northwest European Shelf and the North Sea created by Zijl et al. (2016). Appendix D con-
tains a detailed description of the characteristics of this model, including the model and user artifacts
and the details of the dataset.

The first two types of data are analysed to select the most suitable time ranges of the projects, executed by Van
Oord in the past few years. This process is described in Section 3.1. In Section 3.2, the validity of the output
of different variables from the 3D DCSM-FM is assessed by comparing it to data or measurements from other
sources.

3.1. 3D DCSM-FM output selection
A DPR is a description of the different activities that are performed on an SRI vessel during the 24 hours of
a day. These activities are logged on a five minute interval and consist, amongst others, of loading, sailing,
surveying and installing. The delays that occur due to adverse weather and flow conditions or traffic are also
written down in these reports. However, the position of the vessel cannot be retrieved from the DPRs and is
therefore obtained from the AIS. By combining the information of these two sources, a selection of suitable
time ranges is made. In this case, suitable means that a non-working interval due to adverse flow conditions
is logged in the DPR and the data of the vessel position is available.

To be able to properly assess these time ranges, which are part of one of the five finalised projects, mentioned
in Chapter 1, a code is assigned to each track individually. One track consists of a number of subsequent days
that one of the SRI vessels was working on a project in the area around the Shetland Islands. The overviews
of these codes, consisting of one letter (S for Stornes and N for Nordnes) and one number, can be found in
Tables 3.1 and 3.2. The tables show the project name, the start date and the end date for each track. The
table also indicates whether or not a non-working interval due to adverse flow conditions occurred in this
time range and provide a range of dates for which AIS data is available. In general, the AIS data does not
cover a full track of a vessel and for one track of both the Stornes and the Nordnes (S2 and N2) all AIS data is
missing. The presence of a ‘y’ and a date range in the last two columns indicates that the track is considered
suitable for selection. From the Stornes eight tracks are selected (S4, S61, S62, S7, S8, S9, S10, S11) and from
the Nordnes two tracks are chosen (N4 and N13). For plotting purposes in further analyses, the data range in
the last column might deviate from the initial track range and the AIS data range.

16
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Table 3.1: Characteristics of the vessel tracks of the Stornes from the projects executed by Van Oord in 2014, 2015 and 2016.

STORNES

Track Project
Start date End date

Non-working
AIS data range Suitable Plotting rangecode name interval

S1 Solan 25-11-2014 01-12-2014 no 27-11 to 30-11 no -
S2 BP Quad 11-06-2014 17-06-2014 yes - no -
S3 BP Quad 01-12-2014 07-12-2014 no 02-12 to 06-12 no -
S4 BP Quad 26-12-2014 01-01-2015 yes 28-12 to 01-01 yes 29-12 to 01-01
S5 Edradour 08-09-2015 20-09-2015 no 09-09 to 19-09 no -

S61 BP Quad 18-10-2015 23-10-2015 yes 20-10 to 23-10 yes 21-10 to 23-10
S62 BP Quad 24-10-2015 30-10-2015 yes 24-10 to 29-10 yes 24-10 to 29-10
S7 BP Quad 13-01-2016 21-01-2016 yes 14-01 to 21-01 yes 15-01 to 20-01
S8 Edradour 14-07-2016 27-07-2016 yes 17-07 to 26-07 yes 18-07 to 26-07
S9 Edradour 01-08-2016 17-08-2016 yes 02-08 to 17-08 yes 03-08 to 09-08

S10 Edradour 01-09-2016 03-10-2016 yes 03-09 to 03-10 yes 20-09 to 26-09
S11 Edradour 06-10-2016 10-10-2016 yes 07-10 to 10-10 yes 08-10 to 10-10
S12 Edradour 14-10-2016 18-10-2016 no 16-10 to 17-10 no -

Table 3.2: Characteristics of the vessel tracks of the Nordnes from the projects executed by Van Oord in 2014, 2016 and 2017.

NORDNES

Track Project
Start date End date

Non-working
AIS data range Suitable Plotting rangecode name interval

N1 Laggan 06-08-2014 13-08-2014 no 10-08 to 13-08 no -
N2 Laggan 08-09-2014 08-09-2014 no - no -
N3 Laggan 12-09-2014 15-09-2014 no 13-09 to 15-09 no -
N4 Edradour 25-07-2016 03-08-2016 yes 26-07 to 03-08 yes 28-07 to 03-08
N5 Edradour 16-08-2016 27-08-2016 no 17-08 to 26-08 no -
N6 Edradour 04-09-2016 10-09-2016 no 05-09 to 10-09 no -
N7 Edradour 15-09-2016 23-09-2016 no 17-09 to 22-09 no -
N8 Edradour 16-11-2016 21-11-2016 no 18-11 to 20-11 no -
N9 Edradour 09-04-2017 28-04-2017 yes 10-04 to 28-04 no -

N10 Edradour 11-05-2017 19-05-2017 no 12-05 to 18-05 no -
N11 Edradour 13-08-2017 23-08-2017 no 15-08 to 23-08 no -
N12 Edradour 19-09-2017 25-09-2017 no 19-09 to 25-09 no -
N13 BP West 02-10-2017 11-10-2017 yes 05-10 to 10-10 yes 05-10 to 10-10

3.2. 3D DCSM-FM output validation
The 3D DCSM-FM, which is based on three previous versions of the model, is originally developed for the
assessment of the long-term water quality in the North Sea (Zijl and Veenstra, 2018). The model is quantita-
tively calibrated on the water level elevation, the sea water temperature and the sea water salinity from thir-
teen measurement stations along the Dutch coast (Zijl et al., 2016). However, the area around the Shetland
Islands has not been validated yet, as measurements from this area are scarce. Therefore, in this section, the
model output from the 3D DCSM-FM is compared to data from different sources. The validation is applied
to the ten tracks, which were selected in Section 3.1. Section 3.2.1 contains a validation of the depth profile
based on the SRI vessel data. In Section 3.2.2, the water level elevation is set side by side to the measurements
from the tidal station in Lerwick (EMODnet, 2017). Subsequently, in Section 3.2.3, the density profile from
the model is compared to data from the ocean model by CMEMS (2018). At last, in Section 3.2.4, the differ-
ences and similarities between the flow velocities from the 3D DCSM-FM and measurements by BODC (2018)
are identified. These comparisons provide more insight in the credibility of the model results, presented in
Chapter 4.



18 3. Validation of the 3D DCSM-FM output

3.2.1. Depth profile
During the working activities of the SRI vessels, thousands of sensor signals are stored continuously. These
signals are collected by the various types of measuring equipment on the vessel and on the ROV. The phys-
ical movements of both objects, such as rotation, roll and heave are important for the dynamic position of
the vessel-fallpipe combination. The values of these variables are predicted based on the Inertial Navigation
System (INS), which determines a new position based on the current rotation and acceleration of the ROV
(Farrell and Barth, 1999). Other signals that are measured are, for example, the velocity and acceleration of
the ROV and the distance to the sea bed.

The latter is used to verify the depth profile of the 3D DCSM-FM as it indicates whether or not the local depth
boundary is correct, see Figure 3.1. In general, the depth profile of the 3D DCSM-FM is accurate as the dis-
tance between both lines is approximately ten meters, which is of the same order of magnitude as attempted
five meters distance. However, at certain moments in time, for example around the beginning of July 29th,
the blue line crosses the brown line, which is theoretically not possible. At those locations, the actual depth
is larger than the current depth in the 3D DCSM-FM.

Figure 3.1: Plot of the location of the sea bed in the 3D DCSM-FM (brown) by Zijl et al. (2016) and the position of the ROV above the bed
(blue) for Track N4. The green and red vertical lines represent the working and non-working intervals with a duration of at least 2% of

the plotted time range.

In total, the depth profiles of the ten selected tracks contain eighteen non-working intervals, which have a
duration of at least 2% of the plotted time range. During sixteen of these eighteen intervals, the ROV was
deployed after the non-working interval has started. This can be observed in Figure 3.1, within the non-
working interval that ends at the first of August. In case of the two remaining non-working intervals, the
ROV was already launched into the water column. It was expected that during a non-working interval, the
ROV would be positioned at the moonpool, as the conditions in the ocean are adverse at these moments in
time. However, it turns out that in almost 90% of the cases the ROV has been launched during a non-working
interval.

3.2.2. Water level elevation
The 3D DCSM-FM output of the water level elevation is compared to the measurements of the water level
elevation from the tidal station at Lerwick (EMODnet, 2017). The 3D DCSM-FM provides model output at
equally spaced stations, see Figure 3.2. This figure also indicates the location of Lerwick’s tidal station (red
dot) and the selected station from the 3D DCSM-FM (green dot), which is located nearest to Lerwick. The
water level comparison is made for the time span of the same tracks, which were selected in Section 3.1. As
the time ranges of these tracks vary between different years, this analysis provides an overview of the general
behaviour of the water level over these years. The measurements of the tidal station at Lerwick are corrected
in time to coincide with the results of the 3D DCSM-FM. The correction in time consists of an one hour shift
to compensate for the time zone and the ‘summer’ months. Since the reference level of both sources differs,
the long-term mean is subtracted from each dataset individually.
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Figure 3.2: Overview of the locations of the output stations of the 3D DCSM-FM (Zijl et al., 2016) indicated by dark blue dots, the
position of the tidal station at Lerwick in red and the selected station for the comparison in green.

Figure 3.3 contains part of the results of the comparison of the water level elevation of both sources. Track
S8 is plotted in the upper part of the figure, whereas Track S7 can be found in the lower part of the figure.
These tracks are chosen on purpose as the time ranges represent the general picture of the results. For a
couple of tracks, for example S8, the pattern of the water level elevation is almost identical, see Figure 3.3a.
The difference between the two lines over time as a percentage of the maximum amplitude is approximately
5% for this set of tracks. For the other tracks, the phases of both water level elevation patterns still coincide.
However, the magnitude of the elevation is slightly different at certain moments in time. This can be seen
in Figure 3.3b at times ranging from January 17th to January 21th. The overall difference between the values
of both sources approximates to 10%. In short, from these results can be concluded that the deviation of
the water level elevation in the 3D DCSM-FM is relatively small (5-10%). Therefore, it is assumed that the
magnitude and phase of the water level elevation are represented well in the 3D DCSM-FM.
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Figure 3.3: Plot of the water level elevation [m] minus the long-term mean from the 3D DCSM-FM by Zijl et al. (2016) in light blue and
measurements from the tidal station at Lerwick on the Shetland Islands (EMODnet, 2017) in red for (a) Track S8 and (b) Track S7. The

percentage plotted in the top left corner indicates the difference between both lines relative to the maximum amplitude.

3.2.3. Density profile
For the validation of the density profiles in the 3D DCSM-FM, the output is compared to data from an ocean
model from Metoffice by CMEMS (2018) at both project locations, see Figure 3.4. The specific details of this
ocean model can be found in Appendix D. The density is calculated from the sea water temperature and the
salinity, as described in Appendix D, by means of an Equation of State. The ocean model generates output



20 3. Validation of the 3D DCSM-FM output

averaged per day, which is significantly different to the interval of the 3D DCSM-FM, that provides output
every hour. Moreover, the amount of layers in the model by CMEMS (2018) is smaller, 16 versus 20, and the
layers are non-evenly spread over the water column. The resolution in the upper part is much higher as the
first 100 meters of the water column is subdivided in eight layers.

Figure 3.4: Overview of the locations of the output stations of 3D DCSM-FM (Zijl et al., 2016) indicated by dark blue dots and the
selected stations for the comparison at Location 1 and Location 2 in orange. The grey-dotted squares indicate the project areas.

The density profiles at Location 1 for both models, plotted for one month and over a depth of 500 meters,
are depicted in Figure 3.5. For a fair comparison, the colours of the plots have the same limits. However,
the values of the 3D DCSM-FM lie in a higher range than the values of the ocean model by CMEMS (2018):
1027.6 to 1027.8 and 1027.0 to 1027.6, respectively. Due to the different output intervals, the colour plot of
the latter model, see Figure 3.5b is less smooth than the plot of the 3D DCSM-FM. The yellow parts on top of
the water column in this figure, which represent lighter water volumes, seem to appear four or five times a
month. The second and the fourth time, the water is less dense than the other three times, see Figure 3.5b.
The underlying phenomenon or process causing the presence of these lighter water masses remains unclear.
Surface plots of the entire area around the Shetland Islands over a time range of one month, show volumes
with a higher temperature/salinity that move slowly back and forth over the continental shelf. However, this
does not explain the variations in the upper part of the water column, indicated in Figure 3.5b.

The plots of the temperature and the salinity, that are used to compute the density, can be found in Appendix
F. The difference in density profiles can be explained by the varying temperature, as the temperature in the
ocean model is four degrees Celsius higher than in the 3D DCSM-FM. A change in water density due to a
decrease of 4 °C is equivalent to a change due to an increase of 1 PSU (Beer, 1997). Therefore, the density in
the 3D DSCM-FM is higher than the density in the ocean model by CMEMS (2018). In short, it can be inferred
that a the baroclinic processes are not represented correctly in the 3D DCSM-FM, as a comparison with the
ocean model by CMEMS (2018) results in significant differences.

(a) 3D DCSM-FM by Zijl et al. (2016) (b) Ocean model by CMEMS (2018)

Figure 3.5: Plot of the density profile [kg/m3] at Location 1 over depth and time for (a) the 3D DCSM-FM by Zijl et al. (2016) and (b) the
ocean model by CMEMS (2018).
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3.2.4. Flow velocity and flow direction
Since no actual flow velocity measurements throughout the water column are available at Location 1 or 2,
datasets from BODC (2018) are used to verify the magnitude and the direction of the flow velocity in the 3D
DCSM-FM. These datasets consist of a time series of the flow velocity and flow direction, measured at a fixed
depth. Around the Shetland Islands, six measuring stations provide suitable time series for a comparison of
the behaviour of the flow at Location 1. In Appendix G, specific details of the measuring stations and datasets
are written down.

Figure 3.6 contains plots of the magnitude and direction of the flow velocity for both the 3D DCSM-FM and
the measurements. Each row represents a part of the water column, which is indicated in the top left corner,
h=40 m, for example. These layers from the model are chosen as corresponding time series of measurements
were available at those depths. It should be noted that the model time ranges, which are ranging from May
to December 2013, differ from the periods of the measurements, as these are from 1972, 1982 and 1988.
However, for a visual comparison of the processes, this is not a problem.
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Figure 3.6: Plots of the magnitude [m/s] and the direction [°] of the flow velocity at Location 1 in the 3D DCSM-FM by Zijl et al. (2016) in
blue and from the measurement stations by BODC (2018) in red, see Figure G.5. Each row represents a part of the water column, which

is indicated in the top left corner.
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The similarities and differences between the 3D DCSM-FM and the measurements from BODC (2018) are
listed below. Both the plots of the model and the measurements show periodic behaviour over time. This can
be observed in the top part of Figure 3.6, in which the direction of the flow varies one or two times per day
from north to east and vice versa. This periodicity is appearing more in the upper part of the water column
than in the lower part, which can be explained by the intrusion of the tide that decreases for larger depths. In
general, the values of the magnitude of the velocity in the model are slightly lower than the measurements,
predominantly in the bottom layer of the water column. At certain moments in time, the measured velocity
is three times higher than the modelled velocity. However, the velocities in the 3D DCSM-FM give a fair
representation of the occurring flow patterns in the area.

3.2.5. Conclusions
In summary, the 3D DCSM-FM by Zijl et al. (2016) is considered to be a suitable hydrodynamic model for
this research. Both the depth profile and water level elevation are represented accurately in the model, based
on comparisons with SRI vessel data and measurements from the tidal station in Lerwick (EMODnet, 2017).
The density profile over depth generated by the 3D DCSM-FM does not provide a clear representation of the
baroclinic processes, which take place in the area around the Shetland Islands. Therefore, one should be
cautious while interpreting density output from this model. At last, plots of the magnitude and direction of
the flow velocity show a similar periodicity, as measured by BODC (2018). However, the values of the flow
velocity measurements in the bottom layer of the water column seem to be slightly higher than the modelled
velocities.



Chapter 4
Pattern identification by combining data

As discussed in Chapter 3, the 3D DCSM-FM by Zijl et al. (2016) is considered as a reliable source of hydro-
dynamic data. This data is plotted for each of the ten selected tracks, which consist of a subsequent number
of days that a vessel was working on a project, individually. Since Van Oord has mainly worked at two project
areas, which are located a hundred kilometers away from each other, a distinction is made between these two
locations, called Location 1 and 2. Due to the large distance between these two locations, the local topogra-
phy and conditions might differ significantly. In Figure 4.1 and Table 4.1, the boundaries of the areas and the
corresponding tracks are presented.
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Figure 4.1: Area around the Shetland Islands,
including locations of the projects indicated by

blue-dotted boxes.

Table 4.1: Overview of the track codes
and their corresponding location,

specified in Figure 4.1.

Track code Location

S4 2
S61 2
S62 2
S7 2
S8 1
S9 1

S10 1
S11 1
N4 1

N13 1

The output data from the 3D DSCM-FM, coinciding with the time ranges of these tracks, is summarised in
an overview plot, see Figure 4.2 for an example. The plot contains a map depicting the sailed path and plots
of the working schedule, water level elevation, flow velocity, flow direction, turbulent vertical eddy viscosity,
density, Richardson number and the spring-neap cycle. Moreover, depth profiles of certain variables during
non-working intervals are included. A detailed description of each aspect of the overview plot can be found in
Appendix E, which also contains the overview plot for every individual track. For the purpose of comparison,
the limits of the different plot axes are fixed in every overview plot. The data from the DPRs and the AIS are
coupled by interpolating the track locations of the vessel to the times of the 3D DCSM-FM output, which is
generated hourly. Subsequently, this output is interpolated in space to these locations.

The overview plots are interpreted and appearing findings are discussed in Section 4.1. Certain phenomena,
such as shear, veering and the wind direction, are not included in the overview plots. To be able to assess
these phenomena, additional plots are created, which are presented in Section 4.1 as well. From all findings
and results, explained in Section 4.1, a couple of hypotheses and conclusions are drawn, which are listed in
Section 4.2.

23
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Figure 4.2: Overview plot of the data from the 3D DCSM-FM model by Zijl et al. (2016), combined with the data from the DPRs of the
Nordnes for the period ranging from 28-07-2016 to 03-08-2016 (Track N4). In the upper left corner, a map of the area around the

Shetland Islands is presented. The blue track represents the sailed path of the SRI vessel. On the right side a couple of variables are
plotted over time. From top to bottom: the working schedule, the water level elevation [m], the wind speed [m/s], the flow velocity

[m/s], the flow direction [-], the turbulent vertical eddy viscosity [m2/s], the density [kg/m3] and the Richardson number [-]. For the
flow velocity, flow direction, turbulent vertical eddy viscosity and the density, a depth profile averaged over time per non-working

interval is plotted on the left side of the figure. On the bottom left part, the water level elevation, retrieved from EMODnet (2017), is
plotted, indicating the spring-neap cycle.

4.1. Interpretation overview plots
Each paragraph in this section describes the behaviour over time and or depth of one of the phenomena
mentioned in the introduction of this chapter, which are part of the overview plot. These topics are discussed
according to their position in Figure 4.2, starting with the water level elevation and ending with shear and
veering patterns.

Vertical and horizontal tide
The periodicity of the tide is visible in the colour plots of the flow velocity, flow direction and the turbulent
vertical eddy viscosity (see plot 4, 5 and 6 on the right in Figure 4.2, for example). The changes in these plots
coincide with the elevation of the water level (ζ) and the red parts of the working schedule. For example, the
profile of the flow velocity is alternately darker red (higher flow velocities) or lighter red (lower flow velocities)
twice a day, corresponding to non-working intervals in the working schedule. However, the vertical tide is not
considered as a good indicator for this possible correlation, because the tidal amplitude is at least two orders
of magnitude smaller than the total depth of the water column. Therefore, a more detailed tidal analysis is
performed to assess whether or not correlations with the horizontal tide are observable as well. This is done
by means of a Fast Fourier Transform (FFT), which is described in Chapter 5.

Wind direction
As mentioned in Chapter 2, the presence of a continental shelf in the ocean might result in additional physical
phenomena that play a role in the flow conditions at that location. One of this phenomena is the continental
shelf wave, which is generated, for example, by strong wind speeds. To be able to assess the appearance of
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these shelf waves around the Shetland Islands, wind roses are composed from the 3D DCSM-FM output, see
Figure 4.3. In these wind roses, the magnitude and direction of the wind at Location 2 are plotted for the
working and non-working intervals, lasting longer than two hours, respectively. The wind rose for Location
1, which has the same lay-out as the one presented below, can be found in Appendix F. During the non-
working intervals at Location 2, the larger wind speeds (> 6 m/s) originate from the north-west and the north-
east. Wind from both these directions might cause the development of a continental shelf wave as their
orientations with respect to the shelf edge are perpendicular and parallel. However, the actual presence of
continental shelf waves is assessed by analysing the behaviour of the flow at that specific location, see Chapter
5.

Figure 4.3: Wind rose of the magnitude [m/s] and the direction [°] of the wind at Location 2 for all working (green) and non-working
(red) intervals, lasting longer than two hours, assembled. Data retrieved from the 3D DCSM-FM by Zijl et al. (2016).

Flow direction
The colour plots of the flow direction in the overview plot (see plot 5 on the right in Figure 4.2, for example)
show multiple direction changes over depth and time per track. The occurrence of these variations in flow
direction can be explained by the changing direction of the tide caused by the M2-component. In order to
quantify these changes and visualise the correlation with the working and non-working intervals, roses are
created, see Figure 4.4. An additional distinction is made between the different parts of the water column,
which is subdivided in three sections. The top part consists of the upper quarter of the water column and
the bottom part is the lowest quarter, see Figure 4.5. The remaining sections form the middle part, which is
therefore twice as thick as the top and bottom part.

Figure 4.4 depicts the rose for the bottom part at Location 2, whereas the roses of the other parts of Location 2
and all parts of Location 1 can be found in Appendix F. The plot of the bottom part at Location 2 shows a clear
correlation between the flow direction and the presence of a non-working interval. During a non-working
interval, the water is flowing to the east or east-northeast, whereas during a working interval the main flow
directions are west-southwest and west.

Figure 4.4: Rose of the magnitude [m/s] and the direction [°] of the flow in the bottom part
(lowest quarter of the water column) at Location 2 for all the available working (green) and
non-working (red) intervals assembled. Data retrieved from the 3D DCSM-FM by Zijl et al.

(2016).

Figure 4.5: Subdivision of the
water column in three sections:

top part, middle part and bottom
part.
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This visual correlation is quantified in Table 4.2, which contains the percentage of time that the flow was
directed to one of the sixteen main directions. In the table, a distinction is made between working and non-
working intervals. The numbers are in line with the visual observation, as the percentages and the number
of time steps for east and east-northeast are significant during non-working intervals: 100% for 72 time steps
and 88% for 121 time steps. The same yields for the west-southwest and west direction during working inter-
vals.

Table 4.2: Overview of the percentages of time that the flow was directed to each of the sixteen flow directions (FD) during working and
non-working intervals in the bottom part of the water column at Location 2. The number of time steps per direction (#) is included to

indicate the contribution to the total number of data points from the 3D DCSM-FM by Zijl et al. (2016), which is 450.

Location 2 - Bottom part
FD # FD # FD # FD #

N 33% 67% 6 E 88% 12% 121 S 89% 11% 9 W 41% 59% 46
NNE 83% 17% 6 ESE 83% 17% 35 SSW 30% 70% 10 WNW 0% 100% 20
NE 88% 12% 8 SE 94% 6% 16 SW 90% 10% 20 NW 33% 67% 3
ENE 100% 0% 72 SSE 63% 37% 8 WSW 38% 62% 63 NNW 86% 14% 7

Turbulence
The major part of the colour plots of the turbulent vertical eddy viscosity (νeddy) in the overview plots (see
plot 6 on the right in Figure 4.2, for example) show turbulent structures at the bottom and or top part of the
water column. Their appearance seems to coincide with the elevation of the water level and the changes in
direction of the flow. Moreover, the non-working intervals start as the turbulence in the lower part of the
water column increases from 10−4 m2/s or 10−3 m2/s to at least 10−2 m2/s. Both relations can be visually
observed in Figure 4.6a, containing the profile for Track S62. However, when one studies the colour plot of
the turbulent vertical eddy viscosity of a different track, it turns out that a turbulent structure at the bottom
part of the water column does not necessarily initiate a non-working interval, see Figure 4.6b. On the left side
of this plot, two turbulent structures at the bottom coincide with multiple working intervals.

(a) Track S62

(b) Track N4

Figure 4.6: Colour plot of the turbulent vertical eddy viscosity [m2/s] of (a) Track S62 and (b) Track N4, including red lines that highlight
the increase in turbulent vertical eddy viscosity during the occurrence of a working or a non-working interval. Above the colour plot,

the working schedule is included for completeness. Data retrieved from the 3D DCSM-FM by Zijl et al. (2016).

In order to quantify the visual observations, a scatter plot of the turbulence is created for Location 1 and 2.
As the dimensions of these plots are significant, the plots can be found in Figures F.5 and F.6 in Appendix
F. For the moments in time during working and non-working intervals, the value of the turbulent vertical
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eddy viscosity (νeddy) and the first derivative in time of the turbulent vertical eddy viscosity (
∂νeddy

∂t ) in the
bottom layer of the water column are plotted against five different variables related to the velocity (u). These
five variables are the standard flow velocity and the first and second derivative in space and time of the flow
velocity. The green dots in the scatter plot indicate working intervals and the red dots indicate non-working
intervals. Furthermore, a coefficient, indicating the correlation between both variables in the plot, is depicted
in the corner. These numbers are based on the correlation coefficients in Figure 4.7.
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Figure 4.7: Overview of a part of the correlations that can theoretically exist between two variables X and Y.

For Location 1, no significant differences between the green and the red dots can be identified for both the
turbulent vertical eddy viscosity and the first derivative of this property in time, see Figure F.5. However, for
the plots of the turbulent vertical eddy viscosity at Location 2, the positions of the red dots differ from the
positions of the green dots, see Figure F.6. The major part of the red dots is positioned in the higher regions
of the graphs (values higher than 10−2 m2/s), whereas the green dots are predominantly found around 10−2

m2/s. The difference between Location 1 and 2 is quantified by computing the correlation coefficient for each
of the five variables, see Table 4.3. In five of the five cases, the correlation coefficient for the non-working
intervals is significantly higher at Location 2 than at Location 1.

Table 4.3: Overview of the correlation coefficients of the turbulent vertical eddy viscosity (νeddy) and five different flow velocity
variables at Location 1 and 2. The coefficients are obtained from Figures F.5 and F.6 in Appendix F.

νeddy u ∂u
∂t

∂2u
∂t 2

∂u
∂z

∂2u
∂z2

Location 1
Working intervals ( ) 0.075 -0.130 0.082 0.130 -0.073
Non-working intervals ( ) -0.095 -0.230 0.147 0.266 0.003
Location 2
Working intervals ( ) 0.063 0.003 -0.152 0.262 0.082
Non-working intervals ( ) 0.331 -0.521 0.310 0.383 0.020

The same type of plots are made for two other turbulent variables from the output of the 3D DCSM-FM,
namely the turbulent kinetic energy (k) and the turbulent energy dissipation (ε). These plots can be found in
Appendix F. For these variables, the same conclusion yields as the red dots are located in the upper area of
the graphs of Location 2.

Figure 4.8: Indication of the probability of non-working conditions at Location 2 subdivided in a red, orange and green zone for the
turbulent vertical eddy viscosity (νeddy, the turbulent kinetic energy (k) and the turbulent energy dissipation (ε). Data retrieved from

the 3D DCSM-FM by Zijl et al. (2016).
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Therefore, the scatter diagram of each of the three turbulent variables at Location 2 is used to indicate the
probability of non-working conditions, see Figure 4.8. The graphs are subdivided in a red, orange and green
zone, which each have their own probability. The probability is higher for the red zones as these parts of
the graphs contain more red dots. In conclusion, for certain values of the turbulent vertical eddy viscosity,
turbulent kinetic energy and turbulent energy dissipation in the bottom layer of the water column, the chance
on non-working conditions increases significantly, at Location 2. This makes sense as the ROV is positioned
in this part of the water column and might have difficulties with remaining at its correct dynamic position.

Shear and veering
Both the magnitude and direction of the flow velocity vary significantly over time and depth, which is visible
in the overview plots of the tracks in Appendix E. Shear and veering are two phenomena, that are related to
these variations, representing the change in flow velocity and flow direction over depth, respectively. For a
proper assessment of the behaviour of these phenomena, the derivative of the two horizontal components of
the flow velocity and the flow direction over depth ( ∂u

∂z , ∂v
∂z and ∂θ

∂z ) are calculated per layer. This is done for
each working and non-working interval per track, individually. Figure 4.9 depicts the results of one of each
interval types, consisting of multiple time steps. Each plot also contains an indication of the length of the
interval and a legend that specifies the line colour for every time step. Appendix F contains four more graphs
of the shear and veering patterns.

(a) Working interval

(b) Non-working interval

Figure 4.9: Plot of the shear in x-direction [m/s/m] (left), the shear in y-direction [m/s/m] (middle) and the veering [°/m] (right) in the
water column for (a) a working interval and (b) a non-working interval. Data retrieved from the 3D DCSM-FM by Zijl et al. (2016).

The plots of the shear profiles are hard to quantify, qualify or compare as the patterns differ significantly for
each working and non-working interval. However, for both the working and the non-working intervals, the
middle part remains relatively steady, whereas in the top and bottom part, slight changes in the magnitude
of the flow over depth occur. This can be observed, for example, in the middle part of Figure 4.9a and the
left part of Figure 4.9b. In conclusion, no significant differences in the shear and veering patterns during
the working and non-working intervals can be distinguished from these plots. The same conclusion can be
drawn for the veering, as for both the working and the non-working intervals small changes in flow direction
are visible. The direction changes are indicated by the horizontal peaks in the right part of Figures 4.9a and
4.9b.
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Based on the analysis of the shear and veering patterns in the water column, it can be concluded that both
phenomena are not singularly responsible for the interruption of the working activities, as the working and
non-working interval patterns are almost identical. However, due to the coarseness of the layers in the model
(one layer is 30 meters thick at a depth of 600 meters), it is highly possible that a part of the detailed shear and
veering patterns is not captured by the 3D DCSM-FM by Zijl et al. (2016).

4.2. Hypotheses and conclusions
After interpreting the combined information from the DPRs, the AIS data and the output from the 3D DCSM-
FM, the following hypotheses and conclusions are posed:

1. The appearance of a non-working interval seems to be linked to the magnitude and periodicity of the
horizontal tide. These correlations are assessed by means of an FFT, see Chapter 5;

2. The conditions for the presence of continental shelf waves are met at Location 2, but not at Location
1. The final assessment of the presence of these shelf waves is made based on the results of the FFT in
Chapter 5;

3. In case the water is flowing to the east or east-northeast in the bottom part of the water column at
Location 2, it is highly likely that the working activities are interrupted. This conclusion follows from
the flow rose, which indicates that tidal flow to the East results in non-working conditions in 100% of
the cases, whereas tidal flow oriented to the East-northeast has a probability of 88%.

4. At Location 2, for values of the turbulent vertical eddy viscosity (νeddy) in the bottom layer of the water
column higher than 0.028 m2/s, the chance on non-working conditions increases. The same yields for
values of the turbulent kinetic energy higher than 2.9 · 10−4 m2/s2 and for values of the turbulent energy
dissipation higher than 2.0 · 10−7 m2/s3;

5. The phenomena of shear and veering are not singularly responsible for the interruption of the working
activities. However, due to the coarseness of the layers in the model (one layer is 30 meters thick at a
depth of 600 meters), it is highly possible that a part of the detailed shear and veering patterns is not
captured by the model.

These hypotheses and conclusions are further assessed in the next chapters, in which an FFT is described
and the data from the SRI vessels is analysed. In Chapter 8, a final assessment of each of this hypotheses is
stated.



Chapter 5
Tidal analysis by a Fast Fourier Transform

The variation of the water level elevation at the project locations around the Shetland Islands has been anal-
ysed in Section 4.1. It turns out that the tidal movements seem to dominate the behaviour of both the flow
velocity and the flow direction. In order to determine whether or not the tide is fully responsible for this be-
haviour, a more-detailed tidal analysis is performed. This is done by means of a Fast Fourier Transform (FFT).
A general description of the characteristics of an FFT is given in Appendix C. The following two types of the
FFT are discussed and applied to the output of the 3D DCSM-FM by Zijl et al. (2016):

• A regular FFT, in which periodic movements with a constant predefined tidal frequency are identified
and filtered from the original flow velocity signal. The proper functioning of this method is verified
by putting in the elevation of the water level, see Appendix G. Table G.1 in Appendix G provides an
overview of the main tidal constituents that are filtered from the velocity signal. In the remaining part
of this chapter this type is called the ‘regular’ FFT.

• A special type of the FFT from the Tidal Analysis Program in Python (TAPPY), that filters all movements
with a frequency higher than 0.8 cpd from the original flow velocity signal. This analysis is based on the
findings of Walters and Heston (1982) and is named TAPPY in this chapter.

In Section 5.1, the set-up and the results of both FFT types for the output data from the 3D DCSM-FM by Zijl
et al. (2016) are presented. Subsequently, in Section 5.2, the results are analysed and appearing features are
pointed out.

5.1. FFT set-up and results
The FFT is applied to the signal of the flow velocity (see plot 4 on the right in Figure 4.2, for example), accord-
ing to the theory described in Appendix C. To be able to perform an FFT on the output of the 3D DCSM-FM,
a few simplifications and assumptions are made. First, it is chosen to take the flow velocity output of the
stations that were assigned to Location 1 and 2 in Chapter 3, see Figure 3.4. Secondly, one out of the twenty
depth layers is selected for the analysis, as it is not possible to merge the spectra of multiple layers. From the
spectra created for each layer can be concluded that Layer 14, which is one the middle layers, is represen-
tative for the entire water column as it contains the widest spread in frequencies and the highest peaks. In
the bottom layers, for example, fewer flow movements are observed and therefore the spectrum contains less
distinctive peaks.

The second assumption regards the mean value of the flow velocity over time, which is approximately equal
to 0.15 m/s. This value represents the slow-moving part of the signal and results in a dominant low-frequency
peak in the spectrum around zero. This peak is filtered, by subtracting the mean of the signal, as it decreases
the quality of the results of the FFT. The FFT and filtering are performed for the component of the flow velocity
both in x-direction and y-direction, before the results are merged to a total signal. Figure 5.1 depicts the
original frequency spectrum and the spectrum that remains after the velocity signal in y-direction is filtered,
for the regular FFT and the TAPPY FFT. The spectra for the signal in x-direction can be found in Appendix G.

30
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Figure 5.1: Frequency spectrum of flow velocity [m/s] in y-direction at Location 1 for (a) a regular FFT and (b) the TAPPY FFT. The
original (blue) and residual (red) frequency spectrum are depicted for Layer 14 of the 3D DCSM-FM by Zijl et al. (2016).

Both of the spectra in Figure 5.1 can be considered as a so-called ‘narrow’ spectrum of which the signal con-
sists of modulated harmonic elevations (Holthuijsen, 2007). The main difference between both spectra is
the peak around 1.7 cpd, which is not filtered in the regular FFT, see Figure 5.1a. Table G.2 in Appendix G
contains an overview of the amplitudes of the different tidal constituents. In Figure 5.2a a small time range
of the total length of the combined flow velocity signal is decomposed in three different parts. The blue line
represents the original signal of the velocity, whereas the orange line depicts the tidal signal that is filtered
from the original signal. The red line is the residual signal, obtained after subtraction of the tidal signal from
the original signal. The tidal part oscillates around zero, which is in line with the expectations of this specific
phenomenon. The varying amplitude of the tidal signal is due to the spring-neap cycle and the interaction
between the different tidal constituents. The residual signal of the TAPPY FFT is much flatter and less periodic
than the residual signal of the regular FFT, see Figure 5.2b.
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Figure 5.2: Plot of a time range of approximately three days containing the original (blue), tidal (orange) and the residual (red) signal of
the flow velocity [m/s] for (a) a regular FFT and (b) the TAPPY FFT. The signal depicts the flow in Layer 14 of the 3D DCSM-FM by Zijl

et al. (2016) at Location 1.
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5.2. Conclusions FFT
The results of the FFT of the 3D DCSM-FM output, consisting of the filtered spectrum and the residual signal,
presented in Section 5.1, are interpreted in this section. Table 5.1 and 5.2 contain a couple of numbers, such
as the mean flow velocity and the variance, for each of the components indicated in Figure 5.2. Two main
conclusions can be drawn from these overview tables. In the first place, the mean values of the different sig-
nals prove that the residual signal still has a significant amplitude. Secondly, the filtered tidal signal explains
80% (89%) of the variance, whereas the value for the residual signal is 20% (11%) for the regular FFT and the
TAPPY FFT, respectively. These numbers are based on the surface area under the frequency spectra in Fig-
ure 5.1. Therefore, it can be concluded that a significant part of the variations in the magnitude of the flow
velocity is due to the presence of the tide.

Table 5.1: Overview of the mean and maximum value of the flow
velocity [m/s] and the variance [%] for the original signal, and both

the tidal and residual signal of the regular FFT.

Regular FFT
|u|mean |u|max Variance

[m/s] [m/s] [%]

Original signal 0.146 0.496 100
Tidal signal 0.071 0.237 80
Residual signal 0.120 0.439 20

Table 5.2: Overview of the mean and maximum value of the flow
velocity [m/s] and the variance [%] for the original signal, and both

the tidal and residual signal of the TAPPY FFT.

TAPPY FFT
|u|mean |u|max Variance

[m/s] [m/s] [%]

Original signal 0.146 0.496 100
TAPPY signal 0.077 0.365 89
Residual signal 0.108 0.325 11

Residual spectrum
The characteristics of the remaining part of the signal are assessed by analysing the filtered spectrum and the
plots of the flow velocity signal for each of the tracks, selected in Chapter 3. Figure 5.3 depicts a zoom of the
residual spectra of both types of the FFT. The different tidal constituents are indicated by their abbreviation
and a black-dotted line.
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Figure 5.3: Zoom of the frequency spectrum of flow velocity [m/s] in y-direction from the 3D DCSM-FM by Zijl et al. (2016) at Location 1
for (a) a regular FFT and (b) the TAPPY FFT. The original (blue) and residual (red) frequency spectrum are depicted for Layer 14 of the

3D DCSM-FM by Zijl et al. (2016).
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The spectrum of the regular FFT analysis contains one high peak around 1.7 cpd, see Figure 5.3a. This peak
cannot be explained by the presence of a tidal component as the known constituents are filtered from the
signal. Therefore, the characteristics of other hydrodynamic phenomena are compared to these frequencies
ranging from approximately 1.65 to 1.8. It turns out that the frequency of inertial waves, which are described
in Chapter 2, lies exactly within this range for the area around the Shetland Islands. This is indicated in the
plot of the residual spectrum by a grey-dotted line, see Figure 5.3a. As this line corresponds almost exactly to
the remaining red peak, it is highly likeable that this peak is the result of the presence of inertial waves. The
characteristic frequency of the continental shelf waves (0.35) is not visible in the spectrum and are therefore
not considered in this analysis. The residual spectrum of the TAPPY FFT is completely flat for values higher
than 0.8 cpd, as all these values are filtered. The low-frequency tidal constituents are still observable in the
spectrum, which explains the slowly moving periodic elevation in Figure 5.2b.

Residual signal
The plots of the flow velocity signals for the different tracks indicate that these inertial waves do not cause the
non-working intervals. This can be concluded from Figure 5.4a, which depicts the different components of
the velocity signal for Track S4. The black line, that contains the signal of the inertial waves, shows the same
pattern during both working and non-working intervals. A similar trend is observed in the plots of the other
tracks. Figure 5.4b shows an almost constant amplitude of the flow velocity during the entire time range.
This means that the low-frequency tidal components are not responsible for the interruption of the working
activities.

(a) Regular FFT

(b) TAPPY FFT

Figure 5.4: Plot of the original flow velocity signal [m/s] (blue), tidal signal [m/s] (orange) and the residual signal [m/s] (black) in Layer
14 at Location 1 for Track S4 for (a) a regular FFT and (b) the TAPPY FFT. The green and red vertical lines represent the working and

non-working intervals with a duration of at least 2% of the plotted time range.

Residual flow direction
Figure 5.5 contains the flow direction of the original, tidal en residual signal for a time range of approximately
three days. The original and tidal signal fluctuate back and forth over time from west to east, whereas the
residual signal is relatively steady. For both the regular and the TAPPY FFT, the signal is oriented to the north-
east. This orientation corresponds to the direction of the large ocean gyre, which propagates around the
Shetland Islands. This gyre is called the NAC and was mentioned before in Chapter 2. The TAPPY signal in
Figure 5.5b is flatter than the signal from the regular FFT, as the inertial waves are not included.
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Figure 5.5: Plot of a time range of approximately three days containing the original (blue), tidal (orange) and the residual (red) signal of
the flow direction [°] for (a) a regular FFT and (b) the TAPPY FFT. The signal depicts the flow direction in Layer 14 of the 3D DCSM-FM

by Zijl et al. (2016) at Location 1.

In general, the tide does play a significant role in the area around the Shetland Islands. The FFT turns out to
be a useful method for the identification of the different components in the flow velocity signal, as almost all
parts are assigned to a certain hydrodynamic phenomenon. However, these phenomena are prevailing over
the entire time range and are therefore unlikely to be the cause of the interruption of the working activities. In
order to get a better idea of the cause of the problem, the data which is logged by the SRI vessels, is analysed
and compared to the 3D DCSM-FM output in Chapter 6.



Chapter 6
SRI vessel data analysis

In Section 3.2.1, the position of the ROV in the water column from the signals of the SRI vessels was used to
verify the depth profile of the 3D DCSM-FM. In this chapter, other logged variables are used to assess and
identify patterns in the appearance of the working and non-working intervals. Vessel data is available for
Track N4, N13, S7, S8, S9, S10 and S11, which are seven of the ten selected tracks. From the original 25 Hz
vessel data recordings, a one minute subsampling was provided. After this 1500 times data reduction, the
datasets still have significant sizes. For plotting purposes, downsampling is applied to the different datasets.
This results in a selection of the minimum and the maximum value within a certain interval, for example
60 minutes. In that case the downsampling rate of that variable is equal to 30. In Sections 6.1 to 6.4, the
orientation, deviation, velocity, horizontal power and motions of the ROV are discussed, whereas Section
6.6 summarises the results. In case the ROV is not deployed, it is located on the moonpool above the water
surface. For these moments in time a small grey dot ( ) is plotted in the graphs.

6.1. Orientation
The heading of the SRI vessel depends on the type of activity that is scheduled for a certain time range. In
case the vessel has to sail to Norway to obtain new rocks, the heading is similar to the direction of the quarry
location. However, during installation activities, for example, the heading of the vessel can be adjusted to
either the flow direction or the dominant wave direction. This might change within the hour or even within
a shorter time range and is monitored closely by the operators on board. Figure 6.1 depicts the yaw and
the heading of the ROV for Track N4. Over time, both the yaw and the heading of the ROV are relatively
steady. The orientation of both variables seems to be either the same or opposite. However, in the plot, no
correlation between the heading of the vessel and the ROV seems to be noticeable during working or non-
working intervals. One would expect coinciding directions during working intervals and opposite directions
during non-working intervals.

Figure 6.1: Plot of the yaw of the ROV [°] (blue) and the heading of the ROV [°] (yellow) for Track N4. The green and red vertical lines
represent the working and non-working intervals with a duration of at least 2% of the plotted time range. The downsampling rate of the

variables is 30.
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Since the heading depends, amongst others, on the dominant flow direction, the logged vessel data is com-
pared to the output of the 3D DCSM-FM, see Figure 6.2. One would expect indications of a similar flow
direction and moonpool heading when the vessel is sailing. This is the case from July 29th to July 31st, see
Figure 6.2a. At certain moments in time, the yaw of the ROV coincides with the flow direction, whereas in
other cases the heading is oriented opposite to the flow. In general, based on the results in Figure 6.2, one can
conclude that neither the moonpool heading nor the yaw of the ROV seems to be influenced by the periodical
changes in magnitude and flow direction that are visible in the model output.

(a) Heading moonpool and flow velocity direction

(b) Yaw ROV and flow velocity direction

Figure 6.2: Plot of the direction of the flow velocity in the top/bottom layer of the 3D DCSM-FM by Zijl et al. (2016) and (a) the heading
of the moonpool [°] and (b) the yaw of the ROV [°] for Track N4. The magnitude of the flow velocity [m/s] is indicated by the blue colour
bar, whereas the velocity of the ROV is represented by the orange colour bar. The green and red vertical lines represent the working and

non-working intervals with a duration of at least 2% of the plotted time range. The downsampling rate of the variables is 30.

6.2. Deviation ROV
The deviation of the ROV, indicated by the distance between the moonpool and the centre of the ROV, is re-
trieved from the positional data of both objects. For Track S10, the results are depicted in Figure 6.3a. The
path of the moonpool (vessel) and the ROV are identical, except for the part on the top left of the plot. This
yellow curve indicates a malfunctioning of the measuring equipment as it is physically not possible to have
a difference of multiple longitudinal degrees between the ROV and the vessel. Moreover, the vessel is sailing,
as no green or red dots, indicating working and non-working intervals, are observed within this range.

In Figure 6.3b, a detailed view of one of the non-working intervals is displayed, indicated by the red dots.
The exact distance in meters between the ROV (yellow dotted line) and the moonpool (black line) can be
determined by means of the haversine function in Python. The results of this analysis are summarised in
Table 6.1. The mean deviation during Track S10 is similar for working and non-working intervals, although
the deviation is slightly larger for the working intervals. However, it was expected to observe larger values
for non-working intervals than for working intervals. The maximum deviation during a working interval for
Track S10 is 118 meters, which seems to be quite large. It might be possible that the sensors did not work
properly at this moment in time.

Table 6.1: Overview of the mean and maximum deviation of the ROV [m] during working and non-working intervals for Track S10.

Deviation ROV [m] Mean Max

Working intervals ( ) 15 118
Non-working intervals ( ) 10 56
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(a) Track S10 (b) Zoom of Track S10

Figure 6.3: Plot of the position of the moonpool (black) and the ROV (yellow) for (a) Track S10 and (b) a zoom of Track S10. In both
figures, the green and red dots indicate working and non-working intervals, respectively. The orange dots represent the maximum

distance between the ROV and the moonpool.

It was expected that the line distance across the moonpool and the pipeline, which is covered with rocks by
an SRI vessel, and the line distance across the ROV and the pipeline are larger during non-working intervals
than during working intervals, see Figure 6.4. In order to assess this hypothesis properly, scatter plots of these
variables are depicted in Figure 6.5. From Figure 6.5a can be concluded that for both interval types a larger
deviation of the moonpool is accompanied by a larger deviation of the ROV, as both correlation coefficients
are close to a value of one (0.972 and 0.885, respectively). For the smaller distances between the objects, an-
other pattern is observed, see Figure 6.5b. For working intervals, the distance between the moonpool and the
pipeline is approximately twice the distance between the ROV and the pipeline. For the non-working inter-
vals, the deviation of the ROV is two-thirds of the deviation of the moonpool. In conclusion, the correlation
between both distances does not differ significantly for the working and non-working intervals.

Figure 6.4: Schematic
overview of the line
distance across the
moonpool and the

pipeline and the deviation
of the ROV. Figure not

drawn to scale.

(a) Range 0.0 to 7.5 meter (b) Range 0.0 to 2.0 meter

Figure 6.5: Scatter plot of the line distance across the moonpool and the pipeline versus the line distance
across the ROV and the pipeline for a range of (a) 0.0 to 7.5 meters and (b) 0.0 to 2.0 meters. In both figures,

the green and red dots indicate working and non-working intervals, respectively. The numbers in the
bottom right corner indicate the correlation between both variables.

6.3. Velocity
While the ROV is working, the surrounding flow velocities are not yet measured in monitored, so this data is
not available. In this section, the flow velocity in the bottom layer of the 3D DCSM-FM by Zijl et al. (2016), is
compared to velocity of the ROV itself, resulting in the relative velocity of the ROV, see Figure 6.6. This figure
illustrates the magnitude of the velocity of the ROV in both x and y-direction when the flow velocity is taken
into account. It is expected that during non-working intervals, the velocity of the ROV and the flow velocity
are oppositely directed, resulting in a small relative velocity. This hypothesis is assessed by plotting the three
velocity variables over time for each track, see Figure 6.7, for example.
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Figure 6.6: Example of the orientation of the velocity of the ROV and a water particle in both x and y-direction. The relative velocity of
the ROV compared to the flow velocity is depicted in red. Figure not drawn to scale.

A couple of conclusions can be drawn from Figure 6.7. The flow velocity from the model is relatively constant
and smooth over time, whereas the velocity of the ROV changes continuously. In general, the velocity of the
ROV is larger than the flow velocity, which might have two possible explanations. First, the actual bottom flow
velocities are not modelled correctly in the 3D DCSM-FM. This might be due to approximations in turbulence
and bed stress. Secondly, the ROV is working in opposite direction of the flow, resulting in larger magnitudes.
However, the directions of the velocity of the ROV and the flow velocity are similar for the plotted time range.

Regardless of the difference in magnitude of the flow velocity and the velocity of the ROV, no visual relation
between these phenomena and the presence of a non-working interval can be found. Both for working and
non-working intervals, the velocity of the ROV varies between 0 and 0.7 m/s, where one would expect larger
velocities during a non-working interval.

Figure 6.7: Plot of the velocity of the ROV [m/s],the flow velocity in the bottom layer [m/s] of the 3D DCSM-FM by Zijl et al. (2016) and
the relative velocity of the ROV [m/s] for Track N4. The green and red vertical lines represent the working and non-working intervals
with a duration of at least 2% of the plotted time range. A black dot indicates that the ROV is not launched or the ship is sailing. The

downsampling rate of this variable is 30.
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6.4. Horizontal power
The power of the thrusters of the ROV, needed during working activities, is monitored, but not logged and
archived. Therefore, it has been chosen to compute the horizontal power from the measured acceleration of
the ROV, based on a few assumptions. The horizontal power is obtained from a balance of three horizontal
forces: the drag force of the water on the ROV, the force of the ROV on the water and the resulting force, see
Figure 6.8. Equation 6.1 shows the resulting expression for the horizontal power. The details of the determi-
nation of the drag force of the water on the ROV can be found in Appendix B.

PROV,h = (FD,ROV −mROV ·aROV) ·uROV (6.1)

Where: PROV,h [W] Horizontal power of the ROV
aROV [m/s2] Acceleration of the ROV
uROV [m/s] Velocity of the ROV

The results of the computation of the horizontal power for Track S10 are depicted in Figure 6.9. The maxi-
mum horizontal power allocated during this track is approximately 30 kW, which is significantly lower than
the available 4 x 75 kW. This difference might be caused by the simplifications of the computation of the hor-
izontal power. Also the amount of vertical power used in the same time range is unknown. Overall, the power
ranges from 0 to 10 kW during both working and non-working intervals.

Figure 6.8: Horizontal balance of forces
working on the ROV: drag force of the

water (blue), the force of the ROV on the
water (black) and the resulting force

(red).

Figure 6.9: Plot of the horizontal power of the ROV [kW] computed from the measured
acceleration for Track S10. The green and red vertical lines represent the working and

non-working intervals with a duration of at least 2% of the plotted time range. A black dot
indicates that the ROV is not launched or the ship is sailing. The downsampling rate of this

variable is 30.

6.5. Motions of the ROV
During the rock installation activities, when the ROV is located close to the bottom of the sea, it is hardly ever
hanging completely still. This makes sense, as it is slowly following the path of the pipeline and changes occur
in the conditions of the surrounding water. For that reason, it is interesting to compare the rotation rate to
the turbulent vertical eddy viscosity, see Figure 6.10.

Figure 6.10: Plot of the rotation rate of the ROV [°/s] (blue) and the turbulent vertical eddy
viscosity [m2/s] in the bottom layer of the 3D DCSM-FM by Zijl et al. (2016) (dark green) for
Track S10. The green and red vertical lines represent the working and non-working intervals

with a duration of at least 2% of the plotted time range and the downsampling rate of this
variable is 60.

Figure 6.11: Orientation of the relevant
motions of the ROV, which are roll [°]

around the x-axis and pitch [°] around
the y-axis.

The rotation rate is low when the ROV is standing on the moonpool, and varying from 1° to 3° when it is
launched and working. During non-working intervals, the averaged rotation rate is slightly higher than the
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rate during working intervals. This is in good correspondence with the expected patterns. However, no direct
correlation is noticeable between the rotation rate and the turbulent vertical eddy viscosity in the bottom
layer, where one would expect this based on theory.

The SRI vessels also log the motions of the ROV, such as the roll around the x-axis and the pitch around the y-
axis, see Figure 6.11. The correlation between the turbulent vertical eddy viscosity (νeddy) in the bottom layer
and both ship motions is quantified by means of a scatter plot, see Figure 6.12. In this plot data from both
locations is assembled, as only logged data from Track S7 is available at Location 2. The major part of the red
dots, which indicate non-working intervals, is located in the lower part of the graphs, representing a pitch or
roll ranging from 0° to 2°. According to theory, a higher roll or pitch would lead to a more unstable position,
which results in non-working conditions. Therefore, it was expected to find the red dots in the right part of
the graphs. Since this is not the case, it can be concluded that the motions of the ROV are not considered to
be the cause of the interruption of the working conditions.

Figure 6.12: Scatter plot of the roll [°] (left) and pitch [°] (right) and the kinematic vertical eddy viscosity [m2/s]. In both figures, the
green and red dots indicate working and non-working intervals, respectively.

6.6. Conclusions
In this chapter, the vessel data from the Stornes and the Nordnes has been compared to the time ranges and
locations of the working and non-working intervals. This is done for Track N4, N13, S7, S8, S9, S10 and S11 for
five variables, namely the orientation, deviation, velocity, horizontal power and motions of the ROV. These
variables are combined and or compared to data from the 3D DCSM-FM.

The analysis indicates that de average distance between the ROV and the moonpool, which is the launching
platform of the ROV, is similar for working and non-working intervals. Moreover, the maximum deviation of
the ROV is larger for working intervals. During working intervals, the distance between the moonpool and
the pipeline is approximately twice the distance between the ROV and the pipeline. For the non-working in-
tervals, the deviation of the ROV is two-thirds of the deviation of the moonpool. Scatter plots of the turbulent
vertical eddy viscosity and the roll and the pitch of the ROV indicate that a high value of the pitch or roll (2°-3°)
does not immediately lead to an interruption of the working conditions. Therefore, it is assumed that both
the roll and the pitch of the ROV are not singularly responsible for the downtime of the SRI vessel. For the
other variables, such as the velocity and the horizontal power, no clear correlation between the behaviour
over time and the presence of a working or a non-working interval is found.



Chapter 7
Discussion

The objective of this research is to get a better understanding of the prevailing conditions in the ocean around
the Shetland Islands in order to get more insight in the cause of the workability problems experienced by the
SRI vessels. In this chapter, which is subdivided in sections, a discussion on the assumptions, simplifications
and choices made in this study is provided.

Interpolation output 3D DCSM-FM
The 3D DCSM-FM by Zijl et al. (2016) provides output at predefined stations, which are equally spaced hori-
zontally and vertically at 1/4° longitude and latitude, see Figure 7.1. In order to obtain continuous time series
of the different variables included in the model output, the data is interpolated in space between the stations.
This results in an approximation of the actual situation prevailing in the ocean around the Shetland Islands
as the distance between two stations is roughly 33 kilometers. The approximation might lead to an incor-
rect interpretation of a correlation between two processes or phenomena, for example for the magnitude or
direction of the flow velocity.

Figure 7.1: Overview of the locations of the output stations of the 3D DCSM-FM by Zijl et al. (2016), indicated by dark blue dots. The
contour lines represent the depth of the ocean around the Shetland Islands.

Available bathymetry
The bathymetry of the 3D DCSM-FM is based on the database by EMODnet (2018), which consists of dif-
ferent depth profiles measured by ships and vessels. However, in the area west of the Shetland Islands and
specifically at Location 1 and 2, no underlying measurements are available, indicated by the grey areas in
Figure 7.2. This means that the bathymetry in this area is based on the General Bathymetric Chart of the
Oceans (GEBCO), which is an approximation of the actual depth. It is highly possible that certain local topo-
graphic features and their influence on the ocean conditions are not taken into account in the analysis. The
bathymetry is considered as a significant feature for the presence of the non-working intervals.
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Figure 7.2: Overview of the data sources (depicted in colors) of the bathymetry in the area west of the Shetlands. Grey colors indicate
that no measurements are available (adapted from EMODnet (2018)).

Baroclinic processes
As described in Section 3.2.3, certain hydrodynamic processes, such as the internal tide and internal waves,
are not specifically included in the model, as the baroclinicity is not yet simulated correctly. This makes it
difficult to assess the characteristics and the presence of these processes in the area around the Shetland Is-
lands. As a result, their influence on or correlation with the appearance of the non-working intervals might
be corrupted.

In Chapter 2, the characteristics of the internal tide around the Hawaiian Ridge were discussed. The phase
and group velocity of the semi-diurnal tidal constituents are in the order of magnitude of 1.8 and 3.5 m/s,
respectively, at that location. However, these velocities depend on four variables, the tidal frequency, the
Coriolis parameter, the stratification and the depth, which have different values at the Hawaiian Ridge and
the Shetland Islands. For example, the maximum depth in the area of interest west of the Shetland Islands is
600 meters, whereas the maximum depth in the vicinity of the Hawaiian Ridge is more than 5000 meters. For
that reason, the exact magnitude of the internal tidal velocities can not be estimated directly from the article
by Zhao (2017). However, their influence on the dynamic stability of the ROV is assumed to be significant.

Downsampling SRI vessel data
Chapter 6 elaborates on the analysis of the data, which is logged by the SRI vessels. Downsampling is applied
to this data for plotting purposes, otherwise the plots would look ‘grassy’. During this process of downsam-
pling, the maximum and minimum value of a certain variable within a particular time range are selected.
This time period has been calibrated by testing values between fifteen minutes and two hours. It turns out
that a range of one hour results in clear plots. After the downsampling, the original patterns are not visible in
the time series any more, see Figure 7.3. In the analysis of the vessel data, the presence of these underlying
patterns is checked in two of the seven datasets, but the other five are not verified. Therefore, it might be
possible that the downsampling process results in a different representation of certain variables.

02-08-2016 00:00 02-08-2016 12:00
Date [-]

0.0

0.2

0.4

0.6

0.8

Ve
lo
cit

y 
RO

V 
[m

/s
]

Original
Downsampled

Figure 7.3: A plot of the original signal of the velocity of the ROV [m/s] (blue) and the downsampled time series (red dotted), over a
range of approximately 12 hours.
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Track selection
In Chapter 4, an overview of the time ranges (tracks) of the projects of Van Oord is presented. In total, 25
tracks of approximately one week are identified. However, only ten of these tracks are analysed in this study,
as the time ranges are considered ‘suitable’, meaning one or more non-working intervals occurred within
the time period and AIS data is available. By disregarding the remaining fifteen tracks, potential patterns or
correlations can be overlooked.

Simplified force model
The theoretical model of the forces acting on the fallpipe-ROV combination, described in Appendix B, is sim-
plified to make it suitable for a short analysis. One of the main assumptions in this model is the shape of the
fallpipe, which is considered to consist of one rigid cylinder instead of a sequence of independent buckets.
Moreover, the fallpipe is assumed to be empty, whereas the presence of rocks will result in additional mass
and might possibly cause extra forces due to the movement of the rocks through the fallpipe. A third aspect,
which was not considered in the simplified model, is the presence of turbulence in the water column and the
influence of this phenomenon on the ROV and the fallpipe. This might compromise the dynamic position
of both objects in relation to the pipeline and therefore require additional power, which is an extra force. An
extra force means a larger deviation from the moonpool and thus more power is required by the ROV.

Accuracy FFT
The conclusions regarding the presence of inertial and shelf waves in the area around the Shetland Islands are
based on the results of the FFT analyses. This method for the identification of different tidal constituents is
applied to the output of the 3D DCSM-FM by Zijl et al. (2016). A tidal component is selected as it strictly meets
the requirements of that constituent. For example, an elevation must have a frequency of exactly 2.237 · 10−5

to be considered as an M2-constituent. The subtle differences, which occur as a result of this strict selection,
are illustrated in Figure 7.4. The residual signal, which remains after the filtering of the tidal frequencies,
might therefore still contain tidal movements.
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Figure 7.5: Zoom of the frequency spectrum of the flow velocity
[m/s] from measurements by BODC (2018).

On the other hand, the output from the 3D DCSM-FM might not contain all physical processes, such as
shelf waves, as the characteristic frequency of these waves is visible in spectra from other sources, see Figure
7.5. This spectrum is based on the flow velocity measurements at a depth of 150 meters by BODC (2018). A
clear peak can be observed around 0.35 cpd, which is the characteristic frequency of shelf waves around the
Shetland Islands. However, it should be noted that the duration of the underlying time series is 69 days, which
is relatively short, compared to the output from the 3D DCSM-FM. Moreover, the spectrum does not indicate
the presence of the diurnal and semi-diurnal tidal constituents, which makes the spectrum less reliable.



Chapter 8
Conclusions and recommendations

In this chapter the conclusions and recommendations of this study are described. Section 8.1 contains the
conclusions, followed by the recommendations in Section 8.2.

8.1. Conclusions
The data analysis presented in this thesis has provided more insight in the prevailing conditions during the
working and non-working intervals of the SRI vessels around the Shetland Islands. This has resulted in a bet-
ter understanding and awareness of the potential causes of the interruption of the working activities of an
SRI vessel.

The following six hydrodynamic processes my contribute to the presence of non-working intervals in the
area around the Shetland Islands. The ocean gyre, called the NAC, which flows from south-west to north-east
through the Faroe-Shetland Channel, is the largest observed phenomenon. In the North Sea, the dominant
tidal constituent is the M2-component, which is also governing for the internal tide. Furthermore, the four
types of waves that might affect the workability of the SRI vessels are swell, internal waves, inertial waves and
shelf waves. It is also possible that one or multiple of these processes occur in combination with one of the
other processes. An example of such a combined process is seasonal circulation on the continental shelf or
tidal mixing.

These processes have been assessed by analysing output from the hydrodynamic model of the Dutch Conti-
nental Shelf by Zijl et al. (2016). This is the most suitable model for the simulation of the oceanic conditions
around the Shetland Islands as both tidal and baroclinic processes are included. Other ocean models sim-
ulate only one of these aspects. Moreover, the 3D DCSM-FM provides output on an interval of one hour
and consists of twenty equidistant layers, which results in a proper representation of the entire water col-
umn. However, the inclusion of the baroclinic processes, such as the internal tide or internal waves, in the 3D
DCSM-FM is not yet fully developed and correctly simulated in the area around the Shetland Islands. There-
fore, it is impossible to properly assess the characteristics of the baroclinic processes in this area.

The data from the 3D DCSM-FM is combined with information from the DPRs and the AIS, in order to iden-
tify patterns in the appearance of the non-working intervals. From the analysis of the overview plots of the
different tracks follow two correlations between variables and the presence of a non-working interval. First,
in case the tidal flow is oriented to the east or east-northeast in the bottom part of the water column at Loca-
tion 2, it is highly likely that the working activities are interrupted. This conclusion follows from a flow rose
of the dataset. The rose indicates that tidal flow to the east results in non-working conditions in 100% of the
cases, whereas tidal flow oriented to the east-northeast has a probability of 88%. Secondly, for values of the
turbulent vertical eddy viscosity in the bottom layer of the water column higher than 10−2 m2/s, the chance
on non-working conditions at Location 2 increases significantly. The probability increases from 12% for a
value of 0.01 m2/s, to 39% for a value of 0.0146 m2/s and 82% for a value of 0.028 m2/s. A similar percentual
distribution yields for the turbulent kinetic energy and the turbulent energy dissipation.
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As the tide seems to play a significant role in the area around the Shetland Islands, the characteristics are
quantified by an FFT of the flow velocities. The filtered tidal signal explains 80% of the variance, whereas
the value for the residual signal is 20%. However, the amplitude of the residual flow velocity signal still has
approximately the same value as the original signal. As the major part of the energy in the residual spectrum
is centred around a frequency of 1.7 cpd it can be assumed that this frequency dominates the residual move-
ment. This is most likely caused by the presence of inertial waves, which have a frequency of 1.72 cpd in the
area of the Shetland Islands. Nevertheless, the residual flow velocity signal is relatively constant in time, so
no correlation with the working or non-working intervals can be identified.

The logged SRI vessel data has been compared to the time ranges and locations of the working and non-
working intervals. This is done for seven of the ten tracks for five different variables, namely the orientation,
deviation, velocity, horizontal power and motions of the ROV. These variables are combined or compared
to data from the 3D DCSM-FM. The analysis indicates that the average distance between the ROV and the
moonpool, which is the launching platform of the ROV, is similar for working and non-working intervals.
Moreover, the maximum deviation of the ROV is larger for working intervals. During working intervals, the
distance between the moonpool and the pipeline is approximately twice the distance between the ROV and
the pipeline. For the non-working intervals, the deviation of the ROV is two-thirds of the deviation of the
moonpool.

Furthermore, scatter plots of the turbulent vertical eddy viscosity and both the roll and the pitch of the ROV
indicate that a high value of the pitch or roll (2°-3°) does not immediately lead to an interruption of the work-
ing activities. Therefore, it is assumed that both the roll and the pitch of the ROV are not singularly responsible
for the downtime of the SRI vessel. For the other variables, such as the velocity and the horizontal power, no
clear correlation between the behaviour over time and the presence of a working or a non-working interval is
found.

After different types of analysis are applied to the available data, the cause of the interruption of the working
activities around the Shetland Islands could not be assigned to one specific hydrodynamic process. It is highly
likely to be a combination of the tide and a baroclinic process, such as internal tide or internal waves. An
alternative hypothesis is that the problems are caused by a combination of the hydrodynamic conditions
and the characteristics of the SRI vessel and the fallpipe in particular. For example, the eigenfrequency of
the fallpipe can be relevant, as oscillations might be induced by the (short) appearance of a hydrodynamic
phenomenon.

8.2. Recommendations
The recommendations are split in two different categories, namely the recommendations for further research
into this topic (Section 8.2.1) and the more ‘practical’ advices for Van Oord as a company, described in Section
8.2.2.

8.2.1. Further research

Validation of turbulent structures
Since the turbulent vertical eddy viscosity turns out to be correlated to the interruption of the working activi-
ties, it is interesting to study the behaviour over depth and time in more detail. The behaviour of this variable
is linked to the tide, as can be observed in Figure 8.1. It will be interesting to validate the turbulent vertical
eddy viscosity in the 3D DCSM-FM by means of a small size Delft3D model containing 1000 layers, for exam-
ple. The flow velocity measurements by BODC (2018) or the values from the 3D DCSM-FM can be used as
input for such a model. The results of the Delft3D model can be used to assess the turbulent structures in the
3D DCSM-FM as the software is calibrated on four advanced turbulence models (Deltares, 2016). Moreover,
it will provide additional insight into the turbulent structures at the bottom specifically, since one layer will
represent approximately half a meter of the water column instead of the 25 meters in the 3D DCSM-FM.
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Figure 8.1: Colour plot of the turbulent vertical eddy viscosity [m2/s] of Track N4 based on data from the 3D DCSM-FM by Zijl et al.
(2016). The black lines indicate the start and end times of the non-working intervals.

Theoretical Ekman spiral
Chapter 4 describes the shear and veering profiles over the water column around the Shetland Islands. For
these phenomena no correlation is found between the high values and the presence of a non-working inter-
val. However, a difference in magnitude or direction of the flow remains a possible cause of the problems.
Therefore, it is interesting to look into the dynamic Ekman spiral at the surface and bottom, which exists as a
result of flow in the water column and the Coriolis force. In Figure 8.2, a theoretical surface Ekman spiral is
depicted, which can, under certain conditions, extend until 140 meters in the water column (Pietrzak, 2014).
This might affect the dynamic position of the fallpipe and the ROV and thus the working conditions. The
article by Prandle (1982) describes a method for the determination of the vertical flow velocity profiles over
depth. This method is based on two dimensionless parameters, which have the tidal frequency, vertical eddy
viscosity and depth averaged flow velocity as main input variables. The vertical profiles that result from these
computations can be used to compose the Ekman spiral at Location 1 and 2 around the Shetland Islands.

Figure 8.2: Theoretical profile of a surface Ekman spiral indicating the magnitude [m/s] and direction [°] of the flow velocity over depth
as a result of the direction of the wind, adapted from Pietrzak (2014).

Workability analysis
In this study, the correlations between certain variables, which determine the oceanic conditions, have been
identified by visual comparisons. In order to investigate these relations in more depth, it will be interesting
to perform a workability analysis for the area around the Shetland Islands by means of logistic regression.
This method determines for a certain variable, such as the flow velocity, flow direction or turbulent vertical
eddy viscosity, whether working is possible (1) or impossible (0). Figure 8.3 contains an example of simplified
logistic regression applied to the turbulent vertical eddy viscosity and the flow velocity. A detailed overview of
the workability is obtained by combining the results of all the different variables that play a role in the deter-
mination of the working conditions. The logged data from the SRI vessels and output from the 3D DCSM-FM
by Zijl et al. (2016) should be used for this analysis.
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Figure 8.3: A simplified type of logistic regression applied to the relation between the turbulent vertical eddy viscosity [m2/s] and the
flow velocity [m/s] at Location 2 from the 3D DCSM-FM by Zijl et al. (2016).

Eigenfrequency of the fallpipe
Investigate the influence of Stokes Drift or swell waves on the orbital movement of the vessel-fallpipe combi-
nation. One of these hydrodynamic phenomena might induce a movement of the fallpipe with a frequency
which is equal to the eigenfrequency of the fallpipe. Figure 8.4 depicts the theoretical eigenfrequencies of
the fallpipe for different modes and a varying water depth. Appendix B contains the computations of these
frequencies and the underlying assumptions. The lines in Figure 8.4 indicate that the eigenfrequency of the
fallpipe varies significantly over depth. A dynamic model based on differential equations might proof whether
or not the vessel-fallpipe combination is affected by hydrodynamic phenomena.

1 3 5 7
Mode [-]

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

Ei
ge

nf
re

qu
en

cy
 [H

z]

100 m
200 m
300 m
400 m
500 m
600 m

Figure 8.4: Plot of the theoretical eigenfrequency (f0) [Hz] of the fallpipe for different modes and a varying water depth.

Alternative data sources
Investigate data sources, which are not used during this research, for additional model validation or a more
complete picture of the ocean conditions. Three examples of these sources are the Nederlands Instituut voor
Onderzoek der Zee (NIOZ), the Dutch Royal Marine or the National Oceanographic Center (NOC). The NIOZ,
for example, filters the tide from their measurements, which can possibly emphasise other processes, such as
the internal tide or internal waves.

Rotary spectrum analysis
Liu et al. analysed a dataset, containing thirty days of ADCP flow velocity measurements from the Yellow Sea,
by applying the rotary spectrum method. This method generates a frequency spectrum similar to the one
resulting from an FFT. However, the rotary spectrum takes into account the rotational rate and direction of



48 8. Conclusions and recommendations

the flow velocity. It turns out that barotropic and baroclinic tidal currents rotate in ellipses, but in a different
direction: counter-clockwise and clockwise, respectively (Liu et al., 2007). Moreover, Liu et al. proved that
the bottom topography has a significant effect on the cross-isobath baroclinic motions. In case flow velocity
measurements and a detailed local topography of the area around the Shetland Islands are available, this
analysis could also be performed on that data. Potentially, this leads to new insights or correlations.

8.2.2. Van Oord

Working method SRI vessels
The analysis of the hydrodynamic data in relation to the working and non-working intervals at Location 2
shows that in case the water is flowing to the east or east-northeast, the chance on non-working conditions
increases significantly. The variability of the flow direction is dominated by the tide in the area around the
Shetland Islands. In order to avoid the adverse flow direction, which occurs twice a day, the current working
method could de adapted. This new method is depicted in Figure 8.5, which shows to different phases within
one tidal cycle.

(a) Phase 1 (b) Phase 2

Figure 8.5: Schematic overview of (a) Phase 1 and (b) Phase 2 of a proposed working method for an SRI vessel. Figure not drawn to scale.

In the first phase, the flow is directed to the west, which does not cause problems for the SRI vessel, see Figure
8.5a. The thickness of the rock layer on top of the pipeline is half of the final thickness. During the second
phase, the flow has changed direction and is now oriented to the east, see Figure 8.5b. Previously, this led
to an interruption of the activities, as an SRI vessel has difficulties working in the opposite direction of the
flow. Therefore, the vessel turns around and starts sailing to the east, as well. The second layer of rocks is
now placed on top of the initial layer. After the second phase, the SRI vessel sails to a new pipeline section,
where the cycle starts over. In general, the working direction is adapted to the flow direction, resulting in less
downtime. It should be noted that the height and direction of the prevailing waves are not incorporated in
this method.

ROV measuring equipment
For the collection of data from the area around the Shetland Islands, it will be useful to attach an ADCP to the
ROV, store the data and send it to the office in Rotterdam or Gorinchem for analysis. In the ideal situation, one
ADCP is measuring the area above the ROV and another one is measuring the area beneath the ROV. In this
way, information from both the bottom layer and the lower part of the water column is collected. This can
result in additional insight into the flow conditions during working and non-working intervals. Moreover, a
Motion Reference Unit (MRU) can be connected to the middle of the fallpipe in order to measure the motions
of the fallpipe.

Oceanic measuring equipment
In order to obtain flow velocity measurements throughout the water column in the area around the Shetland
Islands, one can consider to deploy a drifting buoy in the Atlantic Ocean. This is an expensive investment,
but in cooperation with other parties working in that area, it might be beneficial for future projects.
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Appendix A
Background information SRI vessel

This appendix provides a description of the characteristics and the functioning of an SRI vessel of Van Oord.
Figure A.1 depicts a general view of the Bravenes, whereas Figures A.2 and A.3 provide a side view and a top
view of the vessel. Table A.1 summarises the specific properties of the Bravenes, such as deadweight, total
installed power and the installation modus.

Figure A.1: Subsea Rock Installation vessel owned by Van Oord, called the Bravenes (Van Oord, 2016).

Figure A.2: Side view of the Bravenes, indicating two cranes and the fallpipe tower in the middle (Van Oord, 2016).
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Figure A.3: Top view of the Bravenes, indicating two storage areas located next to the fallpipe tower (Van Oord, 2016).

Table A.1: Specific properties of the Bravenes (Van Oord, 2016).

Properties

Name Bravenes
Type Subsea Rock Installation vessel
Classification Bureau Veritas
Year of construction 2017
Dimensions Length overall 154.40 m

Breadth moulded 28.00 m
Moulded depth 13.30 m
Draught 8.00 m

Deadweight 15,500 tons
Speed loaded 12 knots
Propulsion 6,200 kW
Bow thrusters 2 x 1,500 kW
Retractable thrusters 2 x 2,000 kW
Total power installed 16,394 kW
Dynamic positioning DP Class 3
Accommodation 60 persons
Bunkers Heavy fuel oil 1,500 m3

Marine gas oil 500 m3

Fresh water 170 m3

Flexible fallpipe ® 1.5 m
Remotely Operated Vehicle At the end of the fallpipe 6 x 75 kW
Installation modus Fallpipe through moonpool,

fallpipe over the side,
tremie over the side

Installation depth Up to 1,000 m
Installation capacity Up to 2,000 t/h
Handling large track Up to 500 kilograms

Functioning vessel-fallpipe combination
Before the SRI vessel can start working at a project location, it has to sail to a quarry in order to load rocks in
the storage areas aboard. As soon as the vessel arrives at the assigned section of the pipeline, where the rocks
have to be dumped, the thrusters at the bow are activated. These thrusters make sure that the vessel can hold
its dynamic position above the pipeline, as the speed during the working activities is approximately 0.07 m/s.
The ROV is launched via the moonpool to perform a pre-survey, which is necessary to obtain information
about the current status of the seabed and the pipeline. After that, the fallpipe, consisting of a sequence of
buckets, is launched and the rocks are transported from the storage areas to the fallpipe by conveyor belts.
Via the fallpipe the rocks land on the seabed, forming a protective layer on top of the pipeline. If the section
of the pipeline is finished, the buckets are recovered and the ROV performs a post-survey, in order to double
check whether or not the work is executed properly. The information in this section is obtained from printed
matters published by Van Oord (2016).

Fallpipe composition
Figure A.4 and Table A.2 provide a visual overview and numbers regarding the composition of the flexible
fallpipe when its working at a depth of 400 meters.
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Figure A.4: The composition of a flexible fallipe system and the
dimensions of a bucket and the ROV, adapted from Ravelli (2012).

Figure not drawn to scale.

Table A.2: Overview of the amount and length of the different parts
of the fallpipe for working at a depth of 400 meters (Van Oord,

2015).

Fallpipe setup (example)
Name Number [-] Length [m]

Top steel buckets 10 8.3
Plastic buckets 140 242.0
Additional steel buckets 50 86.0
Bottom steel buckets 20 30.2
Telescopic pipe 1 10.5
ROV 1 4.0

Total 381.0



Appendix B
Theoretical characteristics of an SRI

vessel

This appendix contains the details of the computation of two theoretical characteristics of an SRI vessel. In
Section B.1, a simplified force model is set up to determine the horizontal distance between the moonpool
and the ROV for various water depths and flow velocities. Section B.2 elaborates on the eigenfrequency of the
fallpipe over depth.

B.1. Deviation of the ROV
The theoretical distance between the ROV and the moonpool (dM,ROV) is obtained from a simplified force
model, in which the fallpipe is considered as a solid cylinder. The following forces are included in the model:
the gravitational force (FZ), the buoyancy force (FB) and the drag force (FD), which is the force that is exerted
by the flowing water on both the fallpipe and the ROV, see Figure B.1. The exact expressions of these forces
are given in Equations B.1 to B.6 and Table B.1 contains the representative values of the parameters used in
the formulas. The balance of the six forces around point M is considered for water depths varying from 0 to
600 meters and flow velocities ranging from 0 to 1 m/s. Furthermore, the density of the fallpipe is assumed to
be identical to the density of the water and the angle between the moonpool and the fallpipe (α) is supposed
to be small. Lastly, for these calculations, the bottom of the SRI vessel is assumed to be positioned on top of
the water surface, see Figure B.1.

Figure B.1: Overview of the forces, depicted in red, which are part of the simplified force model of the distance between the moonpool
and the ROV (dM,ROV) [m]. The black lines indicate relevant dimensions. Figure not drawn to scale.
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FZ,fp = ρfp ·
1

4
·d 2

fp ·π ·Lfp · g (B.1)

FZ,ROV = mROV · g (B.2)

FB,fp = ρw · 1

4
·d 2

fp ·π ·Lfp · g (B.3)

FB,ROV = ρw · 1

4
·d 2

ROV ·π ·hROV · g (B.4)

FD,fp = 1

2
·ρw ·u2 ·CD,fp ·Lfp ·dfp (B.5)

FD,ROV = 1

2
·ρw ·u2 ·CD,ROV ·hROV ·dROV (B.6)

Where: FZ,fp [N] Gravity force on the fallpipe
FZ,ROV [N] Gravity force on the ROV
FB,fp [N] Buoyancy force on the fallpipe
FB,ROV [N] Buoyancy force on the ROV
FD,fp [N] Drag force on the fallpipe
FD,ROV [N] Drag force on the ROV
ρfp [kg/m3] Density of the fallpipe
ρw [kg/m3] Density of sea water
dfp [m] Diameter of the fallpipe
Lfp [m] Length of the fallpipe
g [m/s2] Gravitational constant on Earth = 9.81
mROV [kg] Mass of the ROV
dROV [m] Diameter of the ROV
hROV [m] Height of the ROV
CD,fp [-] Drag coefficient of the fallpipe
CD,ROV [-] Drag coefficient of the ROV

Table B.1: Overview of the magnitude of the parameters used in the computation of the deviation of the ROV (dM,ROV).

Parameter Unit Magnitude

hc m 5.0
hROV m 4.553
Lfp m h-hc-hROV
dROV m 4.095
dfp m 1.0
mROV kg 17,000
ρw kg/m3 1,025
g m/s2 9.81

According to Molenaar and Voorendt (2016), the expression of the drag force contains a drag coefficient (CD ),
which depends on the magnitude of the Reynolds number, and therefore on the flow velocity. The exact
expression of the Reynolds number is given in Equation B.7. For both the fallpipe and the ROV, the drag
coefficients are determined based on Figure B.2, see Tables B.2 and B.3. The deviation of the ROV is calculated
for a varying drag coefficient, based on these tables, and for a constant drag coefficient of 0.6.

Refp = u ·dfp

ν
or ReROV = u ·dROV

ν
(B.7)

Where: Refp [-] Reynolds number of the fallpipe
ReROV [-] Reynolds number of the ROV
ν [m2/s] Kinematic eddy viscosity = 10−6
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Figure B.2: Drag coefficient [-] of a flat plate, strut and cylinder for
different values of the Reynolds number (Molenaar and Voorendt, 2016).

Table B.2: Assigned drag
coefficients for the fallpipe

based on Figure B.2.

Fallpipe
Re CD

100,000 1.200
200,000 1.200
300,000 1.000
400,000 0.600
500,000 0.310
600,000 0.325
700,000 0.333
800,000 0.340
900,000 0.345

1,000,000 0.350

Table B.3: Assigned drag
coefficients for the ROV

based on Figure B.2.

ROV
Re CD

400,000 0.600
500,000 0.310
600,000 0.325
700,000 0.333
800,000 0.340
900,000 0.345

1,000,000 0.350
2,000,000 0.353
3,000,000 0.355
4,000,000 0.357

Figure B.3a depicts the solution for a constant value of the drag coefficient, whereas the plot in Figure B.3b
shows the theoretical lines for a varying drag coefficient. In both graphs, the dark blue line indicates the
deviation of the ROV, which is used in practice, based on a rule of thumb. This rule prescribes a maximum
horizontal distance that is equal to 10% of the water depth. Theoretically, working activities are possible as
long as one is positioned on the left side of this line in the graph. It turns out that a constant drag coefficient
results in a smaller ‘safe’ area, for which working activities can be performed properly. Therefore, this is the
more conservative choice.
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Figure B.3: Theoretical deviation of the ROV (dM,ROV) as a percentage of the total water depth for different values of the water depth [m]
and the flow velocity [m/s], in which the drag coefficient (a) remains constant and (b) varies with the magnitude of the flow velocity.
The green arrow indicates the combinations of the water depth and the velocity for which working is possible, whereas the red arrow

indicates the opposite.

B.2. Eigenfrequency of the fallpipe
A hydrodynamic process, such as swell, might unintentionally lead to an oscillation of the vessel-fallpipe
combination. In case these movements have a frequency which is equal to the eigenfrequency of the fallpipe,
damping does not play a role. Therefore, these frequencies might compromise the dynamic position of the
fallpipe, and thus the ROV. In order to obtain more insight in the magnitude of these eigenfrequencies, the
fallpipe is considered as a mass spring system with an extremely small bending stiffness. At the same time,
the fallpipe is assumed to have the same behaviour as a simple gravity pendulum.

Theoretically, the fallpipe can bend into an unlimited amount of modes, as it is unbreakable. However, in
this analysis only the first eight modes are considered, see Figure B.4. From this figure can be concluded that
the ROV is not positioned straight beneath the vessel in the uneven modes. For these modes and a varying
depth, the eigenfrequency ( f0) is computed based on Equations B.8 and B.9. The exact length of the fallpipe
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depends on the depth, see Table B.1. As the mass of the fallpipe or the ROV is not included in these formulas,
no distinction is made between working conditions and non-working conditions, as during the latter the
buckets are filled with rocks.

Figure B.4: Overview of the eight theoretical modes of the vessel-fallpipe combination, which can be induced by different flow
conditions. Figure not drawn to scale.

f0 = 1

T0
(B.8)

T0 = 2π ·
√

Lfp

g
(B.9)

Where: f0 [Hz] Eigenfrequency of the fallpipe
T0 [s] Eigenperiod of the fallpipe

The results of these computations can be observed in Figure B.5. Since the eigenfrequency and eigenperiod
are inversely proportional, a higher eigenperiod results in a lower eigenfrequency. For a depth varying from
100 to 600 meters, the eigenfrequency ranges from 0.01 to 0.07 Hz. This is smaller than the characteristic
frequency of swell (0.1 Hz), for example.
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Figure B.5: Plot of (a) the eigenperiod (T0) [s] and (b) the eigenfrequency (f0) [Hz] of the fallpipe for different modes and a varying water
depth.



Appendix C
Additional literature

This appendix contains additional literature for background on the topics discussed in Chapter 2. Section C.1
describes the general aspects of the tide and Section C.2 provides the formulas of the internal and external
phase velocity. Also, the theoretical background of a Fast Fourier Transform (FFT) is explained in Section C.3.

C.1. Tides
The tide is prevailing in the major part of the water bodies on Earth, such as the North Sea, where it alters
the coastline, mixes water masses and dissipates energy (Quante and Colijn, 2016). The existence of the tide
is explained by Newton’s ‘Equilibrium Theory of Tides’, in which the differential pull is identified as the tide-
generating force (Bosboom and Stive, 2015). Differential pull results from the difference in gravitational pull,
which is an attracting force, at every location on Earth. Before the net effect of gravitational pull is examined,
the definition and characteristics of this phenomenon are discussed.

According to Bosboom and Stive (2015), gravitational pull consists of the centripetal forces of the Moon and
the Sun on the water bodies at planet Earth. The centripetal force ensures the rotation of the Earth around
the Moon. The magnitude of this pulling force on 1 kilogram mass of the Earth differs for the Sun and the
Moon and is presented in Equation C.1. The magnitude and direction also vary over the locations on Earth
due to a different angle to the centre of the Moon or the Sun, see Figure C.1a. As the Earth orbits the Sun, the
gravitational pull is larger than the attracting force of the Moon. However, the contribution of the Moon to
the actual tidal amplitude is larger than that of the Sun: 69% versus 31%.

aS =G · MS

dS
2 = 6.0 ·10−4g aM =G · MM

dM
2 = 3.4 ·10−4g (C.1)

Where: aS [m/s2] Gravitational pull of the Sun on 1 kg of mass of the Earth
aM [m/s2] Gravitational pull of the Moon on 1 kg of mass of the Earth
G [Nm2/kg] Universal gravitational constant = 6.6 · 10−11

MS [kg] Mass of the Sun = 1.99 · 1030

MM [kg] Mass of the Moon = 7.35 · 1022

dS [km] Distance between Sun and Earth = 150 · 106

dM [km] Distance between Earth and Moon = 384 · 103
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(a) Gravitational pull (b) Differential pull

Figure C.1: Attracting forces working on planet Earth: (a) gravitational pull and (b) differential pull, adapted from Bosboom and Stive
(2015).

The dissimilarity in contribution to the tidal amplitude is caused by the difference in gravitational pull, called
differential pull (∆a = aS - aM), as discussed before. As mentioned in the book by Bosboom and Stive (2015),
this differential pull is proportional to M/d3, so a larger distance between two planets will result in a smaller
net attracting force. In the end, this results in the forces displayed in Figure C.1b, which have a normal and a
tangential component. The normal components can be neglected, but the tangential forces shift the water to
the outer sides of the planet, creating the shape of a rugby ball. The Earth rotates underneath the rugby ball,
resulting in a semi-diurnal tide, consisting of two high and two low waters (Bosboom and Stive, 2015).

During a lunar month, the relative and absolute position of the Moon, Earth and Sun change. The actual
location in relation to each other predominantly influences the tide. This results in two phenomena, called
spring and neap tide, which are visually explained in Figure C.2. In fact spring tide means that for a new moon
or a full moon, the tidal effect is reinforced, whereas for neap tide the Moon is at its first or third quarter and
the impact is damped. The ratio between spring tide and neap tide can be 2.7:1 in open oceans (Bosboom
and Stive, 2015).

(a) Spring tide

(b) Neap tide

Figure C.2: Overview of the (a) spring and (b) neap mechanisms that occur both twice per lunar month, adapted from Pearson (2004).

The tide consists of multiple tidal constituents, indicated by a letter and a number, for example, M2. This code
represents the influence of the Moon that occurs twice per day. There are several main diurnal, semi-diurnal
and long-term constituents that contribute to the tidal amplitude. For a complete list of all tidal constituents
the reader is referred to Apel (1987). The speed of the tide depends on the water depth, in case friction can be
neglected. The formula that describes this relation is given in Equation C.2.

c =
√

g ·h (C.2)

Where: c [m/s] Wave propagation speed



C.2. Internal and external waves 61

The last aspects of the tide that are discussed in this section are the effect of Coriolis and the presence of land
masses on the tidal motion. Since the wave length of a tidal wave exceeds the threshold of a long wave, the
effect of Coriolis cannot be neglected Bosboom and Stive (2015). Therefore, tidal waves are deflected to the
right at the Northern Hemisphere and to the left at the Southern Hemisphere. The land masses of different
continents block these deflections, resulting in rotating waves in ocean basins. Such a wave is part of a so-
called amphidromic system consisting of nodes (zero vertical tide) and antinodes (maximum vertical tide). A
node is also known as an amphidromic point.

C.2. Internal and external waves
Equations C.3 and C.4 represent the external and internal phase velocity, respectively. The physical meaning
of the different parameters in these equations can be found in the left part of Figure 2.11a.

ce = h1 ·u1 +h2 ·u2

h
±

√
g ·h (C.3)

ci = h1 ·u2 +h2 ·u1

h
±

√
h1 ·h2

h
· [εg h −∆u2] (C.4)

ερ = ρ2 −ρ1

ρ1
(C.5)

Where: ce [m/s] Propagation speed of an external wave
ci [m/s] Propagation speed of an internal wave
h1 [m] Water depth of the upper layer
h2 [m] Water depth of the lower layer
u1 [m/s] Flow velocity in the upper layer
u2 [m/s] Flow velocity in the lower layer
∆u [m/s] Difference in velocity between the upper and lower layer
ερ [-] Relative density difference
ρ1 [kg/m3] Density of the upper layer
ρ2 [kg/m3] Density of the lower layer

C.3. Theoretical background Fast Fourier Transform
As mentioned in Chapter 5, a Fast Fourier Transform (FFT) is a mathematical method, which filters frequen-
cies from a recorded signal of the sea surface elevation or the flow velocity, for example (Holthuijsen, 2007).
This is done by means of the two Fourier integrals, see Equation C.6 and C.7, applied to the flow velocity sig-
nal from the 3D DCSM-FM (Zijl et al., 2016). These integrals can be considered as filters, which remove the
component with frequency i from the signal.

Ai = 2

D

∫
η(t ) ·cos(2π · fi · t )dt (C.6)

Bi = 2

D

∫
η(t ) · sin(2π · fi · t )dt (C.7)

Where: Ai [m] Amplitude of component i of the signal
Bi [m] Amplitude of the component i of the signal
D [s] Duration of the recorded signal
η(t ) [m/s] Recorded velocity signal
fi [rad/s] Frequency of component i of the signal
t [t] Time of the recorded signal



Appendix D
Model characteristics 3D DCSM-FM

In the first section of this appendix, a general description of the 3D Dutch Continental Shelf Model (3D DCSM-
FM) is provided. Section D.2 contains a list of model and user artifacts, which are phenomena that should be
taken into account at any time, especially for the interpretation of the model results. Section D.3 describes the
dataset, which was used during this study, whereas the last section contains the details of the ocean model by
CMEMS (2018).

D.1. Model description
DCSM-FM is a 3D hydrodynamic model of the Dutch continental shelf, developed by Zijl et al. (2016) in order
to increase the accuracy of water level forecasting in water bodies in the Netherlands. The model covers an
area ranging from 43°N to 64°N and 15°W to 13°E, see Figure D.1. The grid cell sizes are uniform in east-
west direction and in north-south direction (1/40° and 1/60° respectively). This is approximately equal to a
grid cell size of one by one nautical mile, resulting in 106 computational cells. However, the grid resolution is
increased for certain areas in the model, such as the Wadden Sea and Dutch estuaries. Other relevant features
of the model are listed below and are retrieved from Zijl et al. (2013), Zijl et al. (2015) and Zijl and Veenstra
(2018).

Figure D.1: Overview of the model area of the 3D DCSM-FM, containing the north-western part of the European continental shelf,
adapted from Zijl et al. (2015).
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• The model contains open water level boundaries, including 22 amplitudes and phases of harmonic
constituents, located at the northern, western and southern side of the model domain;

• The wind speed and air pressure are retrieved from the Numerical Weather Prediction (NWP) and the
High-Resolution Limited Area Model (HiRLAM);

• For the translation of the wind speed to surface stresses, the drag coefficient is computed using the
Charnock formulation (Charnock, 1955). The Charnock coefficient is chosen to be 0.025, which is in
line with the value used in the HiRLAM model;

• Baroclinicity is included in the model as the vertical dimension of the model consists of twenty equidis-
tant σ-layers and a k-ε turbulence model is incorporated as well.

D.2. Model and user artifacts
Figures D.2a, D.2b and D.2c contain parts of the overview plot, discussed in Chapter 4. Each of these figures
shows a model or user artifact (indicated by a red oval), which is an error in the representation of information.
In this case, the model itself did not indicate an error in the processes, but as the output data is plotted, certain
odd phenomena are observed. This should be kept in mind while interpreting the overview plots.

• Model artifact 1 (Figure D.2a): transition from deep to shallow areas and vice versa. The magnitude of
a variable, such as the salinity, differs systematically for deeper and shallower areas. In shallow areas,
the water is relatively dense, as less convection and mixing takes place.

• Model artifact 2 (Figure D.2b): non-hydrostaticity of the model. In the model, water can move through
the water column, as the water depth is subdivided over twenty layers. At locations close to a (steep)
ridge, more water is moved up than physically possible, resulting in non-realistic situations.

• User Artifact 1 (Figure D.2c): appearance of unexpected values. Due to the application of interpolation
in time and space to the dataset, the magnitude of certain variables is averaged or assigned to another
location or moment in time. This results in unexpected (high) values in a certain layer, for example, the
bottom layer.

(a) Model artifact 1: transition from deep to shallow areas and vice versa. The salinity profile [PSU] over depth of Track S8.

(b) Model artifact 2: non-hydrostaticity of the model. A depth profile of the sea water temperature [°C] of Track S61.

(c) User artifact 1: appearance of unexpected increasing values. A depth profile of the turbulent vertical eddy viscosity [m2/s] of Track
S11.

Figure D.2: Two model artifacts and one user artifact of the 3D DCSM-FM by Zijl et al. (2016). Time scales and depth profile information
is not included in this figures.
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D.3. Model dataset
The dataset, which is used in this study, consists of the 3D DCSM-FM output of a five year simulation, of
which one year is considered as spin-up. The different variables are listed in Table D.1.

Table D.1: Characteristics of the dataset from the 3D DCSM-FM by Zijl et al. (2016), which was used in this study.

Variable Unit

Atmospheric pressure N/m2

Bottom level m
Flow velocity in x-direction m/s
Flow velocity in y-direction m/s
Flow velocity in z-direction m/s
Salinity PSU
Sea water temperature °C
Station x-coordinate °E
Station y-coordinate °N
Time Seconds since 22-12-2011
Turbulent energy dissipation m2/s3

Turbulent kinetic energy m2/s2

Turbulent vertical eddy viscosity m2/s
Vertical coordinate at centre layer m above MSL
Vertical coordinate at layer interface m above MSL
Water level m above MSL
Wind in x-direction m/s
Wind in y-direction m/s

D.4. Ocean model by CMEMS (2018)
The data from CMEMS (2018) is a reanalysis of the Forecasting Ocean Assimilation Model, 7km Atlantic Mar-
gin Model and the Nucleus for European Modelling of the Ocean model code. The model is located on the
Northwest European continental shelf, ranging from 40°N, 20°W to 65°N, 13°E (CMEMS, 2018). The grid is
regular and the longitudinal resolution is 1/9° and the latitudinal resolution is 1/15°.



Appendix E
Details overview plots

This appendix contains detailed information of the overview plots discussed in Chapter 4. Section E.1 pro-
vides an explanation of the different aspects of the overview plot and Section E.2 contains the overview plot
of each track individually.

E.1. Description overview plots
Figure 4.2 in Chapter 4 shows the overview for track N4 and the different aspects of this plot are described
below by means of the matching numbers in the list.

1. A map of the area around the Shetland Islands, including contour lines of the depth and the path sailed
by the vessel. An orange coloured dot indicates the location of the problems with the working activities,
whereas the dark blue lines represent the remaining activities of the vessel.

2. The working schedule of the vessel during the track, where a distinction is made between working
intervals (green), non-working intervals due to the conditions in the water column (red) and any other
activity of the vessel (grey).

3. These graphs show the elevation of the water level (ζ) and the wind speed (uw) over time. The wind
speed consists of components both in x-direction and y-direction, see Equation E.1.

uw =
√

u2
w,x +u2

w,y (E.1)

Where: uw [m/s] Wind speed
uw,x [m/s] Wind speed in x-direction
uw,y [m/s] Wind speed in y-direction

4. This is a colour plot of the magnitude of the flow velocity over depth and time, in which white tints
indicate low flow velocities and red colours represent high flow velocities. The flow velocity consists of
components both in x-direction and y-direction, see Equation E.2.

u =
√

u2
x +u2

y (E.2)

Where: ux [m/s] Flow velocity in x-direction
uy [m/s] Flow velocity in y-direction

5. The direction of the flow is indicated by a colour plot of the four main wind directions: north, east,
south and west. In case the flow direction is east, the water is flowing to the east.

6. The turbulent vertical eddy viscosity is plotted on a log-scale to indicate the difference between smaller
values (10−4) and larger values (10−2), ranging from lighter yellow to green. These values represent
regular flow situations and turbulent circumstances, respectively.
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7. The density of the sea water around the track of the vessel near the Shetland Islands is based on the
temperature of the sea water and the salinity. The relation between the temperature, salinity and den-
sity is called the Equation of State and for this colour plot, the one described by Gieskes et al. (1981)
is used to calculate the density for each time step and every location over depth. The formulas for this
Equation of State are given in Equations E.3 to E.6. The subscript zero in Equation E.3 represents the
pressure of one standard atmosphere.

ρw = ρw,0 +B ·S +C ·S3/2 +4.8314 ·10−4S2 (E.3)

ρw,0 = 999.842594+6.793952 ·10−2T +−9.095290 ·10−3T 2 +1.001685 ·10−4T 3+
−1.120083 ·10−6T 4 +6.536332 ·10−9T 5 (E.4)

B = 8.24493 ·10−1 +−4.0899 ·10−3T +7.6438 ·10−3T 2 +−8.2467 ·10−7T 3 +5.3875 ·10−9T 4 (E.5)

C =−5.72466 ·10−3 +1.0227 ·10−4T +−1.6546 ·10−6T 2 (E.6)

Where: S [PSU] Salinity
T [°C] Sea water temperature
B [kg/m3] Coefficient for the Equation of State
C [kg/m3] Coefficient for the Equation of State

8. The Richardson number, given in Equation E.7, is a criterion for the stability of a fluid (Pietrzak, 2014).
In case this number is larger than 1/4, the fluid is stable and stratified, whereas a value between 0 and
1/4 indicates an unstable fluid in which mixing processes take place. The scale of this colour plot is
adapted to this range, to point out the unstable areas.

Ri =−
g
ρ · ∂ρw

∂z∣∣∣ ∂u
∂z

∣∣∣2 (E.7)

Where: z [m] depth

9. This plot represents the spring-neap cycle for a period of four months, including the time range of the
vessel track. The elevation of the water level is measured at Lerwick, a station at the south east side of
the Shetland Islands (EMODnet, 2017). The reference level for the sea level is Ordnance Datum.

10. These plots depict a depth profile averaged over time per non-working interval for the following four
variables: flow velocity, flow direction, turbulent vertical eddy viscosity and the density.

11. The four legends contain clarifying information for the different plots.

E.2. Overview plot per track
This section contains a full-scale overview plot of each of the selected tracks (N4, N13, S4, S61, S62, S7, S8, S9,
S10 and S11).
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Figure E.1: Overview plot of the data from the 3D DCSM-FM by Zijl et al. (2016), combined with the data from the DPRs of the Nordnes
for the period ranging from 28-07-2016 to 03-08-2016 (Track N4). In the upper left corner, a map of the area around the Shetland Islands

is presented. The blue track represents the sailed path of the SRI vessel. On the right side a couple of variables are plotted over time.
From top to bottom: the working schedule, the water level elevation [m], the wind speed [m/s], the flow velocity [m/s], the flow

direction [-], the turbulent vertical eddy viscosity [m2/s], the density [kg/m3] and the Richardson number [-]. For the flow velocity, flow
direction, turbulent vertical eddy viscosity and the density, a depth profile averaged over time per non-working interval is plotted on

the left side of the figure. On the bottom left part, the water level elevation over four months, retrieved from EMODnet (2017), is plotted,
indicating the spring-neap cycle.
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Figure E.2: Overview plot of the data from the 3D DCSM-FM by Zijl et al. (2016), combined with the data from the DPRs of the Nordnes
for the period ranging from 05-10-2017 to 10-10-2017 (Track N13). In the upper left corner, a map of the area around the Shetland

Islands is presented. The blue track represents the sailed path of the SRI vessel. On the right side a couple of variables are plotted over
time. From top to bottom: the working schedule, the water level elevation [m], the wind speed [m/s], the flow velocity [m/s], the flow

direction [-], the turbulent vertical eddy viscosity [m2/s], the density [kg/m3] and the Richardson number [-]. For the flow velocity, flow
direction, turbulent vertical eddy viscosity and the density, a depth profile averaged over time per non-working interval is plotted on

the left side of the figure. On the bottom left part, the water level elevation over four months, retrieved from EMODnet (2017), is plotted,
indicating the spring-neap cycle.
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Figure E.3: Overview plot of the data from the 3D DCSM-FM by Zijl et al. (2016), combined with the data from the DPRs of the Nordnes
for the period ranging from 29-12-2014 to 01-01-2015 (Track S4). In the upper left corner, a map of the area around the Shetland Islands

is presented. The blue track represents the sailed path of the SRI vessel. On the right side a couple of variables are plotted over time.
From top to bottom: the working schedule, the water level elevation [m], the wind speed [m/s], the flow velocity [m/s], the flow

direction [-], the turbulent vertical eddy viscosity [m2/s], the density [kg/m3] and the Richardson number [-]. For the flow velocity, flow
direction, turbulent vertical eddy viscosity and the density, a depth profile averaged over time per non-working interval is plotted on

the left side of the figure. On the bottom left part, the water level elevation over four months, retrieved from EMODnet (2017), is plotted,
indicating the spring-neap cycle.
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Figure E.4: Overview plot of the data from the 3D DCSM-FM by Zijl et al. (2016), combined with the data from the DPRs of the Nordnes
for the period ranging from 21-10-2015 to 23-10-2015 (Track S61). In the upper left corner, a map of the area around the Shetland

Islands is presented. The blue track represents the sailed path of the SRI vessel. On the right side a couple of variables are plotted over
time. From top to bottom: the working schedule, the water level elevation [m], the wind speed [m/s], the flow velocity [m/s], the flow

direction [-], the turbulent vertical eddy viscosity [m2/s], the density [kg/m3] and the Richardson number [-]. For the flow velocity, flow
direction, turbulent vertical eddy viscosity and the density, a depth profile averaged over time per non-working interval is plotted on

the left side of the figure. On the bottom left part, the water level elevation over four months, retrieved from EMODnet (2017), is plotted,
indicating the spring-neap cycle.
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Figure E.5: Overview plot of the data from the 3D DCSM-FM by Zijl et al. (2016), combined with the data from the DPRs of the Nordnes
for the period ranging from 24-10-2015 to 29-10-2015 (Track S62). In the upper left corner, a map of the area around the Shetland

Islands is presented. The blue track represents the sailed path of the SRI vessel. On the right side a couple of variables are plotted over
time. From top to bottom: the working schedule, the water level elevation [m], the wind speed [m/s], the flow velocity [m/s], the flow

direction [-], the turbulent vertical eddy viscosity [m2/s], the density [kg/m3] and the Richardson number [-]. For the flow velocity, flow
direction, turbulent vertical eddy viscosity and the density, a depth profile averaged over time per non-working interval is plotted on

the left side of the figure. On the bottom left part, the water level elevation over four months, retrieved from EMODnet (2017), is plotted,
indicating the spring-neap cycle.
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Figure E.6: Overview plot of the data from the 3D DCSM-FM by Zijl et al. (2016), combined with the data from the DPRs of the Nordnes
for the period ranging from 15-01-2016 to 20-01-2016 (Track S7). In the upper left corner, a map of the area around the Shetland Islands

is presented. The blue track represents the sailed path of the SRI vessel. On the right side a couple of variables are plotted over time.
From top to bottom: the working schedule, the water level elevation [m], the wind speed [m/s], the flow velocity [m/s], the flow

direction [-], the turbulent vertical eddy viscosity [m2/s], the density [kg/m3] and the Richardson number [-]. For the flow velocity, flow
direction, turbulent vertical eddy viscosity and the density, a depth profile averaged over time per non-working interval is plotted on

the left side of the figure. On the bottom left part, the water level elevation over four months, retrieved from EMODnet (2017), is plotted,
indicating the spring-neap cycle.
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Figure E.7: Overview plot of the data from the 3D DCSM-FM by Zijl et al. (2016), combined with the data from the DPRs of the Nordnes
for the period ranging from 18-07-2016 to 26-07-2016 (Track S8). In the upper left corner, a map of the area around the Shetland Islands

is presented. The blue track represents the sailed path of the SRI vessel. On the right side a couple of variables are plotted over time.
From top to bottom: the working schedule, the water level elevation [m], the wind speed [m/s], the flow velocity [m/s], the flow

direction [-], the turbulent vertical eddy viscosity [m2/s], the density [kg/m3] and the Richardson number [-]. For the flow velocity, flow
direction, turbulent vertical eddy viscosity and the density, a depth profile averaged over time per non-working interval is plotted on

the left side of the figure. On the bottom left part, the water level elevation over four months, retrieved from EMODnet (2017), is plotted,
indicating the spring-neap cycle.
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Figure E.8: Overview plot of the data from the 3D DCSM-FM by Zijl et al. (2016), combined with the data from the DPRs of the Nordnes
for the period ranging from 03-08-2016 to 09-08-2016 (Track S9). In the upper left corner, a map of the area around the Shetland Islands

is presented. The blue track represents the sailed path of the SRI vessel. On the right side a couple of variables are plotted over time.
From top to bottom: the working schedule, the water level elevation [m], the wind speed [m/s], the flow velocity [m/s], the flow

direction [-], the turbulent vertical eddy viscosity [m2/s], the density [kg/m3] and the Richardson number [-]. For the flow velocity, flow
direction, turbulent vertical eddy viscosity and the density, a depth profile averaged over time per non-working interval is plotted on

the left side of the figure. On the bottom left part, the water level elevation over four months, retrieved from EMODnet (2017), is plotted,
indicating the spring-neap cycle.
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Figure E.9: Overview plot of the data from the 3D DCSM-FM by Zijl et al. (2016), combined with the data from the DPRs of the Nordnes
for the period ranging from 20-09-2016 to 26-09-2016 (Track S10). In the upper left corner, a map of the area around the Shetland

Islands is presented. The blue track represents the sailed path of the SRI vessel. On the right side a couple of variables are plotted over
time. From top to bottom: the working schedule, the water level elevation [m], the wind speed [m/s], the flow velocity [m/s], the flow

direction [-], the turbulent vertical eddy viscosity [m2/s], the density [kg/m3] and the Richardson number [-]. For the flow velocity, flow
direction, turbulent vertical eddy viscosity and the density, a depth profile averaged over time per non-working interval is plotted on

the left side of the figure. On the bottom left part, the water level elevation over four months, retrieved from EMODnet (2017), is plotted,
indicating the spring-neap cycle.
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Figure E.10: Overview plot of the data from the 3D DCSM-FM by Zijl et al. (2016), combined with the data from the DPRs of the Nordnes
for the period ranging from 08-10-2016 to 10-10-2016 (Track S11). In the upper left corner, a map of the area around the Shetland

Islands is presented. The blue track represents the sailed path of the SRI vessel. On the right side a couple of variables are plotted over
time. From top to bottom: the working schedule, the water level elevation [m], the wind speed [m/s], the flow velocity [m/s], the flow

direction [-], the turbulent vertical eddy viscosity [m2/s], the density [kg/m3] and the Richardson number [-]. For the flow velocity, flow
direction, turbulent vertical eddy viscosity and the density, a depth profile averaged over time per non-working interval is plotted on

the left side of the figure. On the bottom left part, the water level elevation over four months, retrieved from EMODnet (2017), is plotted,
indicating the spring-neap cycle.



Appendix F
Additional plots

This appendix contains additional plots of different variables discussed in Chapters 3, 4 and 6. First, the
temperature and salinity profiles over depth are presented, followed by the wind roses and roses of the flow.
Subsequently, scatter plots of the turbulence properties are depicted and lastly, a couple of plots of the shear
and veering profiles over depth are included.

F.1. Temperature and salinity profiles
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(a) Salinity
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(b) Salinity
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(c) Temperature
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(d) Temperature

Figure F.1: Plot of the salinity [PSU] and temperature [°C] profiles at Location 1 over depth and time for (a) and (c) the 3D DCSM-FM by
Zijl et al. (2016) and (b) and (d) the ocean model by CMEMS (2018).
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F.2. Wind roses

(a) Location 1

(b) Location 2

Figure F.2: Wind rose of the magnitude [m/s] and the direction [°] of the wind at (a) Location 1 and (b) Location 2 for all the available
working (green) and non-working (red) intervals assembled. Data retrieved from the 3D DCSM-FM by Zijl et al. (2016).
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F.3. Roses of the flow

(a) Top part

(b) Middle part

(c) Bottom part

Figure F.3: Rose of the magnitude [m/s] and the direction [°] of the flow in the (a) top part, (b) middle part and (c) bottom part of the
water column at Location 1 for all the available working (green) and non-working (red) intervals assembled. Data retrieved from the 3D

DCSM-FM by Zijl et al. (2016).
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(a) Top part

(b) Middle part

(c) Bottom part

Figure F.4: Rose of the magnitude [m/s] and the direction [°] of the flow in the (a) top part, (b) middle part and (c) bottom part of the
water column at Location 2 for all the available working (green) and non-working (red) intervals assembled. Data retrieved from the 3D

DCSM-FM by Zijl et al. (2016).
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Table F.1: Overview of the percentages of time that the flow was directed to each of the sixteen flow directions (FD) during working and
non-working intervals in the top part of the water column at Location 1. The number of time steps per direction (#) is included to

indicate the contribution to the total number of data points from the 3D DCSM-FM by Zijl et al. (2016), which is 1010.

Location 1 - Top part
FD # FD # FD # FD #

N 42% 58% 19 E 17% 87% 54 S 32% 68% 19 W 47% 53% 19
NNE 25% 75% 53 ESE 18% 88% 22 SSW 33% 67% 21 WNW 33% 67% 15
NE 48% 52% 359 SE 33% 67% 15 SW 63% 37% 38 NW 44% 56% 9
ENE 41% 59% 291 SSE 50% 50% 4 WSW 63% 37% 60 NNW 50% 50% 12

Table F.2: Overview of the percentages of time that the flow was directed to each of the sixteen flow directions (FD) during working and
non-working intervals in the middle part of the water column at Location 1. The number of time steps per direction (#) is included to

indicate the contribution to the total number of data points from the 3D DCSM-FM by Zijl et al. (2016), which is 2020.

Location 1 - Middle part
FD # FD # FD # FD #

N 4% 96% 28 E 40% 60% 63 S 53% 47% 15 W 2% 98% 62
NNE 7% 93% 108 ESE 41% 59% 22 SSW 68% 32% 40 WNW 4% 96% 27
NE 47% 53% 767 SE 40% 60% 20 SW 73% 27% 169 NW 3% 97% 32
ENE 48% 52% 461 SSE 46% 54% 13 WSW 37% 63% 167 NNW 4% 96% 26

Table F.3: Overview of the percentages of time that the flow was directed to each of the sixteen flow directions (FD) during working and
non-working intervals in the bottom part of the water column at Location 1. The number of time steps per direction (#) is included to

indicate the contribution to the total number of data points from the 3D DCSM-FM by Zijl et al. (2016), which is 1010.

Location 1 - Bottom part
FD # FD # FD # FD #

N 19% 81% 58 E 67% 33% 60 S 64% 36% 14 W 29% 71% 114
NNE 19% 81% 73 ESE 81% 19% 16 SSW 56% 44% 18 WNW 26% 74% 42
NE 33% 67% 129 SE 31% 69% 13 SW 68% 32% 62 NW 9% 91% 22
ENE 52% 48% 215 SSE 45% 55% 22 WSW 53% 47% 137 NNW 20% 80% 15

Table F.4: Overview of the percentages of time that the flow was directed to each of the sixteen flow directions (FD) during working and
non-working intervals in the top part of the water column at Location 2. The number of time steps per direction (#) is included to

indicate the contribution to the total number of data points from the 3D DCSM-FM by Zijl et al. (2016), which is 450.

Location 2 - Top part
FD # FD # FD # FD #

N 42% 58% 12 E 89% 11% 37 S 0% 100% 1 W 0% 100% 23
NNE 39% 61% 18 ESE 100% 0% 6 SSW - - 0 WNW 0% 100% 6
NE 73% 27% 59 SE 11% 89% 9 SW 0% 100% 5 NW 100% 0% 2
ENE 89% 11% 247 SSE 0% 100% 1 WSW 0% 100% 16 NNW 25% 75% 8
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Table F.5: Overview of the percentages of time that the flow was directed to each of the sixteen flow directions (FD) during working and
non-working intervals in the middle part of the water column at Location 2. The number of time steps per direction (#) is included to

indicate the contribution to the total number of data points from the 3D DCSM-FM by Zijl et al. (2016), which is 900.

Location 2 - Middle part
FD # FD # FD # FD #

N 44% 56% 9 E 87% 13% 215 S 50% 50% 4 W 28% 72% 86
NNE 53% 47% 19 ESE 92% 8% 36 SSW 63% 37% 8 WNW 30% 70% 20
NE 65% 35% 60 SE 85% 15% 13 SW 46% 54% 26 NW 18% 82% 11
ENE 93% 7% 295 SSE 56% 44% 9 WSW 29% 71% 75 NNW 29% 71% 14

Table F.6: Overview of the percentages of time that the flow was directed to each of the sixteen flow directions (FD) during working and
non-working intervals in the bottom part of the water column at Location 2. The number of time steps per direction (#) is included to

indicate the contribution to the total number of data points from the 3D DCSM-FM by Zijl et al. (2016), which is 450.

Location 2 - Bottom part
FD # FD # FD # FD #

N 33% 67% 6 E 88% 12% 121 S 89% 11% 9 W 41% 59% 46
NNE 83% 17% 6 ESE 83% 17% 35 SSW 30% 70% 10 WNW 0% 100% 20
NE 88% 12% 8 SE 94% 6% 16 SW 90% 10% 20 NW 33% 67% 3
ENE 100% 0% 72 SSE 63% 37% 8 WSW 38% 62% 63 NNW 86% 14% 7
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F.4. Scatter plots turbulence

Figure F.5: Scatter plot of the turbulent vertical eddy viscosity (νeddy) [m2/s] and the first derivative in time of the turbulent vertical

eddy viscosity (
∂νeddy
∂t ) versus five different variables related to the velocity (u) in the bottom layer of the water column at Location 1.

The green dots indicate working intervals and the red dots indicate non-working intervals. Data retrieved from the 3D DCSM-FM by Zijl
et al. (2016).
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Figure F.6: Scatter plot of the turbulent vertical eddy viscosity (νeddy) [m2/s] and the first derivative in time of the turbulent vertical

eddy viscosity (
∂νeddy
∂t ) versus five different variables related to the velocity (u) in the bottom layer of the water column at Location 2.

The green dots indicate working intervals and the red dots indicate non-working intervals. Data retrieved from the 3D DCSM-FM by Zijl
et al. (2016).
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Figure F.7: Scatter plot of the turbulent kinetic energy (k) [m2/s2] and the first derivative in time of the turbulent kinetic energy ( ∂k
∂t )

versus five different variables related to the velocity (u) in the bottom layer of the water column at Location 1. The green dots indicate
working intervals and the red dots indicate non-working intervals. Data retrieved from the 3D DCSM-FM by Zijl et al. (2016).
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Figure F.8: Scatter plot of the turbulent kinetic energy (k) [m2/s2] and the first derivative in time of the turbulent kinetic energy ( ∂k
∂t )

versus five different variables related to the velocity (u) in the bottom layer of the water column at Location 2. The green dots indicate
working intervals and the red dots indicate non-working intervals. Data retrieved from the 3D DCSM-FM by Zijl et al. (2016).
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Figure F.9: Scatter plot of the turbulent energy dissipation (ε) [m2/s3] and the first derivative in time of the turbulent energy dissipation

( ∂ε
∂t ) versus five different variables related to the velocity (u) in the bottom layer of the water column at Location 1. The green dots

indicate working intervals and the red dots indicate non-working intervals. Data retrieved from the 3D DCSM-FM by Zijl et al. (2016).



88 F. Additional plots

Figure F.10: Scatter plot of the turbulent energy dissipation (ε) [m2/s3] and the first derivative in time of the turbulent energy dissipation

( ∂ε
∂t ) versus five different variables related to the velocity (u) in the bottom layer of the water column at Location 2. The green dots

indicate working intervals and the red dots indicate non-working intervals. Data retrieved from the 3D DCSM-FM by Zijl et al. (2016).
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Table F.7: Overview of the correlation coefficients of the three turbulence variables (νeddy, k and ε) and five different flow velocity
variables at Location 1. The coefficients are obtained from from Figures F.5, F.7 and F.9.

Turbulence variable u ∂u
∂t

∂2u
∂t 2

∂u
∂z

∂2u
∂z2

νeddy
Working intervals ( ) 0.075 -0.130 0.082 0.130 -0.073
Non-working intervals ( ) -0.095 -0.230 0.147 0.266 0.003
k
Working intervals ( ) 0.322 -0.250 0.106 0.492 -0.111
Non-working intervals ( ) -0.114 -0.130 0.131 0.463 -0.443
ε

Working intervals ( ) 0.417 -0.265 0.051 0.551 -0.140
Non-working intervals ( ) -0.090 0.153 -0.057 0.448 -0.867

Table F.8: Overview of the correlation coefficients of the three turbulence variables (νeddy, k and ε) and five different flow velocity
variables at Location 2. The coefficients are obtained from from Figures F.6, F.8 and F.10.

Turbulence variable u ∂u
∂t

∂2u
∂t 2

∂u
∂z

∂2u
∂z2

νeddy
Working intervals ( ) 0.063 0.003 -0.152 0.262 0.082
Non-working intervals ( ) 0.331 -0.521 0.310 0.383 0.020
k
Working intervals ( ) 0.351 -0.142 -0.140 0.522 -0.040
Non-working intervals ( ) 0.718 -0.586 0.044 0.676 -0.002
ε

Working intervals ( ) 0.439 -0.146 -0.146 0.586 -0.131
Non-working intervals ( ) 0.802 -0.460 0.148 0.750 -0.060
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F.5. Shear and veering

(a) Working interval

(b) Working interval

(c) Non-working interval

(d) Non-working interval

Figure F.11: Plot of the shear in x-direction [m/s/m] (left), the shear in y-direction [m/s/m] (middle) and the veering [°/m] (right) in the
water column for (a) and (b) a working interval and (c) and (d) a non-working interval. Data retrieved from the 3D DCSM-FM by Zijl

et al. (2016).



Appendix G
Additional information FFT

This appendix contains additional information for the Fast Fourier Transform (FFT) performed in Chapter 5.

Functioning FFT
In order to assess the proper functioning of the FFT Python package, a combination of two straightforward
sinus functions is used as input signal for the analysis, see Figure G.1a. The differences between both sinus
functions are a larger amplitude and a shorter period. The frequency spectrum corresponding to this signal,
can be found in Figure G.1b. The two peaks indicate the two frequencies, which are included in the total
signal. The part of the signal that has an amplitude larger than 0.5 meter is filtered out, resulting in the
orange pattern in Figure G.2. The filtered signal is equal to Signal 2 in Figure G.1a, which completes this short
test analysis.
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Figure G.1: Overview of two plots that depict the functioning of the FFT: (a) signal of the combination of two sinus functions and (b) the
frequency spectrum corresponding to the total signal [m].
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Figure G.2: Plot of the filtered signal [m], from which the part with an amplitude larger than 0.5 meter is removed.

Theoretical characteristics of tidal constituents
The tidal constituents mentioned in Table G.1 are filtered from the flow velocity signal output from the 3D
DCSM-FM by Zijl et al. (2016). The presence of these components in the original frequency spectrum can be
observed in Figure G.4.

Table G.1: Overview of the characteristics of the main tidal constituents, which are filtered from the velocity signal, retrieved from Apel
(1987).

Tidal constituent
Name Period Period Frequency Frequency

[-] [hours] [days] [Hz] [cpd]

Semi-diurnal

Principal lunar M2 12.42 1.932 2.237 · 10−5 1.93
Principal solar S2 12.00 2.000 2.315 · 10−5 2.00
Lunar elliptical N2 12.66 1.896 2.194 · 10−5 1.90
Lunar-solar declinational K2 11.97 2.005 2.321 · 10−5 2.01

Diurnal
Lunar-solar declinational K1 23.93 1.003 1.161 · 10−5 1.00
Principal lunar O1 25.82 0.930 1.076 · 10−5 0.93
Principal solar P1 24.07 0.997 1.154 · 10−5 1.00
Lunar elliptical Q1 26.87 0.893 1.034 · 10−5 0.89
Smaller lunar elliptic diurnal M1 24.84 0.966 1.118 · 10−5 0.97

Long period
Fortnightly Mf 327.90 0.073 8.471 · 10−7 0.07
Monthly Mm 661.30 0.036 4.200 · 10−7 0.04
Semi-annual Ssa 4383.00 0.005 6.338 · 10−8 0.01

Shallow water overtides
Principal lunar M4 6.21 3.865 4.473 · 10−5 3.86
Principal lunar M6 4.14 5.797 6.710 · 10−5 5.80
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(a) Regular FFT
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Figure G.3: Frequency spectrum of flow velocity [m/s] in x-direction at Location 1 for (a) a regular FFT and (b) the TAPPY FFT. The
original (blue) and residual (red) frequency spectrum are depicted for Layer 14 of the 3D DCSM-FM by Zijl et al. (2016).

Table G.2: Overview of the amplitude [m/s] in x-direction, y-direction and total of the different tidal constituents identified in the
TAPPY FFT, see Figures G.3b and 5.1b.

Name
Amplitude [m/s]

x-direction y-direction Total

M2 0.1094 0.0758 0.1331
S2 0.0366 0.0257 0.0447
N2 0.0244 0.0149 0.0286
K2 0.0116 0.0079 0.0140

K1 0.0063 0.0116 0.0132
O1 0.0044 0.0100 0.0109
P1 0.0054 0.0050 0.0074
Q1 0.0040 0.0015 0.0042
M1 - - -

Mf 0.0106 0.0058 0.0121
Mm 0.0091 0.0054 0.0106
Ssa 0.0044 0.0022 0.0049

M4 0.0009 0.0018 0.0021
M6 0.0008 0.0011 0.0013
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(c) Shallow water overtides

Figure G.4: Presence of the tidal components [m/s] in both the original (blue) and filtered (red) frequency spectrum for (a) the diurnal
and semi diurnal components, (b) the components with a larger period and (c) the shallow water overtides. The spectrum is presented

for the flow velocity in y-direction in Layer 14 of the 3D DCSM-FM by Zijl et al. (2016).

Details BODC measuring locations
The British Oceanographic Data Centre (BODC) has a database, which contains time series of, amongst oth-
ers, the flow velocity, flow direction and the sea water temperature in the ocean, collected at different mea-
suring stations. For the validation of the output of the 3D DCSM-FM by Zijl et al. (2016) in Chapter 3, the data
from these measuring stations is used. In total, 21 time series are available around the Shetland Islands. Ten
of these series are selected based on their duration and depth. The characteristics of the selected time series
can be found in Table G.3 and Figure G.5. A plot of the velocity signal from Station 5 can be found in Figure
G.6.
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Table G.3: Overview of the characteristics of the time series from
BODC (2018). The location of each station can be found in Figure

G.5.

Time series Station Year Duration Depth
[days] [m]

1 1 1982 80 79
2 2 1994 69 512
3 2 1994 69 150
4 2 1994 69 329
5 3 1982 82 385
6 3 1982 13 272
7 4 1982 164 39
8 5 1972 27 133
9 6 1987 74 96

10 6 1988 103 101
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Figure G.5: Overview of the six measuring stations (1 to 6) of BODC
(2018) around the Shetland Islands.
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Figure G.6: Plot of the velocity signal [m/s] of the Station 2 time series ranging from 07-11-1994 to 15-01-1995 (BODC, 2018).
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