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Abstract

This study explores the influence of interrater agreement measures and affect rep-
resentation schemes in automatic affect prediction systems using physiological signals.
These systems often use supervised learning and require unambiguous and objective
labeling, a challenge when multiple human annotators are involved, which can affect
model performance. The research involved the first part of a two-stage process: system-
atically reviewing datasets and their characteristics concerning interrater agreement on
the affective interpretation of physiological signals. This stage established a reliable
foundation for the second step: a future analysis of model performance reported in
technical papers utilizing these datasets. The main takeaways were that the number
of raters varies significantly over datasets and the complexity introduced by combining
affect representation schemes can negatively affect interrater agreement.

1 Introduction
Automatic affect prediction systems aim to recognize and analyse human emotions by train-
ing machine learning models on datasets with various types of signals (text, speech, images,
and physiological signals) from study participants [1]. In order to train the prediction model
for supervised learning, the datasets used as input need to be labeled. However, the humans
which develop these systems are subjective by nature [2]. Therefore, they interpret and label
the emotions provoked by these signals differently based on direct factors, such as previous
personal experience, as well as indirect factors, like media interaction. Currently, we lack a
standard way to remove this bias when creating labeled datasets for model training [3].

This study is focused on physiological signals, such as heart rate variability, skin conduc-
tance, and measurements of autonomous nervous system activity. People think physiologi-
cal data could provide insights about emotional phenomena because the autonomic nervous
system (ANS) plays a crucial role in regulating bodily responses to emotional stimuli. For
instance, physiological signals such as heart rate variability and skin conductance reflect
the ANS’s activity, which changes with different emotional states. By monitoring these sig-
nals, researchers can gain a deeper understanding of how emotions manifest in the body [4].
Training affect prediction systems on this type of signals has gained significant attention
due to its potential application in various fields, including mental and physical healthcare
and human-computer interaction; it could impact even governmental policy creation criteria
concerning the case of personal data usage in intelligent agents training or in large language
models [5, 6, 7].

The aim of this research is to explore the extent to which IRA influences the perfor-
mance of automatic affect prediction systems in the context of physiological datasets. By
understanding this relationship, we can improve the reliability and validity of evaluating
affect prediction systems and enhance their practical utility in real-world applications, such
as healthcare and human-computer interaction. This type of research implies a two-step
process. First, a systematic identification and review of the existing literature describing
datasets and their characteristics concerning interrater agreement on the affective state in-
terpretation from physiological signals. This stage established a reliable foundation for the
second step: analysing the model performance reported in technical papers utilizing these
datasets. Due to a nine-week time limitation, the second step was left for future research.
Therefore, only the first five subquestions from the following list are fully addressed in this
paper, while the sixth is left for future research:
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Q1: What types of affective states have been targeted by datasets? Emotion, mood and
reaction are a few examples of state types under the category of "affect"; the annotation
task depends on their exact definition.

Q2: What different affect representation schemes have been used in these datasets and
what is the motivation for using them? Different representation schemes result in different
labels; identifying a trend in scheme usage would provide insight into the most targeted
emotions in physiological datasets.

Q3: What data is available regarding interrater agreement (presence, number of raters,
types of measures, level of agreement)? If these characteristics tend to differ between
datasets, there might exist a bias towards analysing the model performance, since evalu-
ation depends on the labeling process.

Q4: Is there a change in how datasets measure interrater agreement over time? Seeing
a change of measure over time while the other factors stay the same would be an argument
in favour of the correlation between the chosen interrater agreement measure and model
performance.

Q5: Is there a relationship between the affect representation scheme used by datasets and
their interrater agreement? The level of agreement might be influenced by the vagueness of
the affect representation scheme, since annotators have varying number of labels to choose
from.

Q6: Is there a relationship between the interrater agreement in datasets and the empir-
ical performance of affect prediction systems using them for training and evaluation? This
directly expresses the importance of objectivity in labeling processes on human data. Due
to time limitations, this falls out of the scope of this project, but some indications on how
to proceed in future work will be provided.

Starting with section 2, more details about the subtopics of interest are discussed. In
section 3, the paper describes the methodology used to conduct the study and how it is
divided in the dataset extraction step and the literature review step. Section 4 refers to
results per subtopic building up to the main research statement, while section 5 explains
how the study was conducted in a responsible manner. Following this, section 6 discusses
the results for different subquestions. Last but not least, section 7 provides a conclusion for
the research project and how it provides ground findings for possible future work. For extra
information, an appendix is available as well.

2 Background
In affective computing, affect representation schemes are methodologies used to encode and
describe human emotions, typically through dimensional models (e.g., valence-arousal)[8],
categorical models (e.g., Ekman’s basic emotions)[9], appraisal models [10], facial action cod-
ing systems [11], or multimodal approaches, allowing for accurate emotion recognition and
response in computational systems [12]. These diverse representation schemes significantly
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impact the analysis of automatic affect prediction models by influencing the granularity, in-
terpretability, and complexity of the predictions, thereby affecting the model’s performance
and applicability in real-world scenarios [13].

The assessment of these systems’ performance often relies on interrater agreement (IRA)
measures, which quantify the level of agreement among human annotators in labeling emo-
tional states. IRA measures are statistical tools used to evaluate the consistency or consensus
among different raters who observe and categorize the same phenomena. Common measures
include Cohen’s kappa, which adjusts for chance agreement [14], and Krippendorff’s alpha,
which is applicable for various data types and handles missing data effectively [15]. For phys-
iological datasets, the annotators can have both internal and external perspectives: they can
either be study participants themselves and label their own signals, or they can be third-
party annotators, labeling signals produced by other people; this difference might influence
affect labeling trends. Other aspects which require some inspection are the frequency of
agreement measures inclusion in the datasets and the variability of agreement measures (to
see which are most often chosen for physiological datasets). Despite their importance, the
impact of IRA measures on the evaluation and interpretation of affect prediction systems
remains unclear [16, 17].

3 Methodology
This study employs a systematic review methodology following the PRISMA (Preferred Re-
porting Items for Systematic Reviews and Meta-Analyses) guidelines to comprehensively
survey existing literature on datasets used for automatic affect prediction. A systematic
review is a rigorous and structured approach to identifying, evaluating, and synthesizing all
available evidence relevant to a research question [18, 19, 20]. PRISMA provides a struc-
tured approach to ensure transparency and completeness in reporting systematic reviews,
enhancing the reproducibility and reliability of the study findings [21]. The study involves
the following key steps, illustrated in Figure 1:

1. Searching: Define the research question and develop an exhaustive search strategy
to identify relevant studies.

2. Filtering: Create a protocol for extracting papers describing datasets used for auto-
matic affect prediction which respect a set of inclusion and exclusion criteria. Screen
studies based on the protocol to select those meeting the research objectives.

3. Extraction: Extract data and relevant information from selected studies in a system-
atic manner: create a dataframe which summarizes the dataset papers and allocates
them to matching subtopics. This step leads to the analysis of the main research
statement.

With these three aspects in regard, subsection 3.1 presents the search strategy employed
including the choice of search engines and the query-based process of paper selection, sub-
section 3.2 discusses the eligibility criteria, as well as the feasibility criteria, while subsection
3.3 shows search results.
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Figure 1: Steps in a Systematic Review [19]

3.1 Search Strategy
The search strategy was designed to retrieve all potentially relevant studies. It includes
defining search terms, selecting appropriate databases, and detailing the search syntax and
operators used.

It was opted for search engines that are avaliable to students, especially the ones for which
TU Delft offers institutional access, and that are well known for providing accurate results
in the main field of this research, namely Computer Science, as well as interconnected areas
which might help understand the physiological and psychological aspects of the subtopics
[22]. Therefore, taken into account were Scopus 1, IEEE Xplore 2 and Web Of Science
3. Other search engines which could have been taken into consideration are ACM Digital
Library 4 and Google Scholar 5, but they were disregarded from this study because of their
limitations; Google Scholar has few options to limit or narrow search results, users cannot for
example limit results to peer reviewed, full text materials or subject, while ACM’s coverage
is wide-ranging but not comprehensive (the chosen engines provide more reliability).

The complete paper selection process involved the following steps:

1. Formulation of tailored search queries for each engine, incorporating the keywords
listed in Table 1, with according wildcards for derivations.

2. Collection of non-duplicate papers retrieved from the searches.

3. Screening of titles to determine relevance based on the eligibility criteria.

4. Screening of abstracts of retained papers to assess suitability for inclusion based on
eligibility criteria.

5. Full-text assessment of the remaining papers to determine final inclusion or exclusion
based on eligibility criteria.

1https://www.scopus.com/search/form.uri?display=basic
2https://ieeexplore.ieee.org/Xplore/home.jsp
3https://www.webofscience.com/wos/author/search
4https://dl.acm.org
5https://scholar.google.com
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Queries for each search engine were formulated based on a combination of relevant key-
words related to physiological emotion recognition. These keywords were identified through
an iterative process and are listed in Table 1. The combination of keywords consists of
disjunctions applied to different terms describing each topic (applied per column) and con-
junctions between topics (applied between resulting disjunctions). The keywords are then
modified by adding wildcards, such that all similar forms of the initial word are found.

Table 1: Keywords used in search query for each concept

Physiological Emotion Recognition Dataset Raters
physiological emotion recognition dataset rater
biosignal affect detection database interrater
biometric feeling identification corpus inter-rater
nervous system mood classification inter rater
anatomic reaction analysis
somatic prediction

Queries were constructed to ensure that papers mentioning these concepts in titles, ab-
stracts, or keywords were captured. The only part which is set to be searched for in the
entire paper body is the one related to interrater agreement, since it is relevant to this re-
search, but might not be the main point of discussion in the papers describing the datasets.
The process of finding a query which captures the desired subjects in integrity, while ac-
counting for the feasibility factor of the study, was logged in Appendix C. It can be observed
that, over time, the motivation behind each update on the query became more specific in
order to increase reproducibility and understanding of the literature review process (eg.
removing "sentiment analysis" since it would provide vague results compared to the other
types of data and removing "affected" from the affect family, since it introduces unwanted
papers which are disease related instead of affect related). The queries were adapted for the
particularities of each engine, while trying to maintain the balance between broadness and
accuracy of search terms, which is also visible in Appendix C.

By excluding the terms related to "rater", papers about datasets which do not include
IRA measures were obtained, thus improving this study according to the motivation of the
inclusion criteria in Table 3 (more details in subsection 3.2). The search process of non-IRA
datasets was performed in parallel to the one focusing on IRA for the following reason:
stricter feasibility criteria was necessary mostly in the former case, where approximately
24.000 results matched the query, exceeding the time limited capability of scanning (more
details in subsection 3.2.1).

Therefore, the resulting papers from each search engine are presented in table 2. The
last two columns represent the simplest form of filtering which could already be done before
screening, namely applying the feasibility restriction of "data papers" to the non-IRA papers
and removing non-English papers. English papers describing non-English datasets were
kept, since understanding the aggregated details from the presentation paper matters more
to this survey than the data itself. These restrictions were applied by checking the "data
type" and "language" filtering options provided by search engines, which consider the tags
and keywords of the papers. All papers were then imported to Mendeley 6 to follow a
deduplication process, resulting in a total of 90 (54 with IRA, 36 without) candidates for
screening.

6https://www.mendeley.com/search/
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Table 2: Summary of Dataset Papers from Different Sources
Source Query With

IRA
Query With-
out IRA

Filtered
Query With
IRA

Filtered
Query With-
out IRA

Scopus 52 17075 50 26
Web of Science 8 6354 8 26
IEEE Xplore 1 577 1 0

3.2 Filtering Process
This step involves defining eligibility criteria and screening retrieved studies against the
criteria set. These criteria may include publication type, relevance to the research question,
and dataset characteristics.

The eligibility criteria consists of inclusion and exclusion factors, as mentioned in the
renewed 2020 PRISMA guidelines [21]. This ensures that the scope of the literature review is
narrowed down to subjects mentioned in the research statement (and subtopics) through the
inclusion of desired topics, while also maintaining reproducibility through the exclusion of
papers which are not relevant at the moment of this research. The inclusion and exclusion
criteria do not have to be met at once for two main reasons: first, some of them only
cover information which could be used for a subset of the subtopics, but not for all (eg.
a paper discusses the correlation between different affect representation schemas and the
model performance, but does not include interrater agreement methods). Second, the main
interest is in papers about datasets which include information about interrater agreement
measures, but the papers which do not include it could also provide interesting insights
about the prevalence of the method in this field. For this reason, both categories were
considered, keeping in mind the limitations in subsection 3.2.1.

A brief motivation for each criterion is mentioned in Table 3. Besides this, papers
focusing on interrater agreement measures and guidelines for systematic review were read
in order to define a proper review protocol which is clear and reproducible and to ensure
that responsible research is conducted. These papers are not part of the survey itself and
therefore are not mentioned as inclusion criteria.

The following screening steps are described in more detail in Figure 2, according to the
PRISMA 2020 flow diagram template [21]. Some specific reasons why papers got excluded
from the study during screening which were not part of the eligibility criteria initially are
related to the medical interpretation of the word "affect" instead of the psychological one
and the presence of emotions used as stimuli instead of results.

The screening stages resulted in 20 records and 27 datasets to be used for data extraction,
which is presented in section 3.3. Nine additional data papers were manually added to
improve the reliability of results, since some of the most valuable datasets for this study
were mentioned only as secondary data sources in the systematically retreived papers. A
possible reason why they did not appear as results of the search query is that they were not
suitable for all topics required to analyse the main research statement, but are still proper
candidates for specific subquestions. This indicates that in future research, where the time
limitation is not an issue, the study can be improved by considering more niched queries for
each subtopic separately to make sure this type of papers is not omitted.
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Figure 2: Adapted PRISMA 2020 flow diagram for systematic reviews which included
searches of databases and registers only [21]

*n refers to papers mentioning IRA
**m refers to papers not mentioning IRA

***record type filtering applied only to non-IRA to papers (see section 3.2)
****duplicates removed through Mendeley (see section 3.2)

3.2.1 Feasibility Limitations

Due to the 9 week time limitation to this research project, a few feasibility criteria were
derived in order to achieve the goal of answering the main question in a reproducible manner,
while leaving space for improvements in future work. The main choice was to leave the second
thread of the two-stage plan mentioned in section 1 as material for future work and focus
only on the first stage: the systematic identification and review of the relevant datasets.
Another choice was to split the search in two parallel threads, one for papers which mention
IRA and one for the opposite, leading to a slightly adapted PRISMA flow diagram in figure 2.
The main goal of this research involves the presence of IRA in the datasets and its connection
to the model performance, while assessing the overall presence of IRA in datasets in the
first step of the two-stage plan is merely an insight for the research practices in this area
of study. Also, the search for non-IRA datasets resulted in approximately 24,000 matches,
exceeding the time-limited capacity for detailed scanning. Thus, stricter feasibility criteria
were necessary, leading to the application of the "data type" filter of the search engines to
narrow results to "data papers." This step ensured a manageable subset for analysis.
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Table 3: Inclusion and Exclusion Criteria

Inclusion Criteria Motivation Application Method
Papers focusing on physiologi-
cal emotion recognition which
use different affect representa-
tion schemes.

To ensure relevance to the re-
search topic and understand the
types of data.

Title and abstract screening.

Papers presenting datasets with
physiological signals used for
emotion detection, which include
interrater agreement measures.

Useful for interrater agreement
analysis given certain dataset
features.

Query modification: conjugate
with rater related terms.

Papers presenting datasets with
physiological signals used for
emotion detection, which fail
to include interrater agreement
measures.

Useful to assess the impact of
missing agreement measures and
to comment about the prevalence
of using these measures in the
field of Computer Science.

Query modification: do not use
rater related terms.

Exclusion Criteria Motivation Application Method
Papers not written in English. Ensures language consistency for

review comprehensibility.
Search engine language filter op-
tion.

Papers reliant solely on sec-
ondary data sources (datasets
that are mentioned, but not cre-
ated by the authors of the pa-
per).

To prioritize primary research
studies (created by the authors
of the paper) which explain the
reasoning behind collecting the
data.

Abstract and full text screening.

Papers published after April
2024.

Ensures relevance within the des-
ignated timeframe of the review.

Search engine date filter option.

In the case where IRA is present,
papers about datasets which do
not mention the type of af-
fect annotations (self-reported or
third-party).

Data about both experienced
and perceived affect is needed
to see how study participants
describe the feeling themselves
and how external parties inter-
pret the feeling of the partici-
pants.

Abstract and full text screening.

Studies which do not provide in-
formation on the participants or
subjects involved in the dataset
production.

Evaluation of sample character-
istics and generalizability is diffi-
cult/impossible without this in-
formation, as well as potential
biases in the data (predominant
genetics, conditions which do not
characterize the general popula-
tion).

Abstract and full text screening.

Studies targeting non-human
datasets.

Would be interesting to analyse,
but the comparison between hu-
man and non-human data is in-
feasible given the time limita-
tion.

Abstract and full text screening.
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3.3 Data Extraction
In order to analyse the particularities needed to answer each subquestion, data was extracted
from the final set of 29 records and 27 datasets included in review and stored in Mendeley.
An Excel 7 dataframe was created in order to keep track of relevant information from each
dataset paper, as shown in table 4, which is the main source of information for all the results
that follow in section 4.

4 Results
This section explains the main findings based on the datasets which fit each of the subques-
tions and shows why only subsets of the datasets are fit for each subquestion. Subsection
4.1 handles the first two subquestions, subsection 4.2 handles the third, subsection 4.3 looks
at subquestion four, while subsection 4.4 answers the fifth subquestion.

4.1 Targeted Affect and Affect Representation Schemes (ARS)
The datasets summarized in Table 4 primarily focus on various emotions, with some also
considering mood and reactions. For instance, the DEAP [34], MAHNOB-HCI [36], and
AMIGOS [31] datasets target emotions such as happiness, sadness, anger, and fear. The
EMOEEG [23] and PhyMER [29] datasets, on the other hand, target broader emotional
categories, including neutral states. Moods, typically represented as positive, negative,
or neutral states, are less frequently targeted but are integral in datasets like AMIGOS
[31] and ASCERTAIN [32]. These datasets link emotions to personality traits, providing
a richer context for understanding affective responses. For example, AMIGOS [31] takes
into account both mood and personality, although only emotions are measured in the ex-
periments. Similarly, ASCERTAIN [32] connects emotions to personality, highlighting the
interplay between transient emotional states and enduring personality traits. Reactions,
such as those captured in the AKTIVES [49] and DAPPER [39] datasets, are another form
of affective state. These reactions are often context-specific, reflecting immediate responses
to particular stimuli, such as games or daily environments.

Figure 3: Number of Datasets per Affect Representation Scheme (ARS)
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7https://www.microsoft365.com/launch/excel
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The ARS used across these datasets vary widely, as seen in Figure 3, reflecting different
theoretical approaches to categorizing emotions. The most prevalent scheme is the circum-
plex model, which represents emotions along the dimensions of valence (pleasantness) and
arousal (activation level). This model is used in datasets like EMOEEG [23], DEAP [34],
and MAHNOB-HCI [36], providing a continuous representation of affective states that is
useful for capturing the nuances of emotional experiences. Other common ARS include the
Six Basic Emotions model [9], which categorizes emotions into fear, anger, disgust, sadness,
happiness, and surprise, as seen in the Proprietary and RAMAS [25] datasets. This cat-
egorical approach is straightforward and aligns with foundational theories in psychology.
Additionally, some datasets utilize adapted models, such as the one used in the K-EmoCon
dataset [40], which incorporates 20 categories of emotions and considers both self-reported
and third-party annotations. This comprehensive approach allows for a more detailed and
multifaceted understanding of affective states.

The motivation for using these different ARS lies in their ability to capture various
aspects of emotional experiences. Dimensional models like the circumplex model are favored
for their ability to represent the continuous and interrelated nature of emotions [51], while
categorical models are valued for their simplicity and ease of interpretation [9]. The choice
of ARS often depends on the specific goals of the study and the nature of the stimuli used.

4.2 Quantifying Interrater Agreement (IRA)
Interrater agreement (IRA) is a crucial factor in the reliability and validity of affective
computing datasets, as it measures the consistency among different raters'annotations. The
datasets mentioned in Table 4 offer comprehensive data regarding the presence, number of
raters, types of measures, and levels of agreement across various datasets.

The majority of datasets include an IRA measure, indicating the importance placed on
the reliability of annotations. Commonly used IRA measures in these datasets include Co-
hen's kappa [14], Krippendorff's alpha [15], Fleiss'kappa [52], Cronbach's alpha [53], and
ANOVA [54]. Each of these measures is suited to different types of data and agreement
scenarios. For instance, Cohen's kappa is used for binary or categorical data, while Cron-
bach's alpha is typically employed for continuous labels, providing insight into the internal
consistency of the annotations.

The number of raters varies significantly across datasets, ranging from as few as 3 to as
many as 346, as seen in Figure 4.2. This variation can impact the reliability of the IRA
measure, as a higher number of raters can provide a more robust estimate of agreement.
For example, the PhyMER dataset [29] utilized 28 evaluators to label stimulus videos, with
subsequent labeling by participants. This two-stage labeling process helps verify the induced
emotions'accuracy and the participants'felt emotions, providing a comprehensive IRA mea-
sure. In PhyMER [29], Cronbach's alpha for valence and arousal was exceptionally high at
0.97 and 0.96, respectively, while Fleiss'kappa for categorical annotations was moderate at
0.40.

Notably, datasets such as AMIGOS [31] and ASCERTAIN [32], which incorporate both
self-reported and third-party annotations, use measures like Cronbach's alpha and Cohen's
kappa to ensure the reliability of both types of annotations. This dual approach helps to
cross-validate the data, enhancing the overall reliability of the dataset.

The use of different IRA measures and the number of raters highlights the diversity in
dataset annotation methodologies. For example, the RECOLA dataset [26], which focuses
on remote dyadic interactions, uses Cronbach's alpha with 6 raters, ensuring a high level
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Figure 4: Number of Datasets in Each Interval of Raters
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of agreement for continuous labels. On the other hand, the DEAP dataset [34] employs
Fisher's method [55] with 32 raters, providing a robust measure of agreement for self-reported
annotations on music videos.

4.3 IRA Over Time
Examining the datasets summarized in Table 4 reveals trends and changes in the IRA
measures over time, offering a perspective on their evolution and the factors influencing their
adoption. In the early 2010s, the IRA measures predominantly used were classical statistical
methods such as Cohen's kappa and Fleiss'kappa. For instance, the RECOLA dataset
(2013) [26] employed Cronbach's alpha, a measure typically used to assess the reliability of
psychometric instruments. The Proprietary dataset from 2010 [28] also used Fleiss'kappa,
another robust measure for multiple raters. These early choices reflect a preference for
established, well-validated methods in measuring agreement among annotators.

As the field progressed, a diversification in IRA measures became apparent. By the mid
to late 2010s, datasets like NAA (2017) [24] and RAMAS (2018) [25] adopted Krippen-
dorff's alpha, known for its ability to handle various data types and missing values, making
it more versatile for complex annotation tasks. This shift suggests an increasing awareness
and need for flexibility in IRA measures to accommodate diverse annotation schemes and
data characteristics. In recent years, there has been a notable shift towards more dynamic
and comprehensive approaches. The AMIGOS dataset (2021) [31] uses both Cronbach's
alpha and Fleiss'kappa, indicating a hybrid approach to capture different aspects of agree-
ment. Similarly, the PhyMER dataset (2018) [29] incorporates both Cronbach's alpha and
Fleiss'kappa, reflecting a nuanced understanding of IRA that blends multiple measures to
enhance reliability assessments.

Moreover, the introduction of dynamic annotations, where continuous or time-variant
data is annotated, necessitates more sophisticated IRA measures. Datasets like DEAP
(2012) [34] and DREAMER (2018) [35] use methods like Fisher's method and the coefficient
of variation (CV), which cater to the dynamic nature of the data. This trend underscores a
growing recognition of the limitations of static IRA measures in capturing the complexities
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Figure 5: Interrater Agreement by Affect Representation Scheme
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of temporal and dynamic annotations, leading to the adoption of more advanced statistical
methods.

4.4 Relationship Between IRA and ARS
The investigation into the relationship between ARS and IRA measures reveals some trends
across various datasets presented in Table 4 and summarised in Figure 4.4. A clear pattern
emerges when examining datasets utilizing the VA scheme. Datasets such as EMOEEG
[23], which employ VA, show a moderate level of interrater agreement with Cohen's kappa
as the measure (k = 0.61-0.80 generally considered substantial agreement). Similarly, the
RECOLA dataset [26], also using VA but with Cronbach's alpha, exhibits a substantial
agreement among raters. These findings suggest that the VA scheme, despite its simplicity,
allows for consistent annotation, likely because of the reduced cognitive load on annotators,
who only need to assess two dimensions. In contrast, datasets employing more detailed
affect representation schemes, like RAMAS [25] and AMIGOS [31], show varied levels of
interrater agreement. RAMAS, with its complex VAD scheme, utilizes Krippendorff’s al-
pha, achieving moderate agreement. The increased complexity and number of dimensions
in the VAD scheme can introduce vagueness, as annotators may interpret the dimensions
differently, reducing consistency. Datasets like MAHNOB-HCI [36], which use an extended
VADP (Valence-Arousal-Dominance-Potency) scheme, still maintain substantial interrater
agreement (Cohen's kappa). However, this dataset benefits from a high number of raters
(27), which can mitigate individual bias and variability, enhancing overall agreement. This
suggests that while more detailed schemes can lower agreement due to their complexity,
the impact can be counterbalanced by increasing the number of raters. Datasets employing
discrete emotion categories present varied results. The PhyMER dataset [29], encompass-
ing multiple discrete emotions, shows substantial agreement with Cronbach’s alpha and
Fleiss'kappa. In this case, the discrete categories may provide clear, distinct labels, reduc-
ing ambiguity compared to continuous dimensions. However, datasets like DREAMER [35],
which also use a combination of discrete emotions and VAD, report lower consistency (coef-
ficient of variation), highlighting that the complexity introduced by combining schemes can
affect agreement negatively.
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5 Responsible Research
Responsible research practices are crucial for maintaining the integrity and ethical standards
of scientific investigations. This section examines both methodological rigor and ethical
considerations in this project.

5.1 Reflection upon Methodology
The systematic literature review aimed for thoroughness and reproducibility, adhering to
established guidelines. Detailed documentation was maintained at every step, yet conducting
the review with one student may have introduced potential errors, particularly during data
extraction and analysis. To minimize bias, the data extraction protocol was followed strictly,
although human error remains a possibility. The selection criteria for datasets might also
introduce bias, despite efforts to be comprehensive. Future research should involve multiple
reviewers to cross-verify data, enhancing the reliability and validity of findings and providing
a more robust understanding of the relationship between affect representation schemes and
interrater agreement.

5.2 Ethical viewpoint of physiological affect prediction
Physiological affect prediction poses significant ethical concerns, including potential misuse
in surveillance or behavior manipulation without consent. In general, this raises serious
privacy issues, as individuals may be unaware of their physiological data being collected
and analyzed, but all datasets chosen for this project mentioned that participants agreed on
their data being processed in this scope.

The subjectivity in labeling physiological responses can lead to biased datasets, exacer-
bating fairness and equity issues in affective computing systems. Such biases may arise from
cultural, gender, age, or other demographic differences, leading to inaccurate affective state
representations. Ensuring transparency and respect for user privacy is essential. The cho-
sen datasets were inclusive and representative to mitigate biases, and informed consent was
obtained from participants with clear information on data use. Researchers should consider
the broader implications of their work and design systems that promote fairness and equity.
Addressing these ethical considerations will help develop reliable and ethical physiological
affect prediction systems that respect individual rights and positively contribute to society.

6 Discussion
This study’s use of a systematic review methodology adhering to PRISMA[21] guidelines
effectively ensures a comprehensive and transparent examination of datasets for automatic
affect prediction. By systematically searching, filtering, and extracting relevant studies,
the methodology allows for a rigorous assessment of existing literature. PRISMA enhances
reproducibility and reliability, crucial for validating the study’s findings. The detailed search
strategy, careful application of eligibility criteria, and structured data extraction collectively
support the study’s aim to identify key trends and gaps in current research, ultimately
contributing to the advancement of affective computing. The approach is thorough, yet
adaptable for future refinements.

IRA is a critical factor in the reliability of annotations, with common measures includ-
ing Cohen’s kappa[14], Krippendorff’s alpha[15], Fleiss’ kappa[52], and Cronbach’s alpha[53].
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The number of raters varies widely across datasets, impacting the robustness of IRA mea-
sures. For instance, PhyMER[29] employs a two-stage labeling process with 28 evaluators,
achieving high Cronbach’s alpha values. Datasets like AMIGOS[31] and ASCERTAIN[32],
which incorporate both self-reported and third-party annotations, use multiple IRA mea-
sures to ensure data reliability. The evolution of IRA measures over time shows a shift
from classical methods like Cohen’s kappa to more versatile measures like Krippendorff’s
alpha. This transition reflects an increasing need for flexibility in handling diverse anno-
tation schemes. Recent datasets adopt hybrid approaches to capture different aspects of
agreement, as seen in AMIGOS and PhyMER.

A clear pattern emerges: simpler ARS like VA tend to yield higher interrater agreement
due to reduced ambiguity. For example, datasets such as EMOEEG[23] and RECOLA[26],
which use VA, demonstrate substantial agreement. In contrast, more complex schemes, such
as VAD and VADP, show varied levels of agreement, which can be mitigated by increasing
the number of raters, as observed in MAHNOB-HCI[36]. Datasets using discrete emotion
categories, like PhyMER, also achieve substantial agreement, suggesting that clear, distinct
labels can enhance consistency.

7 Conclusion and Future Work
This analysis reveals diverse approaches in affect representation schemes (ARS) and inter-
rater agreement (IRA) across datasets. Simpler ARS like VA yield higher IRA, as seen in
datasets like EMOEEG[23] and RECOLA[26], while more complex schemes like VAD and
VADP show varied agreement levels, mitigated by a higher number of raters. This trend
underscores the importance of ARS selection in ensuring reliable annotations. For future
work, examining the impact of ARS and IRA on model performance could provide deeper
insights into optimizing affective computing models. Additionally, replicating this study
without current limitations, such as restricted dataset access and varying annotation pro-
tocols, would offer more robust conclusions. Ensuring a standardized approach in future
studies could further clarify the relationship between ARS complexity, IRA consistency, and
model accuracy, ultimately enhancing the reliability of affective computing systems.
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B Large Language Model Usage
ChatGPT 8 was involved only to improve the paper writing process, but was not involved
in the actual research procedures. The main usage case was styling figures and tables in
LaTeX 9 and summarizing the big dataset table into smaller, more concise ones.

Prompt example:
8https://openai.com/chatgpt/
9https://latex.org/forum/
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Make a plot in latex with the binned number of raters from Table A (the dataset table)
on the X axis and the number of datasets corresponding to those bins on the Y axis.

Answer:

\begin{figure}
\centering
\caption{Number of Datasets in Each Interval of Raters}
\begin{tikzpicture}
\begin{axis}[

ybar,
symbolic x coords={0-10, 11-30, 31-50, 51-100, 101-200, 201+},
xtick=data,
x tick label style={rotate=45, anchor=east},
nodes near coords,
ymin=0,
xlabel={Number of Raters Interval},
ylabel={Number of Datasets},
width=10cm,
height=6cm,
bar width=1cm,
enlarge x limits={abs=1cm},
ylabel near ticks,
xlabel near ticks,
grid=major,
ymajorgrids=true,
xmajorgrids=true

]

\pgfplotstableread{
interval datasets
0-10 6
11-30 12
31-50 4
51-100 3
101-200 2
201+ 2
}\datatable

\addplot table[x=interval,y=datasets] \datatable;

\end{axis}
\end{tikzpicture}
\end{figure}

C Query Building Process
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Query Results on
Scopus

Notes

( physiolog* OR biosignal* OR bio-
metric* OR nervous system OR
anatomic* OR somatic* ) AND (
emotion* OR affect* OR feel* OR
mood* OR sentiment* OR react*
) AND ( recogni* OR detect* OR
identif* OR classif* OR analys* OR
predict* )

580,806 Most general, no filtering applied.

( physiolog* OR biosignal* OR bio-
metric* OR nervous system OR
anatomic* OR somatic* ) AND (
emotion* OR affect* OR feel* OR
mood* OR sentiment* OR react*
) AND ( recogni* OR detect* OR
identif* OR classif* OR analys* OR
predict* )

20,849 Basic filtering applied: Computer
Science articles only, English only.

( physiolog* OR biosignal* OR bio-
metric* OR nervous system OR
anatomic* OR somatic* ) AND (
emotion* OR affect* OR feel* OR
mood* OR react* ) AND ( recogni*
OR detect* OR identif* OR classif*
OR predict* )

16,025 Removed sentiment analysis since it
would provide vague results com-
pared to the other types of data. If
limited to data papers, gives 22 re-
sults.

( dataset* OR database* ) AND (
physiolog* OR biosignal* OR bio-
metric* OR nervous system OR
anatomic* OR somatic* ) AND (
emotion* OR affect* OR feel* OR
mood* OR react* ) AND ( recogni*
OR detect* OR identif* OR classif*
OR predict* )

3,279 Instead of limiting the search to
"data papers", include dataset re-
lated terms –> focus on purpose of
the papers instead of the labels sco-
pus gives them.

annotat* AND ( dataset* OR
database* ) AND ( physiolog* OR
biosignal* OR biometric* OR ner-
vous system OR anatomic* OR so-
matic* ) AND ( emotion* OR af-
fect* OR feel* OR mood* OR react*
) AND ( recogni* OR detect* OR
identif* OR classif* OR predict* )

194 Include annotation related terms –
> focus only on supervised (labeled)
learning models, ignore unsupervised
since they don’t give any information
on the human perspective.
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Query Results on
Scopus

Notes

annotat* AND ( dataset* OR
database* ) AND ( physiolog* OR
biosignal* OR biometric* OR ner-
vous system OR anatomic* OR so-
matic* ) AND ( emotion* OR af-
fect* OR feel* OR mood* OR re-
act* ) AND ( recogni* OR detect*
OR identif* OR classif* OR predict*
) AND NOT affected

172 Remove "affected" from the affect
family –> it introduces unwanted pa-
pers which are disease related instead
of affect related.

*rater AND annotat* AND (
dataset* OR database* ) AND
( physiolog* OR biosignal* OR
biometric* OR nervous system OR
anatomic* OR somatic* ) AND (
emotion* OR affect* OR feel* OR
mood* OR react* ) AND ( recogni*
OR detect* OR identif* OR classif*
OR predict* ) AND NOT affected

5 Check how many papers include
rater information. Since the number
is very low, broadening of other sub-
jects is needed.

*rater AND (annotat* OR label*
OR supervised) AND ( dataset* OR
database* ) AND ( physiolog* OR
biosignal* OR biometric* OR ner-
vous system OR anatomic* OR so-
matic* ) AND ( emotion* OR af-
fect* OR feel* OR mood* OR re-
act* ) AND ( recogni* OR detect*
OR identif* OR classif* OR predict*
) AND NOT affected

6 Extended domain for annotation.

*rater AND (annotat* OR label*
OR supervised) AND ( dataset* OR
database* ) AND ( physiolog* OR
biosignal* OR biometric* OR ner-
vous system OR anatomic* OR so-
matic* ) AND ( emotion* OR af-
fect* OR feel* OR mood* OR re-
act* ) AND ( recogni* OR detect*
OR identif* OR classif* OR predict*
) AND NOT affected

9 Remove limitation to Computer Sci-
ence –> include papers that are pub-
lished in journals for other disciplines
while still providing the information
needed.

FINAL QUERIES BEFORE
SCANNING
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Query Results on
Scopus

Notes

TITLE-ABS-KEY((dataset*
OR database* OR corpus)
AND (physiolog* OR biosig-
nal* OR biometric* OR nervous
system OR anatomic* OR so-
matic*) AND (emotion* OR
affect* OR feel* OR mood*
OR react*) AND (recogni* OR
detect* OR identif* OR clas-
sif* OR predict*) AND NOT
affected) AND ALL((interrater
OR inter-rater OR rater* OR
inter rater) AND agreement)

Scopus: 52
including
interrater
section,
17.075 ex-
cluding it.
Web of
Science: 8
including
interrater
section,
6.354 ex-
cluding
it.

No filters applied. Add "cor-
pus" to database section. Look
for "interrater" related terms in
full paper body because they
may not be the main point of
the paper and still exist. Add
"agreement" to all data to make
the interrater search more spe-
cific. Remove "annotated" re-
lated terms because they are in-
cluded in the interrater family
implicitly.

ALL(emotion recognition OR
affective computing OR emo-
tion classification OR emotion
prediction OR affect prediction)
AND physiological signal* AND
(dataset* OR database* OR
corpus) AND (interrater OR
inter-rater OR inter rater OR
rater*)

IEEE
Xplore:
1 including
interrater
section, 577
excluding it

No filters applied. Keep the
wildcard number limited due to
engine restrictions.
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