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(VIC) interpolation without the material derivative. A visi-
ble increase in resolved details in the turbulent structures is 
obtained with the VIC+ approach, both in numerical sim-
ulations and experiments. This results in a more accurate 
determination of the turbulent stresses distribution in turbu-
lent boundary layer investigations. Data from a jet experi-
ment, where the vortex topology is retrieved with a small 
number of tracers indicate the potential utilization of VIC+ 
in low-concentration experiments as for instance occurring 
in large-scale volumetric PTV measurements.

1 Introduction

The spatial resolution of tomographic particle image veloci-
metry (PIV) and particle tracking velocimetry (PTV) meas-
urements is directly related to the seeding concentration 
of the tracer particles. For tomographic PIV, interrogation 
volumes typically include approximately 5–20 particles. 
For PTV analysis, the scattered velocity measurements are 
obtained at the particle locations only. Maximum seeding 
concentration and thereby spatial resolution is typically 
dictated by the maximum particle image density, Np, in 
particles per pixel (ppp) that can be dealt with by particle 
triangulation or tomographic reconstruction in view of the 
ghost particles phenomenon (Elsinga et al. 2006; Lynch and 
Scarano 2015). With a four camera system, the maximum 
particle image density, Np, for tomographic reconstruction 
is approximately 0.05 particles per pixel (ppp, Elsinga et al. 
2006). When three cameras are employed, the particle image 
density should not exceed 0.025 ppp. The particle image 
density scales linearly with volume thickness, hence this 
reduction corresponds to a measurement volume thickness 
reduction of 50 % in comparison with a four camera setup. 
Opacity of the medium comes as an additional constraint 

Abstract A method is proposed to reconstruct the instan-
taneous velocity field from time-resolved volumetric parti-
cle tracking velocimetry (PTV, e.g., 3D-PTV, tomographic 
PTV and Shake-the-Box), employing both the instanta-
neous velocity and the velocity material derivative of the 
sparse tracer particles. The constraint to the measured 
temporal derivative of the PTV particle tracks improves 
the consistency of the reconstructed velocity field. The 
method is christened as pouring time into space, as it lev-
erages temporal information to increase the spatial reso-
lution of volumetric PTV measurements. This approach 
becomes relevant in cases where the spatial resolution is 
limited by the seeding concentration. The method solves 
an optimization problem to find the vorticity and velocity 
fields that minimize a cost function, which includes next to 
instantaneous velocity, also the velocity material derivative. 
The velocity and its material derivative are related through 
the vorticity transport equation, and the cost function is 
minimized using the limited-memory Broyden–Fletcher–
Goldfarb–Shanno (L-BFGS) algorithm. The procedure is 
assessed numerically with a simulated PTV experiment in 
a turbulent boundary layer from a direct numerical simula-
tion (DNS). The experimental validation considers a tomo-
graphic particle image velocimetry (PIV) experiment in a 
similar turbulent boundary layer and the additional case of 
a jet flow. The proposed technique (‘vortex-in-cell plus’, 
VIC+) is compared to tomographic PIV analysis (3D itera-
tive cross-correlation), PTV interpolation methods (linear 
and adaptive Gaussian windowing) and to vortex-in-cell 
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especially for measurements in water, where excessive 
seeding concentration leads to diffusion of the laser light 
and loss of image contrast (Michaelis et al. 2010; Scarano 
2013). Also, inhomogenous seeding could result from non-
ideal tracing behavior and centrifugal effects in vortex cores 
(Raffel et al. 2004). Finally, in the case of large-scale PIV 
experiments in wind-tunnels that make use of helium-filled 
soap bubbles (HFSB, Bosbach et al. 2009; Scarano et al. 
2015), a poor concentration of tracers is reported due to the 
limited rate of production (Caridi et al. 2015).

Particle tracking techniques could potentially offer a 
higher spatial resolution than tomographic PIV by avoiding 
the spatial filtering effect inherent to the cross-correlation 
analysis used for tomographic PIV. Sitou and Riethmuller 
(2001) discussed further the possibility of super-resolution 
PIV, originally introduced by Keane et al. (1995), by refin-
ing the PIV result using a PTV algorithm. For volumetric 
measurements, 3D-PTV poses, however, a strong limitation 
on the seeding concentration to allow reliable particle trian-
gulation, with a maximum particle image density reported 
of 0.005 ppp for a three-camera system (Maas et al. 1993). 
This limit value is raised when using tomographic recon-
struction instead of triangulation, which as noted above can 
be done up to an image source density of approximately 
0.025 ppp using a three-camera system (Elsinga et al. 
2006). In the case of time-resolved tomographic PTV, par-
ticle trajectories can in addition be leveraged to increase 
accuracy of the velocity measurements, using procedures 
inspired for example by the time-resolved PTV algorithm 
by Malik et al. (1993). Also, using the advanced iterative 
particle reconstruction (IPR, Wieneke 2013) triangula-
tion method, the very recently introduced Shake-the-Box 
technique (Schanz et al. 2016) has demonstrated accurate 
Lagrangian particle tracking at seeding concentrations on 
the order of those used for tomographic PIV. The veloc-
ity measured with particle tracking techniques is returned 
at scattered locations corresponding to the instantaneous 
particle positions. Although some data post-processing 

operations can be performed on scattered data (Neeteson 
and Rival 2015), it is common to transport the information 
onto a Cartesian uniform grid before performing more gen-
eral data post-processing and visualization operations. A 
straightforward approach is to apply tri-linear interpolation 
(Fig. 1, left) or to average the velocity vectors in an inter-
rogation window analogously to PIV (Fig. 1, middle).

Tri-linear interpolation does guarantee continuity of 
the velocity field, but it yields a discontinuous (piecewise 
constant) distribution of the velocity gradient field, which 
prevents an accurate estimation of the vorticity field. Sev-
eral interpolation methods have appeared in the literature 
that deal with the problem of reconstructing scattered PTV 
data onto a Cartesian grid with the constraint of smooth-
ness. The adaptive Gaussian windowing technique (AGW, 
introduced by Agüí and Jiménez 1987) has been widely 
used and recently radial basis function regression (RBF, 
among others Casa and Krueger 2013) has been proposed. 
The choice of a length scale is necessary for both AGW and 
RBF. The length scale should be larger than the inter-par-
ticle distance such to suppress measurement noise, at the 
cost of low-pass filtering the result. Zhong et al. (1991) and 
Vedula and Adrian (2005) proposed to impose the veloc-
ity field to be divergence free (viz., incompressibility con-
straint). Furthermore, very recently Gesemann et al. (2016) 
presented the ‘FlowFit’ method. This method makes a 
B-spline reconstruction of the velocity field that minimizes 
a cost function, which can include, similar to the method 
proposed in this manuscript, a weighted sum of differences 
between measured particle velocity and acceleration, and 
other differences such as nonzero divergences of veloc-
ity. The weights are set based on the flow properties (e.g., 
incompressibility) and measurement quality (e.g., measure-
ment uncertainty and seeding concentration). It should be 
remarked that techniques invoking the incompressibility 
constraint are applicable to volumetric measurements only, 
as from planar PIV no information on the out-of-plane 
components of the velocity gradient is available and the 

Fig. 1  Velocity reconstruction (blue vectors) from PTV measure-
ments (red vectors). Linear interpolation between two PTV veloc-
ity measurements (left), PIV interrogation window (shaded blue) 

approach (middle) and VIC+ interpolation between two PTV particle 
trajectories (right, the orange vector is Du/Dt). The gray lines indi-
cate the reconstruction grid
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in-plane velocity field is rarely divergence free in applica-
tions involving turbulent flow fields.

For PIV measurements where instead of spatial resolu-
tion, temporal resolution is insufficient (i.e., sampling fre-
quency below the Nyquist limit), Scarano and Moore (2012) 
have proposed a technique that leverages information avail-
able by instantaneous velocity measurements in the spa-
tial domain to increase resolution in the temporal domain. 
Using a linearized advection equation, the technique recon-
structs the velocity temporal evolution in between tempo-
rally under-sampled measurements. This procedure was 
christened ‘pouring space into time.’ It was demonstrated to 
reconstruct past the Nyquist limit in flows where the assump-
tion of frozen turbulence holds. The concept was generalized 
by Schneiders et al. (2014) to three-dimensional incompress-
ible flows by extending the linearized advection equation 
to the vorticity transport equation using the vortex-in-cell 
(VIC) technique. Analogously, information in the temporal 
domain has been employed recently for increased accuracy 
of measurements in the spatial domain. Fluid trajectory 
correlation (FTC, Lynch and Scarano 2013) and ensemble-
averaged cross-correlation (FTEE, Jeon et al. 2014) have 
demonstrated improved correlation for time-resolved tomo-
graphic PIV. Tomographic reconstructions using multipli-
cative algebraic reconstruction (MART) were improved by 
leveraging the temporal information with motion tracking 
enhanced MART (MTE, Novara et al. 2010). The recently 
proposed sequential MTE method (SMTE, Lynch and 
Scarano 2015) improved the original MTE method by using 
a time-marching instead of a time-sliding approach. In the 
field of discrete particle tracking methods, Shake-the-Box 
(Schanz et al. 2016) has demonstrated accurate Lagrangian 
particle tracking at high particle image densities (similar to 
the limits of SMTE). These methods use the temporal history 
and expected continuity of the flow as a way to leverage the 
flow physics. Variational methods, proposed recently in the 
field of optical flow, apply in addition a regularization based 
on the Navier–Stokes equations, as discussed in the review 
paper by Heitz et al. (2010).

These techniques have not yet dealt specifically with 
increasing spatial resolution of the instantaneous velocity 
measurements, in the cases where the spatial resolution 
is limited by tracer particle seeding concentration, as dis-
cussed in the first paragraph. As information in the spatial 
domain has proven to allow for an increase in temporal res-
olution, the reversed principle of pouring time into space 
potentially offers an increase in spatial resolution. In the 
present study, it is investigated whether next to the instan-
taneous velocity measured by time-resolved tomographic 
PTV, also the velocity material derivative can be used 
to increase spatial resolution of the reconstructed veloc-
ity field (Fig. 1, right). The velocity material derivative is 
obtained by tomographic PTV from the second temporal 

derivative of a particle trajectory. The spatial and temporal 
information is linked through the flow governing equations, 
i.e., Navier–Stokes. The relevant applications mentioned 
above consider flow cases at speeds well below Ma = 0.3, 
and thus the incompressible Navier–Stokes equations can 
be used. These, however, still include pressure, which is not 
measurable by PIV. The pressure term is avoided in the pre-
sent study by using the vorticity transport equation and the 
vortex-in-cell framework, as applied earlier to tomographic 
PIV measurements by Schneiders et al. (2014), (2016a).

The proposed method is assessed using both a simulated 
experiment and two tomographic PIV experiments. In par-
ticular, recently published results of PIV measurements in 
a turbulent boundary layer give an indication of the issues 
related to spatial resolution, with the turbulent veloc-
ity fluctuations being underestimated of approximately 
20 % (Pröbsting et al. 2013). This is a direct consequence 
of the spatial modulation associated with the cross-corre-
lation analysis used for PIV when seeding concentration 
is limited. The numerical assessment in the present study 
considers the flow conditions of the above experiment in 
a simulated experiment, to study the dependency of the 
reconstruction of turbulent velocity fluctuations on the par-
ticle seeding concentration. For experimental assessment, 
the existing turbulent boundary layer experiment is used 
to assess to which extent the proposed technique is able to 
recover the turbulent velocity fluctuations in a real-world 
experiment. In addition, the case of a well-known circu-
lar jet experiment in water illustrates the potential of the 
method to reconstruct individual vortices at the lower limit 
of seeding concentration.

2  The VIC+ method

The input to the VIC+ method is the result of a volumet-
ric Lagrangian particle tracking velocimetry procedure, 
as discussed in Sect. 2.1. After particle tracking, VIC+ is 
applied as discussed in Sect. 2.2. The method requires clo-
sure parameters as discussed in Sect. 2.3.

2.1  Lagrangian particle tracking

Consider a time-resolved volumetric velocimetry measure-
ment. The proposed method applies to measurement results 
from techniques that follow a volumetric particle tracking 
approach over multiple time-instants, such as 3D-PTV, 
tomographic PTV and Shake-the-Box. For the present 
study, an existing tomographic PTV algorithm, which is 
reported in Schneiders et al. (2016b), is used. The tomo-
graphic PTV algorithm is based on the MART algorithm 
(Elsinga et al. 2006), which yields the particle intensity 
within a voxel discretized volume. Individual particles are 
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identified using a peak-finding algorithm based on a kernel 
of 5 × 5 × 5 voxels. Sub-pixel position of the particle cen-
troid is obtained using a 3-point Gaussian fit (Raffel et al. 
2007). Particle trajectories are built using the multi-step 
algorithm by Malik et al. (1993), where in case multiple 
particle trajectories are found within a search window, a 
criterion is applied that selects the trajectory with minimum 
change in acceleration. The discrete positions of the parti-
cle along its trajectory are fitted with a polynomial func-
tion, which regularizes the particle position, velocity and 
acceleration (Novara and Scarano 2013). The analytical 
time-derivatives of the polynomial yield from each particle 
trajectory, γ, at time-instant ti and location xγ(ti) a meas-
urement of velocity, um, and a measurement of the velocity 
material derivative, Dum/Dt.

2.2  Dense velocity reconstruction using VIC+

The VIC+ method uses the velocity–vorticity formulation 
of the incompressible and inviscid Navier–Stokes equations 
as outlined in Sect. 2.2.1. The actual VIC+ optimization 
procedure is subsequently discussed in Sect. 2.2.2.

2.2.1  Velocity–vorticity formulation

Consider a computational grid with mesh spacing h, where 
h is set as discussed in Sect. 2.3.1. Vorticity, ωh, is defined 
on the grid using radial basis functions (Sect. 2.3.1) and 
related to velocity, uh, through a Poisson equation (Chris-
tiansen 1973; Schneiders et al. 2014),

with boundary conditions on velocity. Second-order central 
differences are used for evaluation of all the spatial deriva-
tives in the present work, except at the volume boundaries 
where first-order single-sided differences are used. The 
velocity material derivative, Duh/Dt, is defined on the grid 
by,

The temporal velocity derivative in Eq. (2) is calculated 
from the temporal vorticity derivative by solution of a Pois-
son equation (Schneiders et al. 2016a, b),

with boundary conditions on the temporal velocity deriva-
tive. The temporal vorticity derivative in turn is calculated 
from the vorticity transport equation,

(1)∇2
uh = −∇ × ωh,

(2)
Duh

Dt
=

∂uh

∂t
+ (uh · ∇)uh.

(3)∇2 ∂uh

∂t
= −∇ ×

∂ωh

∂t
,

(4)
∂ωh

∂t
= (ωh · ∇)uh − (uh · ∇)ωh.

2.2.2  Optimization procedure

The velocity and velocity material derivative fields can be 
calculated at a single time-instant from Eqs. (1) and (2) if 
the radial basis coefficient weights for vorticity and bound-
ary conditions on velocity, and its temporal derivative is 
known on the computational grid. Depending on the flow 
case, one or more boundary conditions could be known a 
priori from a no-slip condition or a free stream condition. 
The remaining vorticity values on the grid and boundary 
conditions are, however, unknown. Consider a vector, ξ, 
that collects the unknown radial basis function weights for 
vorticity and boundary conditions on velocity and its tem-
poral derivative,

where coefficients β1 and β2 are scaling parameters 
(Sect. 2.3.2). The vector ξ contains the optimization vari-
ables for the VIC+ optimization procedure.

The goal of the VIC+ optimization procedure is to find 
the optimization variables, ξ, that minimize a cost func-
tion, J, under the constraint that the motion equations in 
velocity–vorticity form (Sect. 2.2.1) are respected at a sin-
gle measurement time-instant. The cost function is defined 
by Eq. (6),

where α is a weighting coefficient (Sect. 2.3.3), Ju is given 
by Eq. (7) and JDu is given by Eq. (8),

where uh and Duh/Dt are calculated from Eqs. (1) and 
(2) and are evaluated at the particle locations, xp, by lin-
ear interpolation from the computational grid. The cost 
function penalizes the difference between the PTV meas-
urements and the velocity and material derivative at a 
single measurement time-instant calculated from the opti-
mization variables. The optimization problem does not 
include time-integration of the vorticity transport equation. 
Time-integration is avoided because the cost function for 
the optimization (Eq. 6) only considers the instantane-
ous velocity and its material derivative. The optimization 
problem is solved iteratively using the limited-memory 
Broyden–Fletcher–Goldfarb–Shanno method (L-BFGS, 
Liu and Nocedal 1989), which is a commonly used method 
for large-scale optimization problems. The L-BFGS 
method is a quasi-Newton method technique that approxi-
mates the standard BFGS method using a limited amount 
of memory. It approximates the typically dense Hessian 

(5)ξ =
{

ξω,β1ξBC,u,β2ξBC,∂u
}

,

(6)J = Ju + α2JDu,

(7)Ju =
∑

p

∥

∥uh

(

xp

)

− um

(

xp

)∥

∥

2
,

(8)JDu =
∑

p

∥

∥

∥

∥

Duh

Dt

(

xp

)

−
Dum

Dt

(

xp

)

∥

∥

∥

∥

2

,
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matrix to reduce the cost of storing and manipulating it. 
For details on the Hessian approximation and the step size 
determination, the reader is referred to Liu and Nocedal 
(1989). At each iteration, the method requires the gradient 
of the cost function with respect to the optimization vari-
ables, ∂J/∂ξ. This gradient could be approximated using 
finite differences, requiring N evaluations of the cost func-
tion, where N is the number of optimization variables. Fol-
lowing recent literature (Gronskis et al. 2013; Yang et al. 
2015; Yegavian et al. 2015; Lemke and Sesterhenn 2016; 
among others), an alternative and more cost-efficient 
method to calculate the gradient is provided by the adjoint 
approach. This approach gives the exact gradient, but more 
importantly the computational cost of the adjoint approach 
is approximately equal to only one evaluation of the cost 
function. Therefore, within VIC+, the adjoint approach is 
used for evaluation of the gradient ∂J/∂ξ. The steps to cal-
culate this gradient using the adjoint approach are given in 
Appendix A. It should be remarked that the adjoint pro-
cedure within VIC+ is relatively simple in comparison 
with the adjoint procedure in the aforementioned litera-
ture, because many calculation steps within VIC+ are lin-
ear operations and because the procedure does not involve 
time-integration. Only the state at a single time-instant 
needs to be kept in memory for evaluation of the adjoint 
equations and therefore the method does not suffer from 
the typically large memory requirements for adjoint-based 
optimization techniques, which led to the proposal of for 
example a storage/recomputation strategy by Gronskis 
et al. (2013).

Appendix B contains a pseudo-code of the VIC+ 
method and Fig. 2 schematically summarizes the method. 
The PTV measurements (lines 5–7 in the pseudo-code; 
green box in Fig. 2) are used to obtain an initial estimate of 

the velocity field on the grid (line 10; gray box in Fig. 2), 
using for example the adaptive Gaussian windowing tech-
nique (AGW, Agüí and Jiménez 1987). This initial condi-
tion provides the initial estimate of the degrees of freedom 
vector, ξ (lines 15–18). The optimization procedure is illus-
trated by the blue loop in Fig. 2 and spans lines 22–69 in 
the pseudo-code. It starts by calculation of velocity and 
its material derivative on the computational grid from the 
optimization variables (lines 24–29) and subsequently the 
interpolation of these quantities to the tracer particle loca-
tions (lines 32–33). The cost function (Eq. 6) is calculated 
at lines 36–38, after which the gradient of the cost func-
tion with respect to the degrees of freedom is calculated 
using the adjoint of the code (lines 41–53). The degrees 
of freedom are then updated using the step size and direc-
tion found by the L-BFGS algorithm (lines 59–61). When 
the system is converged (Sect. 2.3.2; lines 64–66 in the 
pseudo-code), the optimization loop is stopped and the out-
put velocity field is calculated (lines 72–73).

The procedure is christened as ‘VIC+’. It is inspired 
by time-supersampling using VIC simulation (Schneiders 
et al. 2014), and the ‘plus’ symbol refers to the simultane-
ous use of the particle velocity and its time-derivative.

2.3  Problem closure

The VIC+ method introduces multiple parameters whose val-
ues need to be determined before performing the optimization. 
In recent literature on methods with similar weighting param-
eters, optimal setting is either left out for future research (e.g., 
Papadakis and Mémin 2008) or manually chosen on a case-by-
case basis (Gronskis et al. 2013; Gregson et al. 2014; among 
others). In an optimization framework similar to VIC+, the 
‘FlowFit’ method for interpolation of scattered data to an 

Fig. 2  VIC+ reconstruction framework. From the PTV input (left, 
green box), an initial velocity estimate is made (gray box), which is 
input into the VIC+ iterative procedure (blue loop) to find the optimi-

zation variables that yield a velocity and velocity material derivative 
of minimum discrepancy with the PTV measurements (orange box)
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Eulerian grid (Gesemann et al. 2016) makes use of weighting 
parameters to penalize differences between the reconstruction 
and the velocity and material derivative measurements, and 
other differences such as nonzero curvature and divergence 
depending on the flow properties (e.g., incompressibility and 
measurement uncertainty). However, no direct relations are 
provided to obtain the values of these weights. To achieve a 
general treatment of experimental data and avoid case-depend-
ent, or even user-dependent parameter selection by tuning, the 
present study includes a fixed approach to closure for the men-
tioned parameters. These parameters are discussed separately 
in the sections below.

2.3.1  Mesh spacing and radial basis functions

The VIC+ method uses finite differences for evaluation 
of derivatives on the computational grid, requiring a grid-
spacing that makes truncation errors negligible. The grid 
node spacing, h, is set based on the particle concentration, 
C, using Eq. (9)

This equation implies that 64 grid nodes are employed 
per tracer particle. For tomographic PIV, the amount of 
grid nodes typically also exceeds the amount of tracer 
particles, as the window overlap factor is often set to 
75 % to avoid unnecessary truncation when evaluating 
spatial derivatives (Scarano and Poelma 2009; Togkoz 
et al. 2012). Also, considering an optimization technique 
similar to VIC+, the recent study of Schanz et al. (2016) 
reports that in the ‘FlowFit’ interpolation method typi-
cally 5–20 B-spline cells are chosen per tracer particle. 
For the VIC+ method, at each grid node Gaussian radial 
basis functions, φ(r) are employed. The free parameter, σ, 
which defines the width of the Gaussian radial basis func-
tions, is chosen slightly larger than the grid node spacing 
(σ = 1.1 h), and the resulting radial basis functions are 
defined by Eq. (10)

Vorticity is calculated on the grid through Eq. (11),

where wi are the radial basis function weights. The bound-
ary conditions of velocity and its temporal derivative are 
defined analogously. On average, 0.7 particles are present 
within a sphere with a radius of 2σ that is centered around 
a grid node. Because each particle provides measurements 
of both velocity and material derivative, each radial basis 
function includes on average 1.4 measurements (of three 

(9)h =
1

4
C−1/3

(10)φ(r) = e
− r2

2σ2 = e
− r2

2.4h2 .

(11)ωh =
∑

wiφ(�x− xi�),

components) within such a sphere. In addition, the system 
is constrained by the motion equations in velocity–vorticity 
formulation (Sect. 2.2.1). As discussed in Sect. 2.2.2, the 
cost function of the nonlinear system of equation is itera-
tively reduced using a gradient-based quasi-Newton method 
(the L-BFGS method), where the optimization variables 
are the radial basis function weights for vorticity and the 
boundary conditions on velocity and the velocity temporal 
derivative.

2.3.2  Scaling of the optimization variables

The optimization variables (ξω, ξBC,u and ξBC,∂u) have dif-
ferent units, requiring weighting or non-dimensionalization 
of the optimization variables. A non-dimensional vector 
with the optimization variables ξ∗, can be defined by non-
dimensionalization of the optimization variables with their 
standard deviation,

where σω, σBC,u and σBC,∂u are the standard deviation of ξω, 
ξBC,u and ξBC,∂u as defined by Eqs. (13)–(15),

with nω the number of grids points on which vorticity is an 
optimization variable and nBC,u and nBC,∂u the number of 
boundary points on which velocity and its temporal deriva-
tive are optimization variables.

Multiplication of ξ∗ by σω gives the vector of optimiza-
tion variables, ξ, used for VIC+,

where the weighting coefficients β1 and β2 are defined by 
Eqs. (17) and (18).

(12)ξ∗ =

{

1

σω
ξω,

1

σBC,u
ξBC,u,

1

σBC,∂u
ξBC,∂u

}

,

(13)σω =

√

1

nω

∑

(

ξω − ξ̄ ω
)2
,

(14)σBC,u =

√

1

nBC,u

∑

(

ξBC,u − ξ̄BC,u
)2
,

(15)σBC,∂u =

√

1

nBC,∂u

∑

(

ξBC,∂u − ξ̄BC,∂u
)2
,

(16)

ξ = σωξ
∗ =

{

ξω,
σω

σBC,u
ξBC,u,

σω

σBC,∂u
ξBC,∂u

}

=
{

ξω,β1ξBC,u,β2ξBC,∂u
}

,

(17)β1 =
σω

σBC,u
,

(18)β2 =
σω

σBC,∂u



Exp Fluids (2016) 57:139 

1 3

Page 7 of 22 139

2.3.3  Weighting coefficient α

A non-dimensional cost function, J*, can be defined by non-
dimensionalization of Ju and JDu by the variance of the PTV 
velocity and velocity material derivative measurements,

where σu and σDu are the standard deviation of the PTV 
velocity and velocity material derivative measurements,

with nPTV the number of tracer particles (i.e., the number 
of PTV measurements). Multiplication of the non-dimen-
sional cost function J* by σu

2 gives the cost function used in 
the present study,

where the weighting coefficient α is defined by,

2.3.4  Convergence criterion

A convergence criterion similar to, among others, Lemke 
and Sesterhenn (2016) is used, where an iterative procedure 
is stopped (converged) when the change in the cost function 
J becomes small. Here, the convergence level is selected at 
10−4 % of the initial value of J.

3  Simulated turbulent boundary layer

3.1  Test case and data processing

The numerical assessment considers the time-resolved 
tomographic PIV experiment of a flat-plate turbulent 
boundary layer (u∞ = 10 m/s, δ99 = 9.4 mm), simulated 
from a direct numerical simulation (DNS) by Bernardini 
and Pirozzoli (2011). The Reynolds number based on 
boundary layer thickness is Reδ = 8185. This numerical 
simulation was used previously for assessment of tomo-
graphic PIV processing techniques by Pröbsting et al. 
(2013) and Lynch and Scarano (2015). The salient bound-
ary layer parameters are summarized in Table 1.
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The configuration of the simulated experiment is chosen 
similar to the existing real-world time-resolved PIV experi-
ment by Pröbsting et al. (2013), whose data are also used in 
the present study for assessment. The experimental setup is 
schematically illustrated in Fig. 7. The simulated measure-
ment volume has streamwise length Lx/δ99 = 2.1 and span-
wise length Lz/δ99 = 4 corresponding to the real-world experi-
ment, and the wall-normal length is chosen to capture the full 
turbulent boundary layer height (Ly/δ99 = 1.1). The procedure 
to generate the simulated experiment is chosen similar to the 
approach used by Novara and Scarano (2013). Tracer parti-
cles are randomly and uniformly distributed in space. Their 
motion is obtained by integrating the velocity over time using 
a fourth-order Runge–Kutta method. With the same voxel/
mm ratio of 0.042 as for the existing experiment by Pröbsting 
et al. (2013), intensity volumes of 470 × 250 × 890 voxels 
are generated. A reconstructed particle diameter of two voxels 
is assumed, and the exact particle positions in the objects are 
purposely corrupted with normally distributed random noise 
with a standard deviation of 0.2 voxels to model a remaining 
registration error (Novara and Scarano 2013).

Table 1  Boundary layer parameters for the numerical assessment

Free stream velocity u∞ 10 m/s

Boundary layer thickness δ 9.4 mm

Momentum thickness θ/δ 0.12

Shape factor H 1.50

Reynolds number Reδ (Reθ) 8185 (1000)

Fig. 3  Projected volumes of the test cases at different particle con-
centration. The seeding density, C, for each strip is indicated in 
particles/δ3

99 and the particle image density, Np, in particles per pixel 
(ppp). The colormap is clipped at I = 2·105 for clarity, and larger val-
ues of intensity are colored red
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Objects are generated with a time-separation of 0.1 ms, 
corresponding to a measurement rate facq = 10 kHz, which 
is equal to the existing real-world experiment by Pröbst-
ing et al. (2013). The free stream particle displacement at 
this acquisition frequency is 20 vox. Similar to Novara and 
Scarano (2013), the approach followed here solely simu-
lates the motion of particle tracers and tomographic imag-
ing is not included in the simulation. Therefore, also the 
artifacts of tomographic reconstruction such as ghost parti-
cles (Elsinga et al. 2006) are not reproduced. This approach 
allows a study of the effect of tracer particle concentration 
on the potential velocity reconstruction quality, separately 
from that of the tomographic reconstruction quality. A 
range of seeding concentrations from C = 50 particles/δ3

99 
to C = 2000 particles/δ3

99 is considered. Figure 3 shows 
extracts from the projected volumes from the intensity vol-
umes at the seeding concentrations considered. For the low-
est particle concentrations (C = 50 and 200 particles/δ3

99), 
the particle image density is below Np = 0.005 ppp, which 
is a typical level for 3D-PTV. At C = 2000 particles/δ3

99, 
the particle image density equals Np = 0.045 ppp, corre-
sponding to an optimal working condition for tomographic 
reconstruction (Elsinga et al. 2006) and advanced trian-
gulation methods such as iterative particle reconstruction 
(IPR, Wieneke 2013).

The objects are processed using the proposed technique, 
VIC+, and for comparison also using PIV (spatial cross-
correlation), linear interpolation, adaptive Gaussian win-
dowing (AGW, Agüí and Jiménez 1987) and VIC with no 
account of Du/Dt. The latter is deemed important to estab-
lish the specific contribution of the additional material 
derivative term in improving the velocity reconstruction. 
For tomographic PIV analysis, an iterative cross-correla-
tion technique with multi-grid and window-deformation 
(Scarano and Riethmuller 2000) is used with four iterations 
and an interrogation volume size such that ten particles are 
included in the measurement box. A window overlap of 
75 % is used. Following Pröbsting et al. (2013), the aspect 
ratio of the interrogation volumes is chosen as 2 × 1 × 2, 
with the smallest dimension along the wall-normal to 
account for the velocity gradient in the boundary layer. 
After each iteration, the vector fields are subject to univer-
sal outlier detection to remove spurious vectors (Wester-
weel and Scarano 2005). For the intermediate iterations, the 

vector fields were filtered using a second-order polynomial 
filter. No filter was applied to the final PIV velocity fields.

The other techniques require input from PTV analysis. 
To this extent, 7-snapshot tracks are built, through which 
a second-order polynomial is fitted to regularize the par-
ticle positions (Novara and Scarano 2013). The analytical 
time-derivatives of the particle tracks yield the velocity and 
velocity material derivative measurements at the time-cen-
tered position of each track. For both VIC without Du/Dt 
and VIC+, the no-slip condition is prescribed at the wall. 
On the other boundaries, the time-averaged velocity is pre-
scribed, which can be obtained from cross-correlation anal-
ysis or more efficiently from time-averaging of the result of 
linear interpolation of the PTV results to a regular grid. To 
prevent this boundary condition from affecting the instan-
taneous velocity, the computational volume is padded by 
30 % at all boundaries, except into the wall, similar to the 
padding procedure used in Schneiders et al. (2016a). The 
padded domain is not considered for further data analysis. 
For VIC+, the VIC without Du/Dt result is used as initial 
condition, for which in turn the AGW result is used as ini-
tial condition. Furthermore, the weighting coefficient α is 
calculated using Eq. (17), which gives a value of 4·10−4 for 
α. In the present study, computational time was not con-
sidered as a limiting factor. However, in future studies, a 
potential improvement of the initialization approach can be 
envisaged. Inspired by SMTE (Lynch and Scarano 2015), 
starting from the second time-step in a series the VIC+ 
method could potentially be initialized efficiently using 
the result from the previous time-instant advected for-
ward in time over the time corresponding to the laser pulse 
separation.

3.2  Assessment of the results

First, the results are inspected by visual comparison of the 
high- and low-speed streaks and the vortical structures in 
the turbulent boundary layer. Isosurfaces of low- and high-
speed streaks are plotted in blue (u′/u∞ = −0.07) and yel-
low (u′/u∞ = +0.07) for a single time-instant in Fig. 4. The 
vorticity magnitude isosurfaces at the same time-instant are 
plotted in Fig. 5. Figures 4a and 5a show the DNS result. 
The expected streamwise elongated low- and high-speed 
streaks in the turbulent boundary are visible from the blue 
and yellow isosurfaces. To aid the visual comparison, 
a sub-volume in the center of the volume is selected in 
Fig. 4. In Fig. 5, the pair of hairpin vortices on the low-
speed streak in the volume center is extracted for visual 
comparison of the methods. Figures 4b and 5b show the 
organization of tracer particles in the sub-volumes at the 
seeding concentrations considered. From left to right, the 

Fig. 4  Instantaneous reference flow field in the measurement vol-
ume (a), visualized by isosurfaces of u′/u∞ = −0.07 (blue) and 
u′/u∞ = + 0.07 (yellow). Instantaneous particle distributions at seed-
ing a concentration of (from left to right) 50, 200, 500, 1000 and 
2000 particles/δ3

99 (b, particles colored by velocity magnitude). Flow 
field reconstruction using PIV (c), linear interpolation (d), AGW (e), 
VIC without Du/Dt (f), and VIC+ (g)

◂
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seeding concentration ranges from 50 to 2000 particles/δ3
99. 

For clarity, the particles are colored by streamwise velocity. 
Figures 4c–g and 5c–g show the corresponding reconstruc-
tions using PIV (c), linear interpolation (d), AGW (e), VIC 
without Du/Dt (f) and VIC+ (g). 

The PIV analysis (Figs. 4c, 5c) yields a spatially low-
pass filtered version of the reference velocity field. The 
filtering is particularly pronounced at the lower seed-
ing concentrations, whereas, for the concentrations above 
1000 particles/δ3

99, the velocity field recovers the main 
high- and low-speed streaks. The pair of hairpin vortices 
(Fig. 5) is combined in one hairpin vortical structure at the 
two highest concentrations, indicating the effect of spatial 
filtering associated with the cross-correlation approach in 
this case. The linear interpolation result (Figs. 4d and 5d) 
does not suffer from the filtering effect of the cross-corre-
lation approach. At the lowest concentration, it shows the 
low-speed streaks, which were not visible from the PIV 
analysis. At the highest seeding concentration, the veloc-
ity streaks reconstructed by the linear interpolation are 
visually in good correspondence to the DNS reference. The 
results in Fig. 5c indicate the presence of vortices starting 
from C = 500 particles/δ3

99. At C = 2000 particles/δ3
99, the 

pair of hairpin vortices just becomes visible. The recon-
struction, however, exhibits a visible noise component with 
random fluctuations degrading the spatial coherence of the 
velocity and vorticity field. The AGW result (Figs. 4e and 
5e) is essentially similar to linear interpolation, with some 
better clarity in the detection of the flow structures due to 
the increased spatial coherence introduced by the weight-
ing function.

At seeding concentrations above 1000 particles/δ3
99, 

both the VIC without Du/Dt (Fig. 4f) and VIC+ (Fig. 4g) 
methods are not expected to show a visual improvement 
for the low- and high-speed streaks as the other PTV-based 
methods already capture the relevant low- and high-speed 
streaks in the volume. This is confirmed by the results in 
Fig. 4. Due to the choice of vorticity as basis for the VIC 
reconstructions, both VIC with and without Du/Dt are 
expected to reconstruct a smoother vorticity field than the 
reconstructions resulting from linear interpolation and 
AGW. Indeed, smoothness and coherence of the hairpin 
vortices are improved with the VIC methods in Fig. 5. 
For VIC without Du/Dt, the pair of hairpin vortices can 

be identified at concentrations above 1000 particles/δ3
99. 

When the Du/Dt term is used for the reconstruction with 
VIC+ (Fig. 5g), at half the seeding concentration (500 
particles/δ3

99) the hairpins can be identified.
In the introduction, it was noted that in recent volu-

metric particle velocimetry experiments a damping of the 
turbulent velocity fluctuations is found. To illustrate how 
the application of the velocity reconstruction techniques 
impacts estimation of the turbulent velocity fluctuations, 
velocity statistics are plotted in Fig. 6 for the range of 
seeding concentrations considered. This figure shows 
from left to right: umean, u′rms, v′rms, w′rms and (u′v′)rms. 
From top to bottom, the seeding concentration increases 
from 50 particles/δ3

99 to 2000 particles/δ3
99. The statis-

tics were obtained using 100 snapshots (measurement 
duration of 10 ms), and the data ensemble along x and z 
directions were also used for averaging. As can be seen 
in Fig. 6, all techniques are able to capture already at the 
lowest seeding concentration the mean streamwise veloc-
ity profile above y/δ99 > 0.2. Closer to the wall, both PIV 
and AGW yield an overestimation of the time-averaged 
streamwise velocity due to the effect of the interrogation 
volumes and Gaussian windows not being able to capture 
the strong velocity gradient near the wall. As expected 
from the qualitative comparison in Fig. 4, the differences 
between PIV- and PTV-based techniques are further pro-
nounced in the u′rms statistics. Differences between the 
PTV-based techniques remain small, however, for u′rms, 
as these fluctuations are associated with low- and high-
speed streaks occurring as rather elongated structures, 
which correspond to relatively small wavenumbers. In 
contrast, the wall-normal velocity fluctuations corre-
sponding to smaller flow structures such as hairpins and 
hairpin packets (e.g., Adrian et al. 2000) are expected 
to be poorly captured at low concentration of tracers, as 
their wavenumbers are filtered by the different reconstruc-
tion techniques. At the highest seeding concentration, the 
PIV result yields most significant damping at y/δ99 = 0.3 
(~35 %). Linear interpolation reduces this to 20 %. The 
adaptive Gaussian windowing technique performs simi-
lar to VIC without the aid of Du/Dt at the highest seeding 
concentration case with 10 % damping. When the mate-
rial derivative is used for the reconstruction with VIC+, 
damping of v′rms and w′rms is 4 %.

The VIC+ result remains within 5 % at y/δ99 = 0.3, also 
when the particle seeding concentration is reduced by an 
order of magnitude to 200 particles/δ3

99. At this seeding 
concentration, the differences between VIC+, VIC without 
the use of Du/Dt (10 % damping) and AGW (20 % damp-
ing) are more pronounced, as expected also from the study 
of the hairpin vortex reconstruction above. The cross term 

Fig. 5  Instantaneous reference flow field in the measurement volume 
(a), visualized by isosurfaces of u′/u∞ = −0.07 (blue) and vorticity 
magnitude (|ω| = 2500 1/s, red). Instantaneous particle distributions 
at seeding a concentration of (from left to right) 50, 200, 500, 1000 
and 2000 particles/δ3

99 (b, particles colored by velocity magnitude). 
Flow field reconstruction using PIV (c), linear interpolation (d), 
AGW (e), VIC without Du/Dt (f), and VIC+ (g)

◂
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(u′v′)rms requires most tracer particles for correct recon-
struction, as indicated by the more significant damping at 
especially the low seeding concentration cases. The trend 
of the results remains, however, and, as also indicated by 
the isosurfaces of instantaneous u′ and vorticity in Figs. 4 
and 5, at each seeding concentration case PIV yields 

significantly damped statistics and VIC+ the most accu-
rate reconstruction. For the present study, both VIC+ and 
cross-correlation for tomographic PIV were implemented 
in Mathworks MATLAB 2015b. The computation time for 
VIC+ was found to be approximately four times longer 
than for cross-correlation.

Fig. 6  Turbulence statistics calculated from the different velocity field reconstructions; from top to bottom, the tracer particle concentration, C, 
equals C = 50, 200, 500, 1000 and 2000 particles/δ3

99
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4  Experimental assessment

The experimental assessment considers two tomographic 
velocimetry experiments. First, the findings of the numeri-
cal assessment are validated by an existing real-world 
experiment of a turbulent boundary layer (Sect. 4.1). Sec-
ond, the method is applied to measurements of a circular jet 
flow (Sect. 4.2).

4.1  Turbulent boundary layer

To complement the numerical assessment on the tur-
bulent boundary layer, the real-world tomographic PIV 

experiment of Pröbsting et al. (2013) in a similar turbulent 
boundary layer is considered here. The experiment con-
siders a turbulent boundary layer over a flat plate at a free 
stream velocity of 10 m/s. The Reynolds number based 
on the local boundary layer thickness (δ99 = 9.4 mm) is 
Reδ = 6240. The measurements are performed with four 
LaVision HighSpeedStar CMOS cameras equipped with 
Nikon Micro-Nikkor 105 mm prime lenses and a Quantro-
nix Darwin-Duo Nd:YLF laser. The cameras and laser 
are operated in single-frame mode at 10 kHz for a time-
resolved recording. A multi-pass light amplification sys-
tem is installed, following the indications of Ghaemi and 
Scarano (2010), to increase the illumination intensity. Sali-
ent details of the flow configuration and the experimental 
setup are given in Tables 2 and 3, respectively. Sketches of 
the setup are given in Fig. 7. For a more complete discus-
sion of the experimental setup, the reader is referred to Prö-
bsting et al. (2013).  

The original tomographic PIV measurements by Pröbst-
ing et al. (2013) were processed using a volume deforma-
tion iterative multi-grid technique with a final interroga-
tion volume size of 32 × 16 × 32 vox at 75 % overlap. 
This resulted in a vector spacing of 0.16 mm along the 
wall-normal and 0.33 mm in the stream and spanwise 
dimensions. For increased correlation signal, a short-time 
sliding-average correlation technique with a kernel size 
k = 4 (Sciacchitano et al. 2012) was used. The no-slip 
condition is imposed at the wall to stabilize the interroga-
tion and reduce the number of spurious vectors (Theunis-
sen et al. 2008).

For the PTV-based techniques, the experiment is re-
processed using tomographic PTV. A three-step particle 
tracking algorithm based on Malik et al. (1993) is applied 
to the tomographic reconstructions to build particle tracks 
over five snapshots. Particles are identified by peak-finding 

Table 2  Boundary layer parameters for the experimental assessment

Free stream velocity V∞ 10 m/s

Boundary layer thickness δ 9.4 mm

Momentum thickness θ/δ 0.12

Shape factor H 1.45

Reynolds number Reδ (Reθ) 6240 (730)

Table 3  Tomographic PIV setup

Seeding Fog droplets, 1 μm diameter

Illumination Quantronix Darwin-Duo Nd:YLF laser 
(2 × 25 mJ @ 1 kHz)

Recording devices 4 × Photron Fastcam SA1 CMOS

Imaging f = 105 mm Nikon Micro-Nikkor objectives

Acquisition frequency 10 kHz

Magnification 0.45

Measurement volume Lx × Ly × Lz = 11 × 5 × 24 mm3

Number of samples 1500

Fig. 7  Schematic of the tomographic PIV experiment (schematics not to scale); top view (left) and back view (right); the measurement volume 
is indicated by the black dashed line in details A and B
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in a 5 × 5 × 5 voxel neighborhood and sub-pixel accu-
racy of particle location is obtained by fitting of a Gauss-
ian through their intensity distribution. An adaptive search 
radius based on the estimated rms velocity fluctuations 
from PIV is used. Approximately 3200 tracks are found 
per measurement volume, corresponding to C = 2000 
particles/δ3

99. To regularize the particle trajectories, fol-
lowing Novara et al. (2010), a second-order polynomial is 
fitted through the particle locations. Velocity and velocity 
material derivative are evaluated at the center time-instants 
of each polynomial fit by evaluating analytically the first 
and second temporal derivatives. No trajectories could be 
evaluated below y/δ99 = 0.06 due to reduced laser light 
intensity close to the wall, as visible in the z-intensity pro-
file of the MART reconstruction (Fig. 8, left). This figure 
also shows the expected peak intensity value at the wall 
(y/δ99 = 0) due to the wall reflections. The normalized his-
togram of identified particle trajectories along z-depth is 
plotted in Fig. 8, right. The same settings as in the numeri-
cal assessment are used for all PTV-based reconstruction 
techniques.

Analogous to the numerical assessment, first the results 
are compared qualitatively. Isosurfaces of instantaneous 
velocity magnitude and vorticity magnitude are plotted in 
Fig. 9, left. In the same figure, the top-views on the right 
show the instantaneous isosurfaces at two consecutive 
time-instants to allow for inspection of temporal coherence 
of the structures. From top to bottom, the result from PIV, 
linear interpolation, AGW, VIC without Du/Dt and VIC+ 
with Du/Dt reconstructions are plotted. Analogous to the 
results in the numerical assessment, all methods appear 
to capture the high- and low-speed streaks of streamwise 
velocity, which correspond to relatively small wavenum-
bers. For closer inspection of the structures correspond-
ing to larger wavenumbers, a single vortical structure ‘A’ 
has been highlighted in Fig. 9. For the tomographic PIV 

result (Fig. 9a), the structure is marginally visible at times 
t = 0 ms and t = 0.4 ms, where it has convected down-
stream. As expected from the numerical assessment, the 
PTV-based techniques show an increase in vortical struc-
tures. The AGW result (Fig. 9c) shows most vorticity iso-
surfaces, but structure ‘A’ cannot be identified in the two 
time-instants plotted, indicating the result is affected by a 
significant amount of measurement noise. Both VIC with-
out Du/Dt (Fig. 9d) and VIC+ (Fig. 9e) show a regularized 
result. In particular, the VIC + result shows the elongated 
structure ‘A’ at both time-instants t = 0 ms and t = 0.4 ms. 
This confirms in this real-world experiment the increased 
coherence of vortical structures with VIC+, that was also 
observed in the numerical assessment.

Parallel to the analysis in the numerical assessment, the 
turbulent velocity fluctuations are considered. The velocity 
statistics are plotted in Fig. 10. For the statistics, the meas-
urement duration was 200 ms and 200 snapshots were 
used at a time-separation of 1 ms. The statistical evalua-
tion of the turbulent flow properties is obtained consider-
ing the data ensemble along the homogeneous directions x 
and y. The near-wall region where no particle trajectories 
could be identified is masked gray in this plot. As expected 
from the numerical assessment, the mean velocity profile 
(Fig. 10, left) is captured by tomographic PIV in good cor-
respondence (within 4 %) to the DNS simulation by Ber-
nardini and Pirozzoli (2011). The statistics of u′rms asso-
ciated with to low- and high-speed streaks occurring as 
rather elongated structures and corresponding to relatively 
small wavenumbers are captured with damping up to 5 % 
in comparison with the DNS. On the other hand, statistics 
of v′rms and w′rms correspond to larger wavenumbers and are 
damped by approximately 20 % by tomographic PIV.

The time-averaged velocity outside the masked region 
is also for the PTV-based techniques in good correspond-
ence with the DNS reference. Similarly, the streamwise 

Fig. 8  Profile of y-intensity of the tomographic reconstructions (left) and normalized histogram of identified particle trajectories along the wall-
normal direction (right)
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rms velocity fluctuations of all methods are within approx-
imately 5 % of the DNS value outside of the masked 
region. Inside of the masked region, no particle trajectories 

were found with tomographic PTV and the peak value of 
u′

rms in the masked region is not found by any of the PTV-
based techniques. On the other hand, the PIV analysis 

Fig. 9  Isosurfaces of velocity magnitude (|u| = 7 m/s, yellow) 
and vorticity magnitude (|ω| = 2500 1/s, blue). Perspective view at 
t = 0 ms (left) and top-view at t = 0 (middle) and t = 0.4 ms (right). 

From top to bottom: PIV (a), Linear Interpolation (b), AGW (c), VIC 
without Du/Dt (d) and VIC+ (e)
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retrieves the expected peak in u′rms at y/δ99 = 0.03. The 
PIV result is based on the short-time average cross-cor-
relation (sliding-average correlation, SAC, Sciacchitano 
et al. 2012) based on four frames, which adds the needed 
robustness to the analysis in this region of low light inten-
sity. Instead, in the same region, although individual par-
ticles are occasionally detected, their systematic tracing is 
not possible due to the low peak intensity. As a result, no 
particle trajectory is identified in the near-wall region and 
consequently the PTV-based techniques do not capture the 
peak value of u′

rms in the masked region. The differences 
between the techniques, outside of the masked region, 
become more marked when the wall-normal and spanwise 
velocity fluctuations are considered. Linear interpolation 
shows slightly increased damping of v′rms and w′

rms with 
respect to PIV. The AGW result closely follows the PIV 
result above y/δ99 = 0.15. Closer to the wall, AGW shows 
a significant increase in turbulent velocity fluctuations, 
which is ascribed to measurement noise, based on the dis-
cussion above of the isosurfaces (Fig. 9c). The isosurface 
visualization in Fig. 9 of the results using VIC with and 
without Du/Dt showed increased coherence of the vortical 
structures with respect to the other techniques, indicating 
a potential increase in rms velocity fluctuations is not due 
to increased noise. The statistics of v′rms and w′

rms are with 
VIC without Du/Dt slightly higher than the tomographic 
PIV result. When Du/Dt is leveraged with VIC+, the rms 
fluctuations of wall-normal and span-wise velocity compo-
nents are found within 5 % of the DNS reference, in com-
parison with 20 % damping by PIV. Inside of the masked 
region, both VIC results follow a decreasing trend of the 
velocity statistics. Because there are no particle trajecto-
ries available in this region, this trend is solely imposed 

by the no-slip condition used for VIC. Therefore, the 
relatively good comparison with DNS is artificial in this 
region. The results outside of the masked region validate 
the findings of the numerical assessment on a real-world 
tomographic PIV experiment and show that the velocity 
material derivative can be used using the VIC + technique 
to improve reconstruction quality.

It should be remarked that the present experiment was 
taken at a particle image density of Np = 0.07 ppp (Prö-
bsting et al. 2013) and thus at the limit of the capabilities 
of tomographic reconstruction (Scarano 2013). The meas-
urement captured 45 % of the boundary layer thickness. 
Increasing volume thickness at the same seeding concentra-
tion would increase the particle image density beyond the 
limit for tomographic reconstruction (i.e., doubling volume 
thickness yields a particle image density of 0.14 ppp). This 
highlights the relevance of the VIC+ reconstruction tech-
nique for cases where the spatial resolution is limited by 
the tracer particle seeding concentration.

4.2  Jet flow

The second experimental case considers data from an avail-
able time-resolved tomographic PIV measurement of a cir-
cular jet in water by Violato and Scarano (2011). For full 
details of the experiment, the reader is referred to the latter 
manuscript and here only the salient details are repeated. 
The nozzle exit diameter is D = 10 mm, and the contrac-
tion ratio equals 56:1. The exit velocity of the jet in water 
is 0.5 m/s, corresponding to a Reynolds number based on 
the nozzle exit diameter of ReD = 5000. Neutrally buoy-
ant polyamide particles of 56 μm diameter are used and 
dispersed homogeneously in the water tank. The particle 

Fig. 10  Velocity statistics in the turbulent boundary as approximated using different processing techniques. No particle tracks were identified in 
the gray-shaded area
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seeding concentration is 0.7 particles/mm3, corresponding 
to 700 particles/D3. Illumination is provided by a Quantro-
nix Darwin-Duo Nd-YLF laser, and images are recorded 
using four Lavision HighSpeedStar 6 CMOS imagers. With 
this configuration, the particle image density equals 0.04 
ppp at the jet axis. Measurements are acquired at 1000 Hz, 
corresponding to 35 samples per vortex shedding period. 
At this frequency, the particle displacement at the jet exit 
is approximately eight pixels along the jet axis. Further 
details of the experiment are summarized in Table 4 and 
available in Violato and Scarano (2011).

Figure 11 shows the instantaneous organization of the 
four vortex rings in the measurement volume, visual-
ized by isosurfaces of Q-criterion (Hunt et al. 1988), as 
obtained by tomographic PIV. The measurement is repro-
cessed using tomographic PTV following the procedure in 
Novara and Scarano (2013), who used a particle tracking 
algorithm to compute the velocity material derivative from 
this experiment for the purpose of evaluating the pressure 
field. Approximately 9000 particle trajectories are found 
per measurement volume, corresponding to the expected 
seeding concentration of 700 particles/D3. Figure 11, 
middle shows the resulting 30-snapshot particle trajecto-
ries in the measurement volume, color-coded by velocity 
magnitude.

In order to simulate a low relative seeding concentration, 
which can occur in several cases as discussed in the intro-
duction, a small subset of the particle trajectories is ran-
domly selected to examine the minimum case of approxi-
mately 7 particles/D3. The resulting particle trajectories are 
shown in Fig. 11, right. With such a coarse distribution of 
information, the reconstruction of the instantaneous veloc-
ity and associated vortices (visualized by the Q-criterion) 
using scattered tri-linear interpolation (Fig. 12, left) is not 
possible.

Table 4  Experimental parameters for the transitional jet following 
Violato and Scarano (2011)

Jet exit velocity 0.5 m/s

Seeding Polyamide particles, 56 μm diameter

Illumination Quantronix Darwin-Duo Nd-YLF laser 
(2 × 25 mJ @ 1 kHz)

Recording devices 4 × Lavision HighSpeedStar 6 CMOS

Imaging f = 105 mm Nikon objectives

Repetition rate 1000 Hz

Measurement field (Cylindrical) 30 mm (d) × 50 mm (h)

Fig. 11  Result from the tomographic PIV measurement of the jet in 
water (left, vortices detected by the Q-criterion, Q = 1100/s2). Recon-
structed 30-snapshot particle tracks from tomographic PTV at the 

full seeding concentration of 700 particles/D3 (middle). Sub-sampled 
particle tracks (right, 7 particles/D3). The tracks are color-coded by 
velocity magnitude

Fig. 12  Reconstruction of vortices distribution (isosurfaces of Q-cri-
terion, Q = 1100/s2) from sub-sampled tomo-PTV (95 particle tracks, 
7 particles/D3). Linear interpolation (left). VIC without Du/Dt (mid-

dle). VIC+ (right). The red dots indicate the instantaneous position of 
the sub-sampled particles
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Following the above numerical and experimental assess-
ment, it is expected that VIC without Du/Dt (Fig. 12, mid-
dle) improves upon the linear interpolation. As can be 
seen in Fig. 12, middle, this is indeed the case and now 
some parts of all four vortex rings can be recognized by 
the Q-Criterion visualization. The pattern of coherent and 
closed vortex rings is, however, not reproduced. Including 
in the minimization, the measured velocity material deriva-
tive (VIC+) yields in this case a significant addition to the 
reconstruction of the spatial velocity and vorticity distribu-
tion, as the vortex rings are retrieved more clearly as shown 
in Fig. 12, right. In particular, using VIC+, three vortex 
rings are reconstructed at a seeding concentration of 7 
particles/D3, which corresponds to a total of 95 tracer parti-
cles in the measurement volume.

5  Conclusions

The VIC+ method is proposed for reconstruction of instan-
taneous velocity from time-resolved volumetric PTV meas-
urements, by leveraging the temporal information avail-
able by the measurements in form of the velocity material 
derivative. This is christened as pouring time into space. In 
both the numerical and experimental assessment consider-
ing turbulent boundary layer measurements, VIC+ is able to 
reconstruct turbulent velocity fluctuations at a fraction of the 
seeding concentration required for tomographic PIV. In the 
numerical assessment, coherent hairpin vortices could be 
identified at a concentration of 500 particles/δ3

99, whereas for 
tomographic PIV, a concentration beyond 2000 particles/δ3

99 
is required. When VIC is employed without the use of the 
velocity material derivative, a concentration beyond 1000 
particles/δ3

99 is needed. In the real-world experiment, tur-
bulent velocity fluctuations that were damped by approxi-
mately 20 % by tomographic PIV could be restored to 
within 5 % by use of the VIC+ technique. The application 
to the tomographic experiment of a circular jet flow with 
a subset of tracer particle trajectories simulates a situation 
of very low seeding concentration (7 particles/D3) where 
VIC+ reconstructs coherent vortex rings that could not be 
obtained by VIC without the use of the velocity material 
derivative.

Both the numerical and experimental assessment con-
firm the advantage of pouring time into space for recon-
struction of instantaneous velocity from time-resolved 
volumetric flow measurements. The proposed technique 
offers its best performance when dealing with experiments 
where seeding concentration is limited, which is relevant to 
a number of cases, including large-scale experiments with 

HFSB. Moreover, the experiment in the turbulent bound-
ary layer indicates that VIC+ reconstructs the instantane-
ous velocity field with less spatial averaging of the turbu-
lent fluctuations than the cross-correlation approach used in 
tomographic PIV.
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Appendix A: Adjoint procedure

This appendix outlines the adjoint procedure for efficient 
and exact calculation of the gradient ∂J/∂ξ for the gradient-
based optimization procedure. The equations are derived 
through the tangent-linear of the VIC+ code, as explained 
for general cases in Giering and Kaminski (1998). For 
a detailed discussion on how the adjoint code is derived, 
the reader is referred to the latter paper and here only the 
resulting equations are given. Following the naming con-
vention of Giering and Kaminski (1998), adjoint variables 
are named corresponding to their counterparts in Sect. 2, 
but with the prefix δ*.

The procedure follows in reverse order the steps to cal-
culate the cost function at each iteration (Sect. 2.2.2), and 
thus starts with the adjoint counterpart of the cost function,

where the subscript ‘h,p’ indicates the variables on the 
computational grid, interpolated to the PTV measurement 
locations. The adjoint of linear interpolation is applied to 
move from these scattered locations back to the grid. Linear 
interpolation can be written as a linear system, uh,p = Auh , 
where A is the (sparse) matrix containing the weights for 
the linear interpolation. The corresponding adjoint becomes 
(see also e.g., Claerbout 2014),

(24)δ∗uh,p = 2
(

uh,p − um

)

,

(25)δ∗
Duh,p

Dt
= 2α2

(

Duh,p

Dt
−

Dum

Dt

)

,

(26)δ∗uh = A
Tδ∗uh,p,

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
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where the superscript ‘T’ means the transpose. Velocity was 
calculated from vorticity using a Poisson equation (Eq. 1). 
The Laplacian is self-adjoint, hence the existing Poisson 
solver can be used to solve,

where δ∗Rω is the adjoint variable corresponding to the 
right hand side of the Poisson equation, Rω = −∇ × ωh . 
The sub-script ‘h’ is dropped in the remainder of this 
appendix for clarity. Subsequently,

where ∇̃ =

[

∂̃
∂x
,
∂̃
∂y
,
∂̃
∂z

]

 is the adjoint of the gradient opera-
tor. Finite differences are used for the spatial derivatives, 
hence the corresponding adjoint operators are the transpose 
of the finite difference matrices. The radial basis function 
evaluation (Eq. 11) can also be written as a matrix multipli-
cation, ω = �w, where Φ contains the value of the radial 
basis function (Eq. 10) at each grid point and w is the vec-
tor with the weights. The corresponding adjoint equation 
equals,

The velocity material derivative was calculated from 
Eq. (2). The adjoint counterpart of this step is,

where δ∗C is the adjoint variable corresponding to the con-
vective part of the velocity material derivative. The adjoint 
variable δ∗u2, is calculated from δ∗C using,

(27)δ∗
Duh

Dt
= A

Tδ∗
Duh,p

Dt
,

(28)∇2δ∗Rω = δ∗uh,

(29)δ∗ω = −∇̃ × δ∗Rω,

(30)δ∗w1 = �Tδ∗ω,

(31)δ∗
∂u

∂t
= δ∗

Du

Dt
,

(32)δ∗C = δ∗
Du

Dt
,

written in Einstein notation for clarity. The tilde again indi-
cates the adjoint counterpart of the spatial derivative, which 
equals the transpose of the finite difference matrix. Subse-
quently, δ∗w2 is calculated from δ∗u2, analogously to δ∗w1 
using Eqs. (28)–(30).

Analogous to Eqs. (28) and (29), the adjoint counterpart 
of the temporal vorticity derivative is obtained from δ∗ ∂u

∂t
,

The temporal derivative of vorticity is calculated from 
the vorticity transport equation (Eq. 4). The adjoint coun-
terpart yields,

where again the Einstein notation is adopted for clarity. 
Subsequently, δ∗w3 is calculated from δ∗ω2 using Eq. (30) 
and δ∗w4 is calculated from δ∗u3 using Eqs. (28)–(30). The 
gradient ∂J/∂ξω is then calculated by,

Analogously, the gradients ∂J/∂ξBC,u and ∂J/∂ξBC,∂u 
for the boundary conditions are calculated.

(33)δ∗ui,2 =
∂uj

∂xi
δ∗Cj +

∂̃

∂xj

(

ujδ
∗Ci

)

,

(34)∇2δ∗R∂ω = δ∗
∂u

∂t
,

(35)δ∗
∂ω

∂t
= −∇̃ × δ∗R∂ω,

(36)δ∗ωi,2 =
∂uj

∂xi
δ∗

∂ωj

∂t
−

∂̃

∂xj

(

ujδ
∗ ∂ωi

∂t

)

,

(37)δ∗ui,3 =
∂̃

∂xj

(

ωjδ
∗ ∂ωi

∂t

)

−
∂ωj

∂xi
δ∗

∂ωj

∂t
,

(38)
∂J

∂ξu
= δ∗w1 + δ∗w2 + δ∗w3 + δ∗w4
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Appendix B: VIC+ Pseudo‑code

1) % VIC+ Pseudo Code                        
2) % Schneiders and Scarano (2016)
3)
4) % Initialize PTV measurements
5) x_ptv  = Tracer particle locations;
6) u_ptv  = Velocity measurements;
7) Du_ptv = Material derivative measurements;
8)
9) % Definition of initial conditions
10) u_initial    = Velocity initial condition;
11) vort_initial = curl(u_initial);
12) dudt_initial = zeros(size(u_initial));
13)
14) % Set initial optimization variables vector “xi”
15) xi_vort = Calculate RBF weights from “vort_initial”;
16) xi_bcu  = Calculate RBF weights from the boundary values of “u_initial”;
17) xi_bcdu = Calculate RBF weights from the boundary values of “dudt_initial”;
18) xi(k=0) = [xi_vort, beta1*xi_bcu, beta2*xi_bcdu];
19)
20) % Iterative optimization procedure
21) converged = FALSE;
22) while converged == FALSE
23) % Calculate u and Du/Dt on the grid
24) vort_h    = Evaluate vorticity on the grid from RBF coefficients in xi(k); 
25) u_h       = Solve Poisson equation for velocity: with boundary conditions from xi(k); 
26) dvortdt_h = Solve from vorticity transport: ;
27) dudt_h    = Solve Poisson equation for : with boundary conditions from xi(k);
28) conv_h    = Calculate the convective part of the material derivative: 
29) DuDt_h    = Calculate the material derivative: “dudt_h” + “conv_h”;
30)
31) % Interpolate to particle locations
32) u_h_ploc  = Interpolate “u_h” to “x_ptv” using linear interpolation;
33) Du_h_ploc = Interpolate “DuDt_h” to “x_ptv” using linear interpolation;
34)
35) % Calculate the cost function (eq. 6)
36) J_u  = sum((u_h_ploc – u_ptv)^2);
37) J_Du = sum((Du_h_ploc – Du_ptv)^2);
38) J(k) = J_u + alpha^2 * J_Du;
39)
40) % Adjoint equations for calculateion of the gradient of the cost function (Appendix A)
41) up_AD  = Equation (A.1): 2*(u_h_ploc  - u_ptv);
42) uh_AD  = Calculate adjoint of the linear interpolation (eq. A.3);
43) vort_AD_1 = Calculate δ*ω1 from “uh_AD” with eq. (A.5) and (A.6);
44) w_AD_1 = Calculate δ*w1 from “vort_AD_1” with eq. (A.7);
45) Dup_AD    = Equation (A.2): 2*alpha^2*(Du_h_ploc  - Du_ptv);
46) Duh_AD = Calculate adjoint of the linear interpolation (eq. A.4);
47) uh_AD_2 = Calculate δ*u2 from “Duh_AD” with eq. (A.9) and (A.10);
48) w_AD_2     = Calculate δ*w2 from “uh_AD_2” with eq. (A.5) to (A.7);
49) dvortdt_AD = Calculate δ*δω/δt from “Duh_AD” with eq. (A.8), (A.11) and (A.12);
50) vort_AD_2  = Calculate δ*ω2 from “dvortdt_AD” with eq. (A.13);
51) uh_AD_3 = Calculate δ*u3 from “dvortdt_AD” with eq. (A.14);
52) w_AD_3     = Calculate δ*w3 from “vort_AD_2” with eq. (A.7);
53) w_AD_4 = Calculate δ*w4 from “uh_AD_3” with eq. (A.5) to (A.7);
54)
55) % Gradient of cost function (Appendix A)
56) dJdxi = w_AD_1 + w_AD_2 + w_AD_3 + w_AD_4;
57)
58) % Update the optimization variables using the L-BFGS algorithm
59) p = Calculate the update direction of the optimization variables using L-BFGS and the gradient “dJdxi”
60) s = Obtain stepsize using L-BFGS and “p”
61) xi(k+1) = Update the optimization variables using: xi(k) + s * p;
62)
63) % Check for convergence
64) if (k > 1) && (J(k+1) – J(k)) < threshold
65) converged = TRUE;
66) end
67)
68) k = k + 1;
69) end
70)
71) % Output velocity field
72) vort_h = Evaluate vorticity on the grid from the RBF coefficients in xi(k); 
73) u_h    = Solve Poisson equation for velocity: with boundary conditions from xi(k);
74)
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