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Abstract

Dynamic Response Characterization of Complex Systems through Operational Iden-
tification and Dynamic Substructuring

This thesis deals with new methods, which can determine the dynamic response of a
complex system identified in operation, based on the knowledge of its subsystem dynamics
and excitation.

In the first part of this thesis, the identification of component excitation and its trans-
mission into the total system will be addressed. The identification of the internal compo-
nent excitation is performed on a test bench, on which equivalent forces at the component
interface to the test setup are measured. The total system’s response is calculated on the
knowledge of its dynamic properties from the component interface onwards. It is shown
that physically correct responses for the systems in front of the component’s interface can
be calculated. A compensation technique is also outlined to eliminate possible test bench
influences. In this thesis, this first approach is called the Gear Noise Propagation (GNP)
method, which can be seen as a special class of the well known Transfer Path Analysis
(TPA) method. The method could be partially validated on the vibration propagation of
a Rear Axle Differential (RAD) in a vehicle, also showing that test bench influences can
be minimized in real life applications.

In the second part, a new experimental strategy is developed, which enables the identi-
fication of systems in operation. In this thesis the method is referred to as the Operational
System Identification (OSI) method. It is shown that the signal processing involved yields
better FRF estimates than the classical Cross Power Spectrum (CPS) and Auto Power
Spectrum (APS) averaging technique. In addition the method has been successfully val-
idated by comparison with the Principle Component Analysis (PCA) method on a test
object. Application of the method to an operating vehicle reveals some interesting depen-
dencies of its system dynamics on temperature and applied engine torque.

The third part of this thesis deals with methods which improve coupling results in
experimental Dynamic Substructuring (DS) applications. First a general framework is
presented with which different kinds of substructuring methods developed in the past can
be classified. Thereafter methods which improve subsystem connectivity and compensate
for shaker’s side force excitation are presented. An error propagation method is also
developed with which the uncertainty on the coupled system FRF can be determined,
based on the uncertainties of its subsystems. Validation of the new methods on a vehicle’s



Rear Axle system shows good improvements could be achieved. In addition it will be
shown that random errors on the subsystem FRF only play a significant role for very lightly
damped systems. Yet in general, bias errors in the subsystem measurement and in the
subsystem coupling definition are found to yield most of the discrepancies in experimental
DS.

Combinations between the methods developed in the first three parts are made in the
fourth part of this thesis. It is shown that experimental DS is an efficient tool to identify
influences of component operational parameters on the total systems performance. Fur-
thermore it is shown that DS is helpful in sensitivity analysis and simple component design.

Dennis de Klerk,
February 19, 2009

Samenvatting

Karakterizeren van dynamische reacties van complexe systemen door middel van
operationele identificatie en Dynamic Substructuring

Dit proefschrift behandelt methodes waarmee het acoustische antwoord van een complex
apparaat bepaald kan worden met behulp van identificatie methodes in bedrijfstoestand
en kennis van de eigenschappen van onderdelen en onderdeel excitaties.

In het eerste deel van dit proefschrift wordt de identificatie van onderdeel excitatie en de
daaruit volgende trillingsoverdracht in het totale systeem behandeld. De identificatie van
de eigenlijke excitatie van het onderdeel wordt op een meetopstelling uitgevoerd, waarbij
equivalente krachten op de verbinding tussen meetopstelling en onderdeel bepaald worden.
De reactie van het apparaat zelf wordt daarna berekend met behulp van de acoustische
eigenschappen van de interface tussen onderdeel en apparaat. In dit proefschrift wordt
aangetoond dat de berekende responsie physisch correct zijn voor alle onderdelen na de
interface. In dit proefschrift wordt deze methode met de Gear Noise Propagation (GNP)
methode aangeduid, waarbij ze als een speciale klasse van de bekende Transfer Path Anal-
ysis (TPA) methode gezien kan worden. De methode kon deels gevalideerd worden voor
een differentieel van een voertuig. Hierbij wordt tevens aangetoond, dat de invloeden van
de meetopstellingen geminimaliseerd kunnen worden.

In het tweede deel wordt een nieuwe experimentele techniek ontwikkeld, waarmee de
eigenschappen van apparaten of onderdelen in bedrijfstoestand bepaald kunnen worden. In
dit proefschrift wordt deze techniek als Operational System Identification (OSI) methode
getypeerd. Er wordt aangetoond dat de signaal verwerking van deze techniek tot betere
Frequency Response Functions (FRF) leidt dan de klassieke methode met Cross Power
Spectrum (CPS) en Auto Power Spectrum (APS) middeling. De methode wordt succesvol
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gevalideed door een vergelijking met de Principle Component Analysis (PCA) methode.
Toepassing van de OSI methode op een voertuig in bedrijfstoestanden toont enkele in-
teressante afhankelijkheden ten aanzien van temperatuur en geappliceerd aandrijfmoment
aan.

In het derde deel van dit proefschrift worden methodes ontwikkeld ter verbetering
van koppelingsresultaten bereikt met de experimentele Dynamic Substructuring (DS)
methode. Allereerst wordt een algemeen raamwerk gepresenteerd waarmee de verschil-
lende substructuring methodes, ontwikkeld in het verleden, geclassificeerd kunnen worden.
Daarna worden methodes gepresenteerd die de koppelingsmechaniek tussen substructures
verbetert en zijkrachten van shaker excitaties compenseert. Er wordt ook een fouten anal-
yse opgesteld waarmee de onzekerheid op subsysteem FRFs vertaald kan worden naar de
onzekerheid op de gekoppelde FRFs. Validatie van de methode op een voertuig achteras
laat zien dat er goede verbeteringen behaald konden worden. Daarnaast wordt aangetoond
dat ruis op de subsysteem FRF's enkel een significante rol speelt voor licht gedempte syste-
men. Maar in het algemeen kan gesteld worden dat bias fouten op de subsysteem metingen
en in de subsysteem koppelingsdefinitie tot de grootste fouten leiden.

Combinaties tussen de verschillende methodes in de eerste drie delen worden beschreven
in het vierde deel van dit proefschrift. Daarbij toont de experimentele DS methode zichzelf
als een efficiénte tool om de invloeden van componenten eigenschappen op het gekoppelde
systeem hebben. Daarnaast wordt geillustreerd dat DS een handige methode is om sensi-
tivity analyses uit te voeren.

Dennis de Klerk,
February 19, 2009
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Introduction

In this general introduction, the major issues investigated within contemporary research are
outlined. The research context is described first, followed by the current state of technology.
Thereafter the objective of this thesis, as well as the personal contributions, are presented.
The introduction ends with an outline of this thesis’ structure and a discussion on the
content of its chapters.

Research Context

Originally, cars have been designed simply as a quicker, smarter means of transporting man
and materials from one place to another. But man’s interest in cars quickly grew beyond
simple transportation alone. Speed and acceleration have always held the fascination of
many, but acoustics and esthetics also serve as a field where one’s imagination can go wild.
Speed and acceleration, along with acoustics and optics combine efforts in order to bring
the driver the “Ultimate Driving Experience”.

The driver expects an appropriate sound of a car. The owner of a sports car wants to
hear the sound of the growling engine, whereas the driver of a luxury limousine finds this
disturbing. Car manufacturers therefore put a lot of effort in adjusting the sound of a car
to the customer’s wishes.

In general, the level of sound inside the car is dominated by wind noise and vibrations,
which are transferred from the driveline to the bodywork. Typical driveline excitations
originate from the engine, the wheels, and the gearboxes. There are two ways for car
manufacturers to appropriately tune the sound of a car and to reduce disturbing noises.
The first way is to make so-called primary adjustments to the excitation sources them-
selves, for example to the topology of a gearbox’s gears [111]. The effect or response of the
adjustment is usually measured on a component test bench or directly inside the vehicle.
However, the actual difference in excitation force at the source itself is often difficult and
sometimes even impossible to determine. It is, for example, impossible to measure the
forces between the gearbox’s gears as they rotate.

The second way to reduce disturbing noises is to make so-called secondary adjustments
to the vibration transfer paths between the excitation source and the receiver. One ex-
ample of a secondary adjustment is the decoupling of the driveline from the bodywork
with rubber mountings, so that the propagation of driveline excitations to the chassis is
reduced. Efforts are made to predict this kind of reduction based on the knowledge of
component properties. This gives the opportunity to optimize single components, like the
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rubber mountings, in order to reduce the overall propagation of excitations in the total
system. These calculations are commonly conducted with Finite Element (FE) simula-
tions. However, the FE Method is, up to now, not able to simulate the vehicle’s bodywork
with sufficient accuracy. Efforts are therefore made, to predict the vehicle’s properties by
combining experimentally obtained properties of the bodywork with FE models of other
components.

Yet another way of evaluating the effect of the component adjustments is by actually
measuring the adjusted system on a component test bench or on the vehicle itself. Ar-
tificially generated excitations, like one from a shaker or impulse hammer, or excitations
induced during vehicle operation, are used for product evaluation. One advantage of an
artificial (shaker or hammer) excitation is that the actual excitation is known, creating
the possibility to determine the systems’ structural dynamics, which show the eigenfre-
quencies of the system. An artificial excitation can not be combined with an operational
excitation however, because standard methods cannot separate both excitations in their
individual contents. A disadvantage in operational system evaluation is therefore, that
it is not possible to measure the system properties in its actual configuration. As, in
general, the dynamic properties of a vehicle are non-linearly related to operational pa-
rameters such as temperature, driving speed, and applied motor torque, the nonoperating
system Frequency Response Functions (FRFs) have only limited usability. Due to the
ever-increasing efforts in tuning the car, the need to identify the properties of operational
systems becomes more and more apparent.

In general, there are many types of analysis tools to obtain insight into a vehicles
behavior. In the next section, an overview of the relevant methods, with a discussion of
their advantages and disadvantages, is given.

Current State of Technology

In this section, a brief overview is given of the various ways to analyze the propagation
of vibration sources up to the receiver in a vehicle. The following questions will be dealt
with: How does the method work? What are their (dis)advantages? How are the methods
applied to optimize the perceived sound?

Decoupling in Components

An effective way of vehicle development can be accomplished by designing a total vehicle
in separate subsystems, which all have a specific function. Each different subsystem is
measured on a separate test bench. Objectives are set on the functioning of the subsystems
at, for example, their interface to the other systems or specific vibration amplitudes of
the components on the test bench. For instance, one can think of a test bench where the
driveline or part of the driveline is measured without the vehicle’s body work. As only
one part of the vehicle is analyzed, more understanding of the occurring phenomena can
be achieved. This enables a more direct optimization of components.

The disadvantage of the decoupling in components is the possibility to find an local
optimum for the components, which does not represent an optimum for the global system.



Correlation between a test bench and the total car is sometimes difficult and can be time-
consuming. Moreover, setting the right development objectives for the components on the
test bench is a difficult task.

Finally one must note that this approach neglects possible dynamic interplay between
components and thus complex coupled dynamics is not accounted for.

Transfer Path Analysis

Transfer Path Analysis (TPA) is an experimental FRF-based technique that describes the
interior sound pressure or vibrations in the total structure as a sum of all the transfer path
contributions of the individual systems. The contributions are calculated by the multipli-
cation of the measured FRFs with an estimate of the operational excitation measured, for
example, on a test bench.

The TPA method is widely used in the automotive industry, especially for the calcu-
lation of the sound which the driver experiences as a result of the driveline noises. This
method can be combined with theoretical (FEM) models and measurements of vehicle
components on test benches [89]. The method is an effective way to determine which
transfer paths are dominant in the vehicle, and is therefore a good starting-point for com-
ponent optimization. However, the disadvantage of the TPA method is that it does not
take the dynamic coupling between the receiving and exciting subsystems into consid-
eration. This means that the driveline and bodywork dynamics are not coupled. This
restriction becomes more troubling as the frequency of interest increases, due to the in-
teraction between the eigenmodes of the individual systems. It means that TPA can only
give accurate (gear) noise propagation predictions in a lower frequency range.

Finite Element Method

Although the label Finite Element Method (FEM) first appeared in 1960, when it was
used by Clough [14] in a paper on plane elasticity problems, the idea of finite element
analysis dates back to the early 40’s [16]. The essence of the Finite Element Method is
to find an approximate numerical solution to problems which are continuous in nature.
The method consists in dividing the continuous problem into a finite number of smaller
problems (or domains) which have assumed approximating functions, called interpolation
or shape functions.

Apart from discretization errors and possible numerical errors, the FEM method yields
accurate answers for the assumed physics. It gives a detailed insight into the functioning
of the analyzed component. Fully automated optimizations of modeled components are
possible, making the method suitable for use in an early car developmental stage.

However, there are some disadvantages to the method. An example is that the FE
Method only models the component with the assumed physics at play. One cannot guar-
antee that the modeled physics are the only physics taking place in the actual functioning
of the real component. Real-life complexities, like prestress, friction, fatigue and wear, are
still difficult to analyze and/or to give an adequate parameterization of. In addition, an
ever-increasing mesh density is required to calculate the physics with great precision. In
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dynamics, this is inherent to the mode shape complexity of the vibration and thus to the
maximum frequency which can be analyzed. The calculation power and necessary storage
grow significantly with higher mesh densities, making it impossible with contemporary
technology to accurately calculate dynamic responses of very complex systems. Both dis-
advantages apply to the analysis of a complete vehicle in higher frequencies. Nowadays,
good approximations can be made up to higher frequencies for driveline components, but
only up to lower frequencies when the vehicle is analyzed as a whole. Attempts to calculate
the vibroacoustic responses of a car’s interior with fair accuracy can only reach up to 250
Hz [94], making complete vehicle optimization in higher frequencies impossible.

The final problem one faces in applying the Finite Element Method is the characteriza-
tion of the excitation source. Driveline excitations are, for example, generated mostly by
rotating parts of which one cannot measure the excitation forces themselves. The ability
to model the excitation is limited, as the excitations are highly nonlinearly dependent
on the operational parameters and very sensitive to the model parameterization. Hence,
measured accelerations or interface forces are often used as the characterization of the vi-
bration source. As shown in this thesis acceleration measurements are however incorrect if
the component is measured separately and the analysis is carried out on the total system.

An extension to the regular Finite Element Method is the Component Mode Synthesis
(CMS) method. Here, the components are not coupled by using the knowledge of the
systems’ physical parameter mass, damping, and stiffness, but by using the knowledge
of the modal parameters [20,53]. This can considerably reduce the numerical calculation
effort needed in coupling various complex structures, as the subsystem’s Degrees of Free-
dom (DoF) are reduced before the assembly process. In turn it means that much bigger
and more complicated problems can be analyzed. However, errors are introduced due to
mode truncation and residual effects, for which many numerical studies and methods were
developed [20]. Yet, the CMS method is not suitable for systems with high modal density
and is only valid for linear systems.! High damping will also complicate the analysis and
bring about errors. In case a system does not meet the method requirements, unreliable
results can be expected. As the bodywork and the interior of a vehicle both have a high
damping and high modal density, the CMS method is not suitable for the analysis of the
complete vehicle dynamics in a higher frequency range.

Frequency Based Substructuring

The Frequency Based Substructuring (FBS) method enables the derivation of the total
vehicle structural dynamics based upon the knowledge of the structural dynamics of its
components in FRF format by means of a Dynamic Substructuring (DS) algorithm [21,
61,66]. Arbitrary systems can be coupled, as long as they can be linearized in a stationary
operation condition, have constant parameters and have nodal connection points. If the
excitation is known, one can also calculate the dynamic responses of the total system.
The method is a hybrid approach, which means that both measured and numerically
obtained components can be combined. In this way, the strength of both the numerical

'Note that there are also theories of “non-linear modes” that generalize the concept of modes, but these
theories are yet in their infancy and not often used [92,102].



and experimental analysis can be used, and nonlinearities and a high modal density of the
system can thus be accounted for. Dynamic Substructuring therefore has the potential to
analyze the driveline — bodywork connection up to higher frequency ranges.

The FBS method works well for numerically defined subsystem models, for example
with the Finite Element Method. However, with experimentally determined substructures
only limited success has been accomplished thus far. In vehicle dynamics, various experi-
mental attempts have been made to analyze the interaction between the driveline and the
bodywork [22,69,72,95,121]. Yet, the experimental attempts to couple subsystems have
worked successfully only upto approximately 400 Hz, due to practical problems [32].

As the analysis is based on the properties of the subsystems, one can, on the other hand,
conveniently change the properties of one subsystem and observe how the total system
response changes. This allows for a total system optimization based on its subsystems.

Due to the various difficulties involved in acquiring accurate FRF data of the total
system, little attention has thus far been given to calculation of responses with the derived
total system FRF. Indeed, in most publications, the final result is the calculated FRFs of
the total system only [24,63,100]. In vehicle dynamics it is, however, also important to
identify the excitation of the system itself.

Scientific Challenge & Thesis Topics

As the expectations of customers concerning comfort grow, car manufacturers seek new
methods to respond to this increase in demands. They undertake tremendous research
projects to gain experience, and they implement all possible improvements in their cars.
An increase in acoustic comfort becomes, however, more and more difficult due to the
already gained experience over the many years of car development. Furthermore, due
to a massive reduction of dominant vibration sources such as the wind and the engine,
new sources like gear noises become significant.? Although these vibrations are generally
small compared to the total sound level, their tonal character can still be experienced as
disturbing.

It is difficult to analyze the propagation of tonal excitations with conventional methods.
First of all, it is complicated to identify the gear noise excitation itself, as one cannot
measure the excitation between the individual teeth. Yet, this is the place where the noise
is actually generated and should therefore serve as the input for many methods, such as
the FBS method discussed in the previous section.

Secondly, the gear noise has a nonlinear dependency with respect to several parameters,
such as rotational speed, applied torque, and oil temperature. These parameters are
not easily predicted in advance. In addition, the production process of the gears has a
dominant influence on the actual functioning of the gearbox resulting in a spread after
production. All these difficulties ask for a new kind of analysis method.

It is also worthwhile to notice, that the total vehicle properties are, just like the gear

2Gear noise received at the driver originates from the contact excitation between rotating teeth, see appendix
8.4. Throughout this thesis “gear noise” will be used to denote either the gear excitation itself or airborne
noise.
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noise excitation, dependent on the vehicle’s operational parameter: driving speed, applied
torque and component temperature. Their changes have an impact on the propagation
of the gear noise into the vehicle’s body, yielding different sound pressures at the driver’s
ear. Up to now the determination of the operational system properties have not been
accomplished though.

There are more difficulties, when analyzing gear noise propagation. Indeed, gear noise
excitations can reach up to approximately 1000 Hz. At such frequencies, the modal density
of the vehicle’s bodywork is very high and vehicle components like rubber mountings have
frequency dependent behavior. The possibility to numerically simulate the total vehicle
at such high frequencies therefore breaks down. This makes reduction of the gear noise
propagation in the vehicle by means of vehicle component optimization very difficult.
Research, which combines numerical models with experimental models of the vehicle’s
bodywork have not shown to be satisfactory yet. This thesis therefore tries to solve the
combined research objective:

”Develop a method, which can determine the dynamic response of a vehicle
(or complex systems) identified in operation, based on the knowledge of its
subsystem dynamics and excitation.”

The approach in this thesis is to divide the research objective in three separate develop-
ments:

e First, the identification of gear noise excitation and its (structural) transmission into
the total vehicle will be addressed. Here it is concentrated on structural vibration
only, e.g. the airborne transfer functions are neglected in this particular application.
To do so, the identification of the gear noise excitation will be made on a gearbox test
bench. In this way all influences of the excitation due to the operational parameters
and production spread can be determined. The problem, not being able to measure
the forces between the gears, however still remains. To overcome this problem, the
approach in this thesis is to measure equivalent forces at the gearboxes interface
to the measurement setup. Indeed in these forces the excitation between the gears
is implicitly measured. The total vehicles’ response is thereafter calculated on the
knowledge of its dynamic properties from the gearbox interface onwards. It will be
shown that physically correct responses for the systems in front of the gearbox’s
interface can be calculated with this approach if the test bench is rigid. A compen-
sation technique is outlined to eliminate possible test bench influences in real life
applications. In this thesis, this first approach is called the Gear Noise Propagation
(GNP) method and can be seen as a special class of the well known TPA method.

e Secondly, special attention is given to the identification of the vehicle and its com-
ponents in operation. This leads to the development of a new experimental strategy,
which enables operating system identification. In this thesis the method is referred
to as the Operational System Identification (OSI) method. The identified structural
dynamics of the vehicle in operation can be used in the GNP method.

e Thirdly, the properties of the total vehicle, needed for the GNP method, will be
predicted based on the knowledge of its subsystems. This will be accomplished by



utilization of experimental Dynamic Substructuring (DS). Indeed, as the bodywork
properties cannot be determined with numerical methods, its properties will have to
be determined by experiments. As they are commonly measured in FRF format, the
Frequency Based Substructuring (FBS) method is the preferred DS method in this
thesis work. Many difficulties in this experimental DS application will have to be
overcome though, because previous research showed the approach not to be accurate
up to the gear noise relevant frequency of 1000 Hz [95]. Within this thesis work,
several solutions were therefore developed.

After each research topic is analyzed separately, all methods will be combined in an at-
tempt to analyze the propagation of gear noise into the vehicle with enhanced accuracy.
The relation between all issues with their input and output quantities is shown in figure 1.
Notice that the GNP method plays a central role, as the FBS method can supply the total
systems FRFs based on subsystems and the OSI method the system’s structural dynamics
in operation. However, the later two methods by themselves also serve as analysis tools,
which can give valuable insight in complex system behavior.

Structural
Dynamics \
GNP Method Response
Excitations /
Assembled Operational
Component Model A N Model
Mog ~§ 0’

FBS Method ) ceooooooo (Operational 1D ) . w Operational
Parameter

/ Operational
Component Model
Excitation ¢

Response

Figure 1: Schematic representation of issues tackled in this thesis and their relations.

Personal Contributions

The major purpose of this research is to develop methods which enable the analysis of
gear noise propagation in a vehicle, based on gearbox test bench measurements and the
knowledge of the (operational) component system dynamics.

The proposed developments of the research reported in this thesis are:

e The Gear Noise Propagation (GNP) Method, which identifies a component’s opera-
tional excitation on a test bench and calculates the total system’s response to that
excitation.



e The Operational System Identification (OSI) procedure, which enables one to mea-
sure the receptance FRF matrix elements of a stationary operating system.

e A general framework for Dynamic Substructuring (DS), which simplifies the formu-
lation of the existing experimental Frequency Based Substructuring (FBS) methods
developed over the past decades.

e An enhanced drivingpoint measurement method, which utilizes a 3D force sensor,
to truly decouple the drivingpoint measurement in its global orthogonal x,y and z
components. The experimental solution is such, that one can determine interface
FRF data of subsystems at a single nodal point.

e A method, which can be used to couple experimental subsystems with line and
surface coupling interfaces, instead of point connections used in the past. With this
technique, Rotational Degrees of Freedom (RDoF) at the subsystem interface are
therefore implicitly taken into account. A filtration technique is also developed to
filter the measured interface flexibilities for the best surface coupling description.

e A method to determine the accuracy of the predicted DS calculation due to mea-
surement errors made in the measurement of the subsystems.

e All calculations carried out within this thesis were performed using a dedicated
Matlab Toolbox. This GUI based program was developed in cooperation with BMW.
All graphs presented in this work originate from this toolbox.

Thesis Outline

This thesis tackles three main issues as written in the previous section. The manuscript is
subsequently divided into three parts, with an additional part which combines all issues.

e In part I the Gear Noise Propagation (GNP) method is outlined. Chapter 1 defines
the general solution which was developed. A validation of the method can be found
in chapter 2.

e Part II introduces a new identification method for operational systems. Chapter 3
introduces the Operational System Identification (OSI) method, which is thereafter
applied on an operating vehicle tested on a dynamometer. Note that it turns out
that the operational identification shows not to be required in this thesis’ vehicle
application.

e Part III is dedicated to the further development of today’s FBS method for the
effective analysis of complex structures in higher frequencies. In chapter 5, the FBS
method is placed in a general framework. Also some of the problems in experimental
FBS are discussed for which various solutions are presented in chapter 6. These
solutions are thereafter validated in chapter 7 on the rear axle of a vehicle.



e All developed methods are combined in part IV, chapter 8. Here, the gear noise
propagation of a vehicles rear axle differential up to the driver’s ear is analyzed with
combinations of the methods presented in the first three parts.

Worthwhile noting is that this thesis only discusses the crucial points and results, whereas
all details can be found in the publications [10,26-37,87,113,114,116,117] to which refer-
ence is made in the text.

In summary, figure 2 shows the structure of all chapters in this thesis.
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Part 1

From Test Bench to System Response Estimates

Gear Noise Identification & Propagation

In part I the Gear Noise Propagation (GNP) method is outlined and validated by an exper-
iment. With this method one can calculate the gear noise propagation of an operational
gearbox into a vehicle’s bodywork. The proposed method results in physically correct
responses for linear systems which are connected to the gearbox. The method consists
in a gearbox measurement on a test bench and the measurement of the total system. A
compensation method is outlined in case the test bench influences the measurement due
to its own flexibility. In addition an extension to the method is proposed, in case one can
not measure the total systems FRFs at the gearbox interfaces due to, for example, lack of
space.

Properties of a vehicle and gear noise excitation are nonlinearly dependent on various
operational parameters. Therefore an extension to the GNP method is suggested taking
into account these operational parameters.

The content in this part is mainly based on our publication [30).
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Chapter 1

The (Gear Noise Propagation
Method

As stated in the introduction of this thesis, the sound level inside the car is dominated
by wind noise and vibrations which are transferred from the driveline to the bodywork.!
Typical driveline excitation sources are the engine, the wheels and gears in the gearbox.
Due to the ever increasing demands from customers with respect to comfort, car manufac-
turers seek new methods to respond to these increasing expectations. However, a further
increase of acoustic comfort becomes more and more challenging since significant improve-
ments have already been achieved based on the experience gained over the many years of
car development. Furthermore, due to a massive reduction of dominant vibration sources,
such as aerodynamic noise and engine excitations, new sources difficult to dominate like
gear noise get into play. These vibrations are generally smaller than the total sound level,
but due to their tonal character?, they can still be experienced as disturbing.

For several reasons, determination of gear noise excitations is not trivial. First of all,
gear noise is nonlinearly related to several parameters, such as rotational speed, applied
torque and oil temperature. These parameters are difficult to predict in advance. Secondly,
the manufacturing process of the gears has a dominant influence on the actual functioning
of the gearbox. This can result in a spread of the gear noise excitation level of gearboxes
after production.

In general, one is not able to accurately predict the level of gear noise based on theo-
retical models. Gear noise measurements on a test setup are therefore necessary. On such
a test setup, the gearbox is typically separated from the car and mounted directly, or with
rubber mountings, to a test bench (more details are found on the poster at the end of the
manuscript). This allows to accurately measure the gearbox excitation forces at the test
bench/gearbox interface together with various accelerations. As these responses are mea-
sured in operation, the nonlinear behavior of the gear excitation becomes apparent. It is
difficult however, to translate these forces and/or accelerations to the resulting sound level

"More information on the vehicles driveline and details on gear excitation can be found on the poster at
the end of the thesis.
2Tonal sound is also known as a periodic or harmonic sound.
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inside the car. Different approaches exist [89,90], but they are either physically incorrect
or influenced by the test bench dynamics.

In this chapter a Gear Noise Propagation (GNP) methodology, which determines the
gear noise level inside the car, is outlined. Gear noise measurements on a test setup are
used, as well as a measurement of the entire vehicle’s FRFs. As such, the GNP method
can be seen as a special class of the well known TPA analysis.

Section 1.1 introduces the theoretical development of the method. Section 1.2 presents
a compensation method for test bench influences. A different measurement strategy for
nonmeasurable interfaces is presented in section 1.3. This chapter proceeds with an exten-
sion to the GNP method, describing how one can linearize the operating system excitation
about an operating point, as well as a comparison of the GNP method with the classical
approach in TPA by placing the latter method in the GNP framework, in sections 1.4 and
1.5. This chapter ends with a summary in section 1.6. The validation of the presented
method can be found in chapter 2.

1.1 Theory

Gear noise is a combination of the harmonic excitation generated by the contact forces
between gears and the noise generated by bearings inside the gearbox.® It is impossible
to measure these excitation forces, as the gears are rotating during operation. One can
therefore not determine the true gear noise excitation forces themselves (see figure 1.1.a).
The following derivation shows that instead of the true gear noise excitation forces, a dif-
ferent set of excitation forces can be defined, which equivalently represent the gear noise
excitation force. Proposed equivalent set of forces can be utilized to calculate the physi-
cally exact gear noise propagation in the total structure. This method carries the name
Gear Noise Propagation (GNP) method and holds for linear, time invariant structures in
stationary operation. A discussion on how to include nonlinear structures can be found in
section 1.4. Figure 1.1.b demonstrates its working principle, schematically explaining the
propagation of gear noise to the systems in front of the gearbox.’

The GNP method is best explained by using the simplified gear noise propagation
model in figure 1.1.b. The model shows a gearbox driven by several shafts, applying
torques M, and driving speeds ny,. The bodywork structure is excited by the resulting
unknown gear noise force fyeqr or equivalent forces fequivatent, yielding structural responses
uy and sound pressures py.

First, imagine a gearbox (gb) attached to the bodywork (bw) of a vehicle that is driven
during operation by shafts, applied torques M, and driving speeds n.. The operating

3In this thesis a vehicle’s Rear Axle Differential (RAD) is analyzed as shown in the poster at the end of this
thesis. As such, the denotation “gearbox” refers to this type of gearbox. Notice however that the presented
theory is applicable to any kind of structural component which excites the total structure through well
defined coupling interfaces.

4Notice that the nonlinear relation of the gear excitation towards torque, rotating speed and oil temperature,
is indirectly included in the equivalent forces, if they are measured on the test bench in the corresponding
operational states.

By “in front of the gearbox” all those subsystems are meant that are connected to the gearbox, from which
the noise originates.
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Figure 1.1:  Schematic representation of the gear noise propagation method for a gearbox (gb)
and bodywork (bw) assembly with: (a) the unidentifiable gear noise excitation force between the
gears and (b) the implementation of measured test bench forces to calculate responses inside the
vehicle.

gearbox will then excite the system by nonmeasurable gear noise forces (fyeqr) between
the gears (figure 1.2.a). The partitioned Equations of Motion (EoM) of the total system
(gearbox and bodywork) can be written in the frequency domain using a dynamic stiffness
representation:©

(tot)

Zy Ziz 0 Sgear
Zy Za Zog U2 = 0 ; (1.1)
0 Zs Zs3 u3 0

where Z;; represent the dynamic stiffness matrix pertaining to the partition 43, and where
[u;  uo U3]T denote the displacements respectively at the gears contact surface, the
gearbox interface to the bodywork and positions of interest on the bodywork. The gear
contact surface is also referred to as gear face” and interesting positions on the bodywork
(u3) could, for example, be the interface to the driveline or any other physical property like
the sound level at the driver’s ear. In the latter case, the displacements ug is interchanged
by p and the FRFs of the bodywork now have different units, depending on their input-
output relation. In (1.1) the *(tot) superscript denotes the total system (gearbox plus
bodywork). Since the gearbox and the bodywork have only degrees of freedom wusg in

5See appendix 8.4 for a derivation and illustration on the used symbolics.
"See appendix 8.4 for more details on gear topology.
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Figure 1.2:  Overcoming the problem of unmeasurable gear noise excitation between the gears
(fgear), with simplified models of: (a) real problem, (b) internally generated gear noise, (c) free-
body diagram of the gearbox constrained to the fixed world and (d) implementing the identified gear
noise interface forces (fequivalent) in the GNP method. Notice that a 8 DoF system is suggested
in this figure. However, the method is applicable for any number of DoF.

common one can also write:

Zy Zp, o " [z¥ z¥ o
Zy Za Zos = | z{ Z%"t; Z%%w; (1.2)
0 Zz Zs3 o 2z zi
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where indices 9% and «(") denote the gearbox and bodywork respectively and where
tot b b
23" = 23" + 2", (13)

is the dynamic impedance assembled on the interface. Hence it is understood that
Z11, Z12, Z21 always pertain to the gearbox and Zss3, Z39, Z23 always pertain to the struc-
ture in front of the gearbox (the bodywork in the present case). Hence the superscript for
those submatrices will be dropped and it will only be indicated for the Zss if it corresponds
to the total system or to one of the subsystems. Also notice that, in this research, the
gearbox is actually attached to the test bench with its rubber mountings.® This means
that the properties of the mountings are included in the description of the gearbox prop-
erties, i.e. Z11, 419, Z21 and Zégb). In the remaining text reference is only made to the
gearbox for the reason of simplicity though. Condensing equation (1.1) on the interface
(ug) yields

Zét;t) — ZnZi'Z1y Zos

|: (%) :| _ |: _Z21Z;11fgear ‘ (14)
Z32 Z33

us 0

Equation (1.4) represents the response of the vehicle’s bodywork (ug, us) due to the gear
noise excitation between the gears (fgear)-

So far the result of equation (1.4) is of little use, as one is not able to measure the gear
noise excitation force (fyeqr). However, let us now assume that the gearbox is measured
separately on a rigid test bench (fixed boundary) as shown in figure 1.2.b. The EoM of
this setup is equal to

VASEVAY! [ u{’ ] [ Sgear ]
_ : 1.5
[ Z21 Zégb) ] 0 finterface ( )

where the superscript +/* in u{’ indicates that this solution corresponds to the fixed inter-
face experiment described in figure 1.2.b (for which figure 1.2.c is the free-body diagram).

A fundamental assumption implicitly used here, is that the gear forces (fgear) excit-
ing the system are independent of the total system’s global dynamics. Obviously this in
not exactly the reality. Nevertheless, the harmonic excitation will probably not deviate
between both configurations much if the gearbox is decoupled from its environment with
the same rubber bushings and excited with the same torque, gear rotation speed and oil
temperature in both configurations. This is due to the construction of most gearboxes. A
gearbox has a very stiff housing and therefore does not experience large dynamic defor-
mation if it is decoupled from its environment with soft rubber bushings. Consequently,
the deformation of the gear faces, bearings and gear axis as well as the gear lubrication
mainly determine the harmonic gear noise excitation.

Also, note that the responses of the gearbox are not the same for both setups, i.e. the
gearbox vibrates differently on the test bench and the total vehicle. This is denoted in
equation (1.5) as u{z. A more detailed discussion is found in section 1.4.

8See the poster at the end of the thesis.
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Figure 1.2.c is the free body diagram of the gearbox in figure 1.2.b, where the interface
force between the gearbox and the test bench are such that wo = 0. This interface force
is denoted fequivatent for later purposes, i.e.:

VAVEAD) ull foear
(gb) [ | = ! 7 (1.6)
Z21 ZQQ 0 fequwalent
where
fequivalent = finterface- (17)

Eliminating «/? in (1.6) leads to

fequivalent = ZQlu{i = Z21Z;11fgear- (18)

The equation shows that there is a direct relation between the unknown gear forces (fgear)
and the interface force of the gearbox to the rigid test bench (fequivaient). It is only
dependent on the properties of the gearbox.

Now imagine the following situation: the interface force (fequivatent) between the gear-
box and the rigid test setup is applied as an external excitation at the gearbox/bodywork
interface (see figure 1.2.d). The associated EoM are

Zn Zi2 0 use 0
Z2 Z§t20t) Z3 qum = *fequivalent . (1 .9)
0 Zz Zs3 ugq“i 0

where the notation u®" is used to indicate that the displacements obtained at this stage

are obtained by applying the force fequivalent as external force on the interface (figure
1.2.d). At first glance, equations (1.1) describing the real situation where the system is
excited by the gear noise and (1.9) seem different. However, a condensation of equation
(1.9) on the gearbox interface yields

ZétQOt) — ZnZy' Z12 Zos 2
Z3 Z33 3q 0

equi
Uy ] _ |: _.fequivalent :|

_Z21Z1_11.fgear
[ o : (1.10)

This last result is identical to equation (1.4) which shows that the response on the body-
work (ug,us) to the gear noise excitation can be obtained equivalently by solving the
problem of figure 1.2.d, namely when fequivaient is applied as external force on the inter-
face. This proves that the problems depicted in figure 1.2.a and in figure 1.2.d are exactly
equivalent for what concerns the response in front of the gearbox. However, comparing
(1.1) and (1.10) it is obvious that u; # u{™": the responses computed inside the gear-
box by the equivalent problem are different from the actual internal gearbox responses.
This is however not an issue since one is only interested in predicting the response of the
subsystems in front of the gearbox in practice. In summary:



1.1. THEORY

The response of subsystems in front of the gearbox (including the degrees of
freedom on the interface) can be equivalently computed by applying at the in-
terface the force fequivalent Produced by the gearbox on a rigid test bench. The
response inside the gearbox will however be different.

This result shows that the actual source of the gear noise excitation (fyeqr) does not
need to be directly measured. It is sufficient to measure equivalent forces at the gearbox
interface to the fixed world.

The equations are written in the dynamic stiffness format. This was very useful in the
derivation performed, due to the zero off-diagonal terms Z;3 and Zs; indicating that there
is no direct structural coupling between the inside of the gearbox and the inside of the
bodywork. Unfortunately, in most real applications, it is however impossible to measure
dynamic stiffness since it requires imposing displacements and measuring reaction forces.
Equation (1.9) is therefore transformed into the receptance formulation. Premultiplying
(1.9) by the inverse of the impedance (namely the receptance matrix Y of the total system)

results in:?
Y Yo Yi3 (tot) 0 u;qui
Yor Yoo Yo3 _fequivalent = U ) (111)
Y31 Y Yig 0 us3

Considering now only the last set of equations in (1.11) yields the simple relation for the
responses at and in front of the gearbox interface

(tot)
U | Y ,
|: us :| - |: };32 :| fequwalent- (112)

The above result shows once more that the internally generated gear forces are not required
to determine the gear noise responses in the total system. The correct result is obtained
by applying at the connections of the total system the forces delivered by the operating
gearbox to the fixed world. In practice, the method boils down to measuring the gearbox
interface forces on a rigid test bench, and measuring the receptance of the total system
for the gearbox connection and for the outputs of interest in/on the bodywork. The latter
could also be calculated using a FEM model and/or a experimental Frequency Based
Substructuring (FBS) method [20,29,66]. These calculations would enable optimizing
structural components for the given excitation. The test bench measurement is performed
with different operating conditions, to determine the operational dependency of the gear
excitation. As stated at the beginning of this section, the method is based on linearity of
the subsystems. This contradicts the nonlinear relationship of, for example, the various
rubber mountings and the large static deformation introduced by the engines applied
torque during operation. A discussion on such nonlinearities and the implications on the
theory can be found in section 1.4.

9See appendix 8.4, ie. Y = Z 1.
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1.2 Compensation for Nonrigid Test Benches

A test bench will probably not be rigid in the mid frequency range (100-1000Hz) where
gear noise is analyzed. Rigidness is, however, a requirement of the Gear Noise Propagation
(GNP) method as introduced in the previous section. In this section, the GNP method is
extended for the case of a flexible test bench. Here we concentrate on finding the equivalent
force (fequivatent) defined in (1.6) for a measurement on a flexible test bench. In this way
physically correct responses at and in front of the gearbox interface can be determined
according to the theory described in the previous section.

In order to clarify the mathematical elimination of test bench flexibilities, assume the
gearbox is operating on the flexible test bench as illustrated in figure 1.3. Again the

unrtb

fSETLSO’I’

fgear

S
K&

> f
sensor

nrtb
u;

Figure 1.3: A schematic drawing of a flexible test bench measurement. The flexible test bench
responses will influence the measured interface forces at the gearboxes’ interface. The sensor forces
at the interface therefore do not identify the equivalent forces defined in section 1.1.

unknown gear noise forces between the gears (fgeqar) excite the system and sensors mea-
sure the interface forces (fsensor) and displacements (ug2) between the gearboxes’ rubber
mountings and the test bench.'® Note that the interface forces are now influenced by the
test bench responses and therefore do not represent the equivalent forces (fequivaient) as
required for equation (1.12), i.e. fequivalent 7 Fsensor- The equations of motion for the
system is represented by (see figure 1.3):

Lal= + 1.13
[ Z21 Zégb) ] u2 t 0 fsensor ( )

10Gee the poster for an illustration.
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Zégb) Zo3 UE”% o _fsensor (1 14)
Z3y  Zs3 up™ | 0 7 '

where ug represents as before the degrees of freedom outside of the gearbox (here, the
test bench) and where the superscript +”* indicates that the responses are obtained on
a non-rigid test bench. The superscript +9®) and +(®) denote the gearbox and test bench.
By condensation of equation (1.13) on the interface between the gearbox and the test
bench, one obtains:

b — —
(28 - 2212 210 ) wh™ = =21 Zi7 fyear + Frensor: (1.15)
which, taking account of (1.8), reduces to
Z(gb) _ 7.7 l7 nrtb __ _ . 1.16
29 21411 412 | Uy - fsensor fequwalent- ( . )

Clearly this shows that if u}™® = 0 one finds the definition of Sequivalent in (1.7) as the
interface force measured by the sensor on the perfectly rigid world. In the present case,
however, the test bench experiences a dynamic response, which introduces displacements
on the interface, i.e. w2 # 0, and by which the sensor force ( fsensor) is different from the
equivalent force (fequivatent)- If the connecting forces fsensor and the displacements ug are
measured during the test, equation (1.16) allows reconstructing the required equivalent
force fequivatent- The equation shows that it is not necessary to know the dynamic stiffness
of the test bench, but it is the knowledge of the gearboxes’ dynamic properties which is
required.

A further simplification of equation (1.16) is possible. First, let us rewrite (1.16) in
the equivalent form

VATEEVAY!
Zy Z)

uy 0
= . 1.17
|: ugw’tb :| |: fsensor - .fequivalent :| ( )

where the notation u}] is used to indicate that in this equation the gearbox response is not

equal to u{mb in (1.13). By transforming the equation above into the receptance matrix

representation of the gearbox, one obtains

[Yn lergb)[ 0 ]:[ uj } (1.18)
Yo Yoo Fsensor — fequivalent Ué”"tb ’ '

The second line of this result yields
b
};2(29 ) (.fsensm" - fequivalent) = Ugrtb7 (119)

where Y2(29 %) is the receptance of the gearbox as seen from its connection degrees of freedom.
Finally, inverting this relation, one finds
b *
feqm'valent = .fsensor - Zég ) Ugmb, (120)
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where Zégb)* is the inverse of Y2(2g %) and thus represents the dynamic stiffness of the gearbox

as seen from its connection. Comparing (1.20) to (1.16) it is clear that
Zy" = 23 — 22 Z1s, (1.21)

representing the dynamic stiffness of the gearbox condensed on the connection degrees of
freedom. Physically it corresponds to the gearbox dynamic stiffness seen at the interface
when the degrees of freedom w; internal to the gearbox are free.

Equations (1.19) and (1.20) clearly show that one can compensate for test bench dy-
namic influences on the measured gear noise using the gearbox interface flexibility or
stiffness. No system properties between the gears and the gearbox’s interfaces are needed,
nor properties of the test bench itself. The receptance matrix of the gearbox interfaces
can be obtained by either a modal analysis of the freely suspended gear box, a direct FRF
measurement of the gearbox, or by a FEM calculation.

To summarize, the Gear Noise Propagation method of section 1.1 can be applied even
when the test bench used to measure fe.quivaient is not fully rigid. In that case equation
(1.19) or (1.20) should be used. This involves in practice that, when measuring the gear
noise excitation, additional accelerometers at the gearbox interface points are required in

order to measure ug”’tb (see figure 1.3 and the poster). Furthermore, the gearbox receptance

matrix Y2(29 % is needed. The determination of this receptance matrix is discussed in chapter
2.

1.3 The GNP Method Extended for Nonmeasurable Inter-
face FRFs

Nowadays, gearboxes are embedded into the total system in a very compact way. This
means that in practice one might not be able to access all the gearbox interface nodes in
the total system configuration with an impulse hammer or shaker.

For instance when a gearbox is mounted under the body of a car the places where it is
connected to the rest of the car can barely be accessed. Hence measuring the receptance
YQ(QtOt) and Yg(QtOt) needed in the GNP procedure (see equation (1.12)) might not be feasible
due to the lack of space around the interface nodes which prohibits connecting shakers or
apply an impulse by hammer. In such cases, the GNP method can no longer be applied
and a different solution is needed.

The method proposed in this section is in fact an extension of the GNP discussed so
far. In the GNP theory described in section 1.1 an equivalent force was applied at the
connection degrees of freedom such that the dynamic response in front of the gearbox is
identical to the response obtained with the actual gear noise. Here that idea is generalized
by searching an equivalent force (called substitute force fsups) such that, when applied
on degrees of freedom on points anywhere on the gearbox (called substitute nodes), it
creates a dynamic response in front of the gearbox identical to the response that would
be obtained with the true gear noise. This concept is schematically explained in figure
1.4. In figure 1.4.a the original gear noise problem is depicted. Figure 1.4.b represents the
equivalent problem as discussed in section 1.1 and figure 1.4.c corresponds to the situation
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Figure 1.4:  Owverview of the different forces and DoF sets to explain the replacement of the
equivalent forces by the substitute forces: (a) the original problem with an nonmeasurable gear
noise excitation force fgear, (b) the equivalent problem with the equivalent forces fequivaient that
can be measured on a rigid test bench as described in section 1.1 and (c) the substitute problem
with the virtual substitute force fsupstitute applied on nodes for which the dynamic admittance can
be measured in practice.

considered here, assuming that the substitute nodes are nodes that can be easily accessed
and thus for which the dynamic receptance can be easily measured in the total system. It
will now be shown how the substitute force fs,»s can be determined, such that its response
obtained in front of the gear box are identical to the original gear noise problem.

It was shown in section 1.1 that the equivalent problem of figure 1.4.b is described by
equations (1.12) with the equivalent force fequivalent Obtained from (1.8). If the gearbox
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system is now considered through its interface degrees of freedom uo and substitute degrees
of freedom w4, the EoM of the problem described in figure 1.4.c writes

Zyy Z;Qt 0 UZUbS Ssubs
Zoy ZéQO ) Zs3 us'hs = 0 ; (1.22)
0 Zz Zs3 uzbs 0

where the superscript *%* is introduced to indicate that the responses correspond to the

situation described in figure 1.4.c. Note that in these equations the degrees of freedom
are not considered.!! Condensing equation (1.22) to eliminate the substitute degrees of
freedom w4, one finds

Zét;t) — Z24Z@1Z42 Zo3 ’LLS“ZS _ _Z24Z;11fsubs (123)
Z3o Z33 uz"” 0 ’

or in a reduced receptance matrix representation (also see section 1.1):

" w Y- (tot)
2 | 22 _ -1
i us :| - |: YE’Q :| [ ZQ4Z44 fsubs ] . (124)
If the responses of this problem are then requested to be identical to the responses
[ug ug]T of the original gear noise problem, and thus to the responses obtained from
the equivalent problem described by (1.12), one finds

(tot)
Y- _ 0
|: Yzz :| [ Z24Z441.fsubs - fequivalent ] = |: 0 :| . (125)

This holds for all frequencies if and only if

Z24Z4;11fsubs = fequivalent- (126)

Hence an equivalent substitute force can be found if a solution fg,;s can be computed
from (1.26) for any fequivalens- This is the case if Z24Z;41 defines a non-overdetermined
problem, e.g. if and only if the nullspace of (Z24Z4_41)T is empty. namely if the rank of
—Zoun”Z 4_41 is smaller or equal to the dimension of uy. In practice it means that one needs
at least as many substitute degrees of freedom w4 as connections degrees of freedom wus.

The substitute force can also be computed using fequivalent (measured on a test bench)
and measured receptances of the gearbox. Indeed note that, if the receptance of the
gearbox is known for the substitute and interface nodes, one can write

b
[Yzz Yoy }(g) Zégb) Zoy

=1. 1.27
Zy Ly (1.27)

Yio Yu

"7t should also be noted that the dynamic stiffness matrices of the gearbox considered in (1.22) are different

from those considered in section 1.1. For instance, it is implicitly assumed here that the dynamic stiffness is
obtained when all DoF different from u2 and w4 are free, whereas in the previous section it was assumed that
all DoF are free except u1 and ua. This implies for instance that in equation (1.22), Z$"" = z{8" 4+ z{5")

is as in (1.3), but now Zégb) is a different matrix, since the matrix Z9® considered here pertains to the
degrees of freedom w2 and wy.
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From (1.27) one finds

Yg(Qg ") Zoy + 1/2(496) Zy =
Y 2o+ Y 214 = I,

which, after development, leads to the relations

A Y. b Y, b Y. b)\— Y. b)1—
4 = [ 4(49 ) 4(29 )( 2(29 )) ! 2(49 )] ! (1'28)
/A Y. b 1]7 b Y, b Y. b Y. b)y\ — Y. b)1—

24 2(29) 2849)[ 4%) 4(29)( 2(29 )) ! 2(4(] )] 1' (1'29)

Substituting in (1.26) one finds:

.fsubs = (2242&1)+fequivalent
-1
= - (YvQ(QQb) };2(4qb) ) + fequivalent

+
= _}IQ&Qb) Y2(29b) .fequivalent ) (1 30)

Since there might be more DoF in w4 than wo, Y24 might be non-square and in that case
Y2(49b)+ represents the pseudo-inverse of Ya,.

In summary it was shown that one can compute a force fq,5s such that the equations
(1.22) yield the same dynamic response in front of the gearbox as for the original problem.
In practice, inverting (1.22), the responses would be computed using the receptances of
the total system as follows:

U2

usg
To conclude, the above result has shown that substitute nodes on the gearbox may be used
to determine the gear noise propagation into the total system. Physically exact results are

obtained for the responses at and in front of the gearbox interface. This modified GNP
procedure includes thus the following steps:

(tot)
You
subs 1.31
{ Y34 } Fouv (1.31)

e measure the equivalent gear forces (fequivalent) On a rigid test bench or with com-
pensation for its flexibility (section 1.2) ;

e measure the total systems FRFs from the substitute nodes to interesting points at
and in front of the gearbox interface. ;

e Obtain the FRFs for the gearbox alone at the substitute nodes and the gearbox
interface, namely (Y4(29b)) and (YQ(ng)) (by testing or simulation) ;

e compute the substitute force fg,ps satisfying (1.26), by applying equation (1.30) ;

e compute the response to the gear noise using (1.31).
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1.4 Including Operational Parameters & Nonlinearities in
the GNP Method

Up to now, only linear systems were considered in the presented GNP method. In ad-
dition, little attention was given to the operational (and nonlinear) behavior of the gear
noise excitation. This section discusses the implications of, and the possibility to include,
different kinds of operational parameter and nonlinearity. In this thesis the following kind
of operational parameter and nonlinearities are believed to be dominant and will therefore
be discussed:

e The dependency of the gear noise excitation on rotating speed (n), applied torque
(M), oil temperature (T") and the global (quasi-static and dynamic) motion of its
housing.

e The dependency of the rubber mountings on large deformations and the viscoelastic
material behavior of the rubber depending on temperature.

e The dependency of the remaining vehicle components on driving speed, applied
torque and temperature, i.e. the drive shaft and the car interior.

As the gear noise, produced by the gearbox, is measured on the test bench in operation,
the (nonlinear) dependence of the gear excitation on the operational parameters will be
implicitly measured. Since the rubber mountings are included in the measurement, their
nonlinear response on the operational parameters will also be part of the measurement. It
is therefore possible, assuming the vibrations to remain small, to write equation (1.12) as
the acoustical response inside the vehicle by a linearisation of the operational parameters
in their stationary operating condition, i.e.

uQ(jwvn7 M? T) :| — |: 1/22(.]“))
us(jw,n, M, T) Y3 (jw)

Notice however, that this approach is only valid, in case the real gear noise force fgeqr
is the same for the test bench and vehicle configuration. In chapter 2 the assumption of
the gear noise excitation independency with respect to the total system’s dynamics will
be validated. In that chapter, one can also find more details on the dynamic mechanisms
that (could) affect the gear noise excitation.

Let’s for now assume that the GNP approach holds. In that case, the (nonlinear)
functional given by equation (1.32) only includes the operational parameters of the gear-
box excitation and its mountings. The remaining vehicle parts, however, are believed to
depend on the operating parameters as well.'? It is believed that their relation is nonlinear
in nature also. As the total system’s properties change in operation, an erroneous outcome
from the GNP method can therefore be expected. This calls for an operational identifica-
tion of the total vehicle’s dynamics'®, such that the GNP method can be extended with

(tot)
:| fequivalent (jw, n, M7 T) (132)

12The vehicle properties were considered unaffected by operation up to this point and should be determined
by standard FRF measurement.
13Tn Part II of this thesis, chapter 3, the operational system identification is subject of research.
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linearized operational vehicle properties as well, e.g.:

Yas(jw, n, M, T) 1%

uz(jw,n, M,T) | _ ‘ .
- 1{32(].00, n, M, T) fequwalent(]w7 n, M, T) (133)

U3(jw, n, M’ T)

For this equation to hold, it is essential that the structural dynamics of the gearbox and the
rubber mountings (Z11, Z12, Z21 and Zégb) ) are the same in the total vehicle and the test
bench configuration. As the same driving speed, torque and temperature are simulated on
the test bench, this will probably be a good assumption. Specific details on the differences

can be found in chapter 2.

1.5 Comparison with the Transfer Path Analysis (TPA) Method

The classical approach in TPA analysis [90] can also be placed in the GNP framework
derived in the previous sections. To do so, consider the EoM of the total vehicle separated
at the gearbox interface, as shown in figure 1.5:

[ Zn Zn | [ w }W) [ Foear ] [ 0 }
= + 1.34
Zo Zégb) ] |: (23 0 finterface ( )
i w tot
Zég ) Z23 [ U9 ]( ): [ —fmterface :| . (1.35)
Zsy  Zs3 u3 Sother

Here, displacements uéwt) are internal nodes of the vehicle, which might also be excited

by other (driveline) forces contained in fomer. In classical TPA approaches, the inter-
face forces finterface are measured in the operating vehicle configuration by built-in force
sensors, or alternatively these interface forces are determined from acceleration measure-
ments.'* The classical TPA approach thereafter uses the (operational) interface forces by
combining them with the free bodywork properties, determining the sound pressure at the
driver’s ear. Indeed, inversion of equation (1.35) yields

|: Yy Yo :|(bw) |: _finterface :| _ [ ugtot) ]

}f32 1f33 .fother ’u,étOt)
b b
- uétOt) = _}I?,(Q w) fmterface + YE?,(?, w) fotherv (136)

which means that the responses at for example the driver’s ear can be determined, in a
physically exact way, if the gearbox interface forces finterface and the other driveline forces
Sfother are known. From a theoretical point of view, the classical TPA and GNP method

4The acceleration based methods are commonly known as the mounting stiffness method [91] and the matrix
inverse method [91]. Both methods basically combine the measured accelerations with stiffness properties
to determine the interface forces.
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Figure 1.5:  Overview used for a comparison of the classical TPA and the GNP method. Here
the nonmeasurable gear noise excitation force is denoted fyear, some other excitation sources are
denoted foiner and the interface forces between the gearbox and the bodywork is denoted finterface-
Note that the total vehicle denoted (tot) in equations (1.34) through (1.38) is the assembly of the
gearbox (gb) and and bodywork (bw) subsystems.

therefore only differ in their approach, yielding the same sound pressure contributions at
the driver’s ear.!?

However, a disadvantage of the classical TPA method, compared to the GNP method,
is that the interface forces are not only dependent on the excitation of the gearbox. They
are also dependent on the displacement at the gearbox’s interface. This displacement
results from all vehicle excitations. Indeed analog to equation (1.16) one finds from (1.34)
the interface forces as

finterface = (Zégb) - Z21Z1_11212> UgtOt) + Z21Z1_11.fgear
-1
= Y2(29b) ugtOt) + Z21 Zl_llfgeam- (137)

This implies that structural optimizations of the driveline and / or the vehicle bodywork,
as well as changes in the other excitations foiper Will influence the interface forces. In-
deed, combining equation (1.34) and (1.35) and inverting the result, shows the interface
displacements are dependent on

5 Notice that the presented GNP and TPA approaches not only hold for gearboxes, but also for the engine

and other driveline parts.
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uf® = Yo, Fouar + 5™ Foter (1.38)

which means that the vehicle components and the gearbox excitation can not be op-
timized separately, complicating the optimization process. Changes to the gearbox exci-
tation, the other (driveline) excitations as well as changes to the vehicle properties, all
require a renewed measurement of the interface forces in the total vehicle configuration.

To conclude the comparison of the TPA and GNP method one can make the following
observations:

e The GNP method is based on equivalent forces which are independent of the test
bench and the vehicle bodywork properties. This is not the case for the TPA method,
as the interface forces used are always dependent on the total vehicle configuration
or test bench. Compared to the TPA method, the GNP method therefore allows to
tune the driveline component excitations on the component test bench with respect
to the response in the total vehicle, without performing a new vehicle measurement.

e The TPA analysis is usually combined with a measurement of the gearbox on a
test bench as discussed in section 1.2. The determination of the interface forces on
the test bench are now clearly dependent on the test bench stiffness though, as the
properties of the bodywork in (1.35) are replaced by the stiffness of the test bench.!
If the dynamic stiffness is not the same as the one from the vehicle’s bodywork, an
error on the interface forces estimate will be made. This means that in reality a
classical TPA synthesis with measured interface forces at a component test bench
could yield unrealistic sound pressures at the driver’s ear.

e When inserting a force sensor at the interfaces, as done in the classical TPA approach,
one can influence the total vehicle properties and hence the interface forces itself.
This is not the case for the GNP method.

e Nonlinearities of the vehicle and its components have different effects in both meth-
ods, as they are based on measurements of different configurations. The advantage
of the GNP method is that the total vehicle properties are determined in its actual
configuration. However, the properties of the component on the test bench might
change due to the fixation at its interfaces. One can on the other hand also ques-
tion the measurement of the bodywork in the TPA method, as its properties might
change with its installed driveline components as well. Especially if the component
engine is analyzed, which considerably modify the vehicle due to its considerable
mass, differences could get into existence.

e TPA requires the bodywork properties, whereas the GNP requires the total vehicle
properties (i.e. the assembled gearbox and bodywork). The GNP method therefore
requires less effort for the determination of one vehicle’s FRF. However, it also implies
that one vehicle with different driveline types should all be separately measured for

83ee also equation (1.13) and (1.14).
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the GNP method, whereas this is not the case for the TPA method. Depending
on the amount and the differences between different driveline types, the TPA or
GNP method might be more convenient to apply. Notice that one can overcome
measurement of different vehicle types if the total vehicle properties are determining
with dynamic substructuring, see part III.

e In cases where a vehicle’s driveline component is used in different bodywork types,
which is the case for vehicle engines for example, the GNP method has an advantage
over the classical TPA analysis. Indeed, in such cases the test bench stiffness would
need to be changed for each different bodywork type for the TPA analysis, whereas
no changes have to be made to the rigid test bench in case the GNP method is
applied.

e Notice that in both methods, optimizing the dynamic properties of the vehicle com-
ponents, such that the structural properties of the total vehicle are significantly
changed, strictly requires a renewed measurement of the vehicle FRF for the GNP
method and a new measurement of the vehicle’s operational interface forces in TPA
if the test bench did not exactly represent the vehicle’s interface stiffness.

e [t is time consuming to integrate force sensors between the gearbox and bodywork
interface, necessary for the TPA analysis. It should also be noted though that
determining the vehicle FRF required for the GNP method might pose difficulties.
Indeed, as noted in section 1.4 interfaces might not always be accessible in modern
vehicles which are built in a compact way. Removing the driveline components as
done in the TPA analysis makes the interface accessible, most of the time.

1.6 Summary

In this chapter, a new paradigm to measure gear noise propagation was introduced. With
this method one can calculate the gear noise propagation of an operational gearbox into
a vehicle’s bodywork. The proposed method results in physically correct responses for
the linear(ized) systems, which are connected to the gearbox. In order to calculate this
propagation, various measurements and calculations need to be carried out.

First of all, the method requires a gear noise measurement of the gearbox on a test
bench. The gearbox is measured separately from the total system, e.g. without the
vehicle’s bodywork. Sensors measure the interface forces (fsensor) and displacements (u2)
between the gearbox and the test bench.

Secondly, the receptance of the total system, including the gearbox, is measured at
the gearbox interface point as well. The interface receptances are measured between the
interface nodes and points of particular interest in the structure, namely YQ(QM) and Y}gow .

If the test bench is rigid, one can directly calculate the gear noise propagation on
the knowledge of fsensor, YQ(QtOt) and Y}gOt) according to equation (1.12) with fequivalent =
Fsensor- In case the test bench has dynamics of its own, one has to compensate first the

test bench influences in the measured forces (fsensor). To do so, the receptance matrix
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of the gearbox at the interface nodes (l@(ng)) is required. The compensation is performed
using equation (1.20).

In practice one might not be able to measure the interface FRF's of the total system
due to space limitations. It was shown that instead of measuring these FRF, substitute
FRFs measured on different positions on the gearbox may also be used. The equivalent
forces fequivalent can be translated into substitute forces fs,5s upon equation (1.30). Phys-
ically exact responses at and behind the gearbox interface are found. For this analysis
additional knowledge of the receptance matrix elements between the substitute nodes and
the interfaces are however needed, i.e. Y2(2gb) and Y2(49b). The responses are calculated with
equation (1.31).

Section 1.5 places the TPA method in the framework of the GNP method. It is shown,
that in theory physically exact responses at the driver’s ear can be determined upon the
knowledge of the component - bodywork operational interface forces and the receptance
matrix of the bodywork subsystem. It is however shown that the interface forces are
dependant on both the driveline components and the bodywork properties. As such, it
is not possible to separately tune the driveline component’s excitation at a test bench,
underlining the benifit of the GNP method. The flowchart shown in figure 1.6 summarizes
all the important steps and equations. The dependency on the operational parameters
(see section 1.4) are however omitted for the sake of simplicity.
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Figure 1.6:  Flowchart for the application of the GNP method.
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Chapter 2

Measurements, Results &
Validation

In this chapter the GNP method is validated on the gear noise propagation of a vehicle’s
Rear Axle Differential (RAD). The goal is set to determine the sound level response at
the driver’s ear according to the GNP method. For details on the vehicle’s driveline, the
used abbreviations and details on gearing, the reader is referred to appendix 8.4 and the
poster included at the end of this thesis.

The validation made in this chapter is twofold. First it will be investigated if the gear
noise excitation fyeqr is independent of the quasi-static deformation and global systems’
dynamics for the given framework, e.g. built on the test bench or in the vehicle. Secondly
the calculated pressure variations at the driver’s ear will be validated with a measurement
of the vehicle on a dynamometer.

Section 2.1 sets out the validation strategy. Sections 2.2 through 2.6 describe the
performed measurement, the obtained results and the validations.

2.1 Validation Strategy

As mentioned in sections 1.1 and 1.4, the validity of the GNP approach (1.12), (1.32)
or (1.33) will only hold if the gear noise excitation is independent of the total systems’s
global dynamics. Obviously this is not exactly the reality. Nevertheless, in the vehicle
application, it is expected that the harmonic excitation of a RAD will not deviate between
both configurations much, as long as the RAD is:

e decoupled from the test bench with the same rubber mountings as in the vehicle.
e coupled to the drive and outgoing shafts in each configuration.

e has a quasi-static deformation similar to the vehicle, e.g. the shafts have the same
angle in each configuration.

e measured with similar torque and gear rotation speed input and with the same oil
temperature.
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In this thesis, the test bench was constructed to meet these specifications, as is shown on
the poster included at the end of this thesis. The conditions formulated here are justified
according to the following considerations:

e The RAD can be seen as an almost rigid component in the total vehicle, as it
has a very stiff housing and is decoupled on the test bench, and in the vehicle
configuration, by relatively soft rubber mountings. This means low dynamic coupling
forces between the RAD and its environment can be expected. It is therefore believed
that the gear noise forces will not be influenced by the somewhat different (interface)
forces acting on the RAD housing in the different configurations.

e The vehicle’s engine is replaced by an electric one on the test bench. This causes
a different shaft speed and torque input on both systems, as a vehicle engine has a
more impulsive torque characteristic. In the last decade vehicles were equipped with
DMF! components though, through which the more impulsive torque of the engine
is isolated from the drive shaft and RAD. As such a “straight six” engine’s torque
characteristic transferred over the drive shaft becomes comparable to an electric en-
gine. Influences of this difference is therefore supposed to be negligible. Application
of the average driving speed and torque will therefore give a good comparison.

e The gear excitation could be dependent on the overall dynamic motion of the RAD.
As noticed in section 1.1, a gearbox will respond differently on the test bench as
it does in the total system. Now notice that for the RAD-vehicle application two
rotational rigid body modes of the housing are coupled directly to the rotation of
the gearbox’s gears (see figure 2.1). A different global motion of the RAD could
therefore influence the gear noise forces. To this end the measurement setup was
therefore designed to include the drive shaft and outgoing shafts on the test bench
as well. At least in this way, the coupling between the RAD housing rigid body
motion and the drive shafts torsional modes will be similar to the vehicle.

e The gear excitation could also be dependent on the quasi-static deformation of the
RAD and the RAD-M. As the torque is simulated on the test bench, the same order
of deformation will be accomplished though, meaning for example that the rubbers
experience the same pre-tension. The rigid body displacement of the RAD due to
the deformation of the RAC and RAC-M in the vehicle configuration, which is not
present on the test bench, could have a direct effect on the gear noise excitation.
Indeed a different angle on the driveshaft (DSH) could, for example, result in a
different torsional input on the pinion gear. The construction of the test bench
therefore meets the actual built in state of the RAD in the vehicle. At least in this
way, similar DSH — RAD angles will be met.

Analysis of the first three effects are out of this thesis’ scope due to time limitations. The
effects of the last two considerations will be investigated in more detail though. It will be
verified if their influences are negligible for the given framework. If this is the case, the

'DMF stands for Double-Mass Flywheel.
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y-axis rotation

x-axis rotation

Figure 2.1: The RAD housing starts to rotate around its z axis, if the ingoing pinion shaft were
to be fixed and the outgoing ring gear shafts start to rotate. The same principle holds for a fizxation
of the outgoing ring gear shafts. This indicates the rotation about the x and y axis of the housing
are coupled to the rotation of the drive shafts. This coupling results in reaction forces between the
gears when the gearbox rotates about the x and y axis. The reaction forces could influence the gear
noise force fgear-

deformation of the gear faces, bearings and gear axis as well as the gear lubrication will
dominate the harmonic gear noise excitation. These parameters are mainly determined
by the operational parameters driving speed, applied torque and oil temperature, which
are simulated on the test bench to be the same as in the total vehicle. It can then be
reasonably assumed that the gear noise forces are the same on the test bench as in the
vehicle for the given framework.

The influence of the rotational rigid body motions of the gearbox will be investigated
with an additional shaker excitation on the operating RAD. The gearbox is measured with
a very slowly increasing rotation speed but constant torque with the additional shaker
excitation on the RAD housing. As the shaker and gear noise are uncorrelated, the shaker
signal can be averaged away from the measured responses.? The extracted first gear order
content representing the amplitude of gear noise excitation should thereafter be near the
same as the one from the second interval, validating the independency of the gear noise
excitation on its global system dynamics.

The effect of the different quasi-static deformation of the gearbox will be investigated
by modification of the test bench interface with adaptor plates. The adaptor plates are
constructed such that the RAD has an angle according to the built-in state of itself in
the vehicle at 100Nm torque at the driveshaft. The resulting gear order forces of a sec-
ond measurement run should be unaffected by the modification validating the negligible
influence of the RAD’s quasi-static deformation difference due to the additional RAC —

2See Chapter 3 and the corresponding OSI method.
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Figure 2.2:  The strategy for the validation of the influence of the overall rigid body motion of
the RAD on the gear noise excitation.

In summary the validation strategy set out is shown in figure 2.2. It should be noted, that
the GNP method is also based on the assumption that the mechanical properties of the
RAD and RAD-M on the test bench are the same as those in the vehicle configuration.
The validation of this condition is also out of this thesis’ scope.

2.2 The GNP Application - Measurements & Results

The GNP method is validated in a vehicle application. For this application a RAD was spe-
cially constructed to highlight some typical gear noise effects which can occur. The results
reported do therefore not represent BMW engineering philosophy nor actual acoustical
performance in costumer vehicles. All measurements are made according to the flowchart
presented in figure 1.6. In total three individual measurements should thus be performed,
for which some global specifications were set in advance:

RAD test bench
The equivalent gear noise forces fequivatent €xerted by the RAD are measured on the
test bench with a constant oil temperature of about 80°C' and varying DSH rotating
speed and torque ramps. These drive speed and torque ramps will be performed
with constant torques of 50, 100, 150 and 200 Nm magnitude, simulating constant
vehicle speed or gradual vehicle acceleration. The drive speeds will vary such that
the first gear order ranges from about 150 to 900 Hz. Additional sensors measure the

‘e Not Validated
o
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displacements at the gearbox - test bench interface, such that test bench flexibility
influences can be compensated for.

Vehicle FRF
The total vehicle’s nonoperating interface FRF's, Y29 and Y39 in equation (1.12), are
measured with an impulse hammer at room temperature in an acoustically isolated
laboratory. Due to space limitations during the hammer excitation the exhaust is
taken off the vehicle.

Dynamometer
The validation measurement is performed with a vehicle dynamometer measurement.
The same driving speed and torque ramps with the same HAG oil temperature as
the test bench measurement are simulated, where the vehicle shifts from third up to
fifth gear.

The RAD test bench measurement and the total vehicle FRF measurement are thereafter
combined according to the GNP method and compared to the extracted gear order from
the vehicle’s dynamometer measurement. The results should be similar, although one to
one resemblance is not required, as additional noises from the engine, dynamometer, and
ventilation wind, recorded in the operating vehicle measurement distort the results.

The compensation for the test bench flexibility will be performed with a FE model
of the RAD and its mountings. A numerical model is chosen due to the large stiffness
transition between the RAD’s housing and the rubber mountings. Previous attempts to
identify their combined properties showed to be very challenging [113]. More details on
the FE models can be obtained in Part III, sections 7.3.1 and 7.3.3.

The next three subsections briefly discuss the results of the individual measurements
performed for the GNP validation. The validations are thereafter discussed in sections 2.3
to 2.5.

2.2.1 RAD Test Bench Measurement

For a general description of the test bench specifications, the reader is referred to the
poster at the end of this thesis. The remaining of this subsection addresses the obtained
results.

Although the actual GNP validation is performed only at 4 specific torques, the test
bench measurement allowed to determine the gear noise forces at more torques in an
easy and efficient way. All these measurements were performed with a RAD oil temper-
ature ranging 80 to 82 degrees Celsius. Figure 2.3.a shows the nonlinear dependency of
fequivalent, measured at the RADM-DL_+Y interface, on an increasing input torque. As one
can see, amplitudes do not only increase at higher torque input, e.g. a minimum over-
all amplitude is found at 75Nm. This behavior is typical for gear noise as described in
appendix 8.4. The force “resonance” peaks are caused by shaft and gear torsional and
bending modes, gear suspension and changing oil film lubrication. Identification of the
exact resonance origin allows targeted optimization.

Figure 2.3.b shows the dependency of f.quivaient On the oil temperature of the RAD in
a temperature range of 70-100°C. A change in amplitude of factor 2.5 is found at the first
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Figure 2.3:  Dependency of the gear noise forces (fequivaient) at the test bench interface on
changes in the applied driveshaft torque (a); Dependency of the gear noise forces (fequivatent) at
the test bench interface on changes in the RAD oil temperature varying from 70°C to 100°C (b).

resonance peak and resonance frequency shifts are also visible in this case. The frequency
shift is probably caused by thermal expansion of the RAD, which loosens the bearings and
thus reduces the resonance frequency or due to the altered viscoelastic material properties
of the rubber mountings. From the figure one can conclude that temperature considerably
affects fequivalent, Whereas the test results showed to be quite reproducible, indicated by
the reference measurement in blue performed at 80°C a day earlier.

Figure 2.4 (a) shows the average acceleration amplitude at each interface, resulting
from the first gear order excitation in the 100 Nm torque ramp measurement “before”
and “after” the RAD-M.? The averaged accelerations “before” the RAD-M are shown in blue
and the average accelerations “after” the RAD-M are shown in black. As one can see, the
amplitudes of the RAD are about 100 times smaller than those of the test bench. Most
deformation of the RAD mountings is thus caused by the motion of the RAD itself. How-
ever, also notice that with increasing frequency the amplitude of the interface accelerations
increase. As a consequence, deficiencies in the GNP can be expected and the test bench
flexibility compensation method might thus have an increasing effect.

2.2.2 Nonoperating Vehicle FRF Measurement

The FRF of the nonoperating total vehicle were measured in the acoustic laboratory. As
not all interfaces are accessible for excitation in the global vehicle’s x,y and z coordinate
system, some measurements were performed with 45° angles. The excitation was applied
with an impulse hammer. As additional response sensors for the GNP verification, the
RAC_FL_S and BW_FL_B nodes were chosen, as depicted on the poster at the end of this
thesis.

3The corresponding accelerations were measured on the test bench as shown on the poster.
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Figure 2.4:  Awveraged acceleration amplitudes at the individual RAD interfaces to the correspond-
ing test bench interfaces (“fixzed world”).

As the RAD consists of three connections to the RAC a total of 9 individual nodal
directions needed to be measured. As the RAD test bench includes the RAD-M, direct
excitation on the RAC connections with the RAD-M in the vehicle FRF measurement
was needed. The measurements were performed with several averages, whereafter the
FRFs were transformed to the global vehicle coordinate system using simple geometric
transformation rules. Good coherence could be achieved for all FRF in the frequency
range of 100 to 1000 Hz.

Figure 2.5 (a) show the averaged vehicle mechanical-acoustical FRFs of the nine exci-
tations to one of the four microphones. The FRF is determined for an energetic average,
ie.

p=VIpP+mP+. .. (2.1)

where p, are the microphone FRF. Notice that the vehicle is sensitive to gear noise excita-
tion in various frequency ranges. In addition notice the difference in sound level between
the microphone array in figure 2.5 (b). This clearly shows that the sound field in a vehicle
is far from diffuse, which was verified in previous research [10]. The influences of any array
motion or resonance was shown to be negligible [87].

2.2.3 Vehicle Dynamometer Measurement

The actual gear noise response inside the vehicle was measured on a vehicle dynamometer.
For details on such a test bench, the reader is referred to the poster. In this application
the rear wheels were driven only and the cooling wind was simulated at a velocity of 50
km /h. Minimizing air flow around the vehicle and driving only the rear wheels minimizes
additional external noises. The vehicle was put in third up to fifth gear, which accelerated
the vehicle such that the first gear order reached 900 Hz.

Several reference sensors were placed on the vehicle, of which three sensors were placed
on the RAD. This enabled to determine the dynamic motion of the RAD in the vehicle.
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2.3. GEAR FORCE INDEPENDENCY ON GEARBOX QUASI-STATIC DEFORMATION
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Figure 2.7:  Dependency of gear noise force on its quasi-static deformation.

Comparison of this motion to the dynamic motion of the RAD on the test bench, see
section 2.2.1, allowed to determine the shaker amplitude needed to interfere the RAD on
the test bench with the additional shaker excitation (see later in section 2.4).

Sensors were also placed at the RAC-FL_R and BW-FL_B nodes and microphones were
placed in the vicinity of the nominal driver’s ear [10]. For details see figures 2.6 (a) to 2.6
(c).

Use was made of digital order tracking to determine the first gear order content from
the operational data. Such a method basically uses a very accurate rotating speed signal
to calculate the order content [8]. Figure 2.6 (d) show the resulting first gear order sound
level energy average for the four different driveshaft torque loads.

2.3 Gear Force Independency on Gearbox Quasi-Static De-
formation

The difference in quasi-static deformation of the RAD between the vehicle configuration
with Rear Axle Carrier (RAC) and the test bench without was determined with a multi
body model of the total vehicle. The differences at the RAD’s interface deformation were
found in a range of 1-2 mm at 150 Nm torque on the driveshaft. To simulate this difference
on the test bench, an additional measurement run with adaptor elements was performed.
The gear noise forces in both configurations are shown in figure 2.7 for driveshaft torque
inputs between 25 and 200Nm.

As one can see in the figure, significant differences appear between the measurement
with and without adaptors. Especially at frequencies higher than 500 Hz and high drive-
shaft torques, higher excitation amplitudes are measured in the modified configuration. In
addition, resonance frequency shifts are also apparent at 350 and 870 Hz. These changes
in gear noise excitation are probably caused by the altered interaction between the drive-
shaft and the pinion gear axle. Notice however that changes at driveshaft torques up to
100 Nm are also visible, but these changes are thought not to be that significant and they
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are probably caused by non-perfect repeatability.

The test with additional adaptor plates indicates that the quasi-static deformation of
the RAD does have a significant influence on the gear noise excitation. In general one
should thus built a RAD component test setup as “vehicle like” as possible. In this view it
therefore makes sense to use the measured gear noise forces in the modified configuration
for the validation of the GNP method in section 2.5.

2.4 Gear Force Independency on Gearbox Dynamic Motion

In this section the independency of the gear force on the gearbox’s global motion will be
validated. For this investigation an additional shaker excitation on the RAD is applied as
shown in figure 2.8 (a). Use was made of a pseudo-random signal with 1Hz frequency lines
ranging from 50 to 1000Hz. Figure 2.8 (b) shows the resulting averaged APS acceleration
spectrum at the RADM-DL_+Y node for three configurations:

1. the average APS spectrum of a vehicle run-up on the dynamometer.

2. the average APS specturm from the test bench measurement without additional
shaker excitation.

3. the average APS spectrum from the test bench measurement with an additional
shaker excitation.

For the last configuration, the shaker’s amplifier was turned fully open and the shaker
was attachment such that the two possibly distorting rotational rigid body modes around
the global x and y direction were excited most. As one can see, the additional shaker
excitation had only limited affect on the motion of the RAD.

As the shaker’s additional excitation also yields additional responses measured by the
test bench interface forces, one should compensate for these responses when determining
the first gear order. This can, for example, be done by means of the superposition method.
However, it turned out that the response of the shaker excitation and the first gear order
were uncorrelated. Indeed, application of the order tracking algorithm on the shaker’s
electric signal resulted in a random phase over succeeding measurement blocks. Applica-
tion of measurement block averaging therefore resulted in a similar first gear order with
additional small and “random like” variations. It was chosen to smooth the extracted first
gear order with a standard 5 frequency line averaging filter?. After filtration, the three
representative first gear orders with and without shaker excitation as in figure 2.9 (a) are
found.

The figure clearly shows that the changes in gear noise are negligible for the achieved
additional disturbance by the shaker. It gives confidence in the idea that the RAD’s gear
forces could be independent on the RAD’s global dynamics, validating this assumption
made in section 1.1. However, as the additional excitation by the shaker was only limited,
further analysis to confirm this validation is required.

4See Matlab command “smooth”.
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Figure 2.8:  (a) The test setup with an additional shaker to distort the motion of the RAD yielding
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performed with and without an additional shaker excitation, to validate if the gear noise excitation
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2.5 GNP Synthesis & Validation

The GNP Method is validated for the RAD — vehicle application in this section. The goal
is set to successfully determine the sound pressure at the driver’s ear according to the
GNP method. The measurement results found in section 2.2 are used in the synthesis. As
the gear noise showed to be dependent on the RAD configuration and static deformation,
it was chosen to use the gear noise forces deducted from the RAD test bench measurement
with additional adaptor plates. As the test bench motion at the interface increased with
frequency, the synthesis was made in three different steps:

Direct Synthesis
First, the measured equivalent gear forces at the test bench interface are used directly
in the sound synthesis at the driver’s ear.

Synthesis with Mass Compensation

In this case, the measured equivalent gear forces are compensated for the mass of
the construction between the force sensor itself and the interface to the RAD-M (see
for example figure 2.8). Indeed, as the test bench construction experiences some
dynamics, see figure 2.4, this construction causes additional inertia forces which are
measured by the force sensors. Notice that this mass loading effect will increase
with rising frequency as more and more motion is present. The compensation of the
construction’s mass loading consisted in applying the relation fequivatent = Fsensor —
Minter faceWinter faces WHETe Mipger face 1S the construction’s mass and the other entries
are as described in section 1.2. The construction has a mass of about 6 kg. Notice
however, that the force compensation is not performed for the rotational inertia.

Synthesis with Flexibility Compensation
In this case, the gear forces determined after the mass loading compensation are
additionally compensated for the test bench flexibility according the theory described
in section 1.2.

The synthesis itself boils down to a multiplication of 9 identified gear order forces with
their corresponding mechanical-acoustical FRF of the total vehicle up to the driver’s ear.
This calculation is performed with complex entries, as phase angle differences between the
nine gear order forces and phase differences in the vehicle FRFs result in complex additions
of sound pressure fractions yielding different amplitudes. Notice that this approach makes
sense as the phase angles of the first gear order excitation and the vehicle FRF could be
determined in a proper way, indicated for example by the smooth cross correlation of two
gear order excitation in figure 2.9 (b). In total four microphones were used for the GNP
synthesis, as the vehicle experiences a sound field resulting in amplitude variations on the
individual microphone positions. To get an overall impression, the four calculated sound
pressures according to the GNP synthesis, as well as the four measured sound pressures
in the validation measurements were averaged in an energetic way, see equation (2.1).
Figure 2.10 (a) shows the resulting sound pressure level at the driver’s ear in combina-
tion with the vehicle dynamometer validation measurement for a driveshaft torque input
of 150Nm. Figure 2.10 (b) shows the synthesis at the RAC_FL_R node. As one can see, the
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direct synthesis yields good overall agreement up to 350Hz, whereas too high values are
found in the higher frequency range. The differences at higher frequencies are probably
caused by the way the forces are determined at the interface. Because the overall mo-
tions of the test bench interfaces increases with frequency, see figure 2.4, the differences
at higher frequencies could be well explained by mass loading of the sensor construction.
This assumption is partly confirmed by the second GNP synthesis performed, where the
mass compensation for the sensor’s construction up to the RAD-M is carried out. In-
deed, larger amplitude changes are found in higher frequency ranges due to the increasing
interface motion and somewhat better overall average amplitudes are found.

The GNP synthesis with the additional test bench flexibility compensation method,
outlined in section 1.2, has only limited effect. Apparently this means that the test bench
flexibility has a minor influence on the determination of the equivalent gear noise forces,
confirming that the RAD and RAD-M dynamic motion is well decoupled on the test bench.
Discrepancies between the synthesized sound pressure and the validation measurement are
thus not originating from the test bench flexibility.

It is evident from figure 2.11 that the other driveshaft torque loads lead to similar
synthesis results. Other explanations for the discrepancies in the validation are:

e The interface moments are not measured by the force sensors. They are also not
measured in the total vehicle FRF determination. Yet such moments will be present
in the operational vehicle measurement and will yield additional responses not ac-
counted for in the GNP synthesis.

e The microphone response signals of the vehicle dynamometer measurement contained
a lot of noise, which possibly distorted the amplitudes of the gear noise order.

e Only the main propagation path, consisting of three connections to the RAC is
analyzed. The gear noise might also propagate through the driveshaft into the
vehicle compartment during the operational vehicle measurement though.

e The total vehicle FRF are measured at room temperature. The real vehicle proper-
ties in operation will probably deviate from those at room temperature. An elevated
temperature of the RAC-M and RAD-M can, and probably will, change the true
propagation path FRF.

Because the mass compensation has a reasonably high effect an additional compensa-
tion for the constructions rotational motion can be considered most worthwhile to improve
the overall GNP synthesis results. A FE model could enhance the dynamic description
of the sensor construction and multiple acceleration sensors could be used to implicitly
determine the constructions rotation. Time restrictions prohibited an actual investigation
of this kind.

2.6 Conclusion

The Gear Noise Propagation (GNP) method was validated on a vehicle application with
a Rear Axle Differential (RAD) as excitation source. The RAD test bench measurement
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performed to determine the equivalent gear noise forces at the test bench interface high-
lighted some interesting nonlinearities of the first gear order as function of driveshaft
torque, RAD oil temperature, the RAD quasi-static deformation and the RAD’s dynamic
motion under load.

The GNP validation itself showed that the synthesis only yielded reasonable responses
up to about 350 Hz. At higher frequencies clear discrepancies are found. It is believed
that these deficiencies are mainly caused by uncompensated rotational inertia influences
of the test bench. Indeed, due to the high mass of the force sensor construction and
the small motions that remained at this interface, mass compensation for TDoF only
shows considerable influences on the synthesis result. Consequently an additional mass
compensation for the influence of the rotational DoF could yield improved GNP synthesis
results at higher frequencies.

Quite surprisingly though, the test bench flexibility compensation, derived in section
1.2, only had limited affect on the GNP synthesis. This means that the gear noise forces
are not influenced by the flexibility of the test bench, showing that test benches can indeed
be designed with minor influence even in frequency ranges up to 1000 Hz.

Although the GNP method could only be partially validated, a solid theoretical foun-
dation for TPA with combined vehicle — component test bench analysis was achieved in
this thesis’ first part. Further experimental research is required, including mass compen-
sation for the rotation of the test bench interface. With this additional compensation,
accurate and efficient optimization of component excitation, with respect to their perfor-
mance in the total system configuration, might well be feasible on component test benches
in the near future.
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Part 11

System Identification in Motion

Operational System Identification
Part II is dedicated to the Operational System Identification method. With this method,
one can determine the receptance FRFs of an operating system. The method is validated

on a linear system and applied to a vehicle operating on a dynamometer.

The content in this part is mainly based on the publications [28, 34].
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Chapter 3

Identification of an Operating
System’s Structural Dynamics

This chapter is dedicated to the identification of an operating system’s receptance FRF.
Such FRFs can be used to enhance the GNP calculation, serve as an input for standard
Experimental Modal Analysis (EMA) or as an input for experimental Dynamic Substruc-
turing. By its own the operational FRF might however already give valuable insight in a
system’s operational performance.

3.1 Introduction

The study of a product’s structural dynamics is essential to understand and evaluate
its performance. Different ways to study the structural dynamics of such products were
developed in the past. Dynamic analysis of the product in hardware is commonly based
on direct FRF measurement(s). Normally these FRFs are measured on the free system.
Such FRFs are referred to as receptance FRFs and are suitable to use in methods like
Experimental Modal Analysis (EMA) [53], Dynamic Substructuring (DS), Transfer Path
Analysis (TPA) and the GNP Method (see part I).

The determination of receptance FRFs demands either a measurement with only one
(known) excitation to the structure, or multiple excitations which are uncorrelated. Up
to now this is the only way to determine the true systems’ receptance FRFs. As an
operating system has many unknown excitations originating from the operating parts,
the determination of receptance FRFs forms a particular problem. In practice, usually,
the nonoperating system is therefore analyzed. However, operational parameters like an
engine’s drive speed, applied torque and the components temperature can have a dominant
influence on the actual system behavior in its working condition. As product development
has progressed over the past decades, operational system identification becomes more and
more apparent.

A system’s operating excitations are, in most mechanical applications, a mixture of
noise and harmonics. The random noise is caused by mechanisms like friction from ma-
terial roughness in bearings and of gears. The harmonic contributions originate from
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rotating parts, for example teeth contact from the gears and unbalanced drive shafts. If
the operational excitations were to be combined with an additional shaker input, parts
of the operational input can be correlated in standard FRF estimation using Auto Power
Spectrum (APS) and Cross Power Spectrum (CPS) averaging [6].! Indeed, as the oper-
ational excitations can be quite dominant especially in the response signals, CPS/APS
averaging will probably not cancel the operational contributions, leaving a contaminated
receptance FRF, unsuited for further analysis.

Different solutions to this problem exist, of which the Operational Modal Analysis
(OMA) has gained most popularity [79]. The OMA technique however uses response
data only. By assuming that the operational excitation only has a constant white noise
content over frequency, the response data is analyzed with modal analysis techniques. As
already mentioned, many operational systems have dominant harmonic orders in their
excitation spectrum though. In addition no true receptance FRFs can be determined, as
the operational forces are not measured.

The scientific community also developed methods to accurately determine the op-
erational harmonic contents in the (response) signals, commonly denoted digital order
tracking [8]. The methods work well in identifying the responses of the operational har-
monic excitation, but the true operational excitation force is still unknown. Receptance
FRF determination is for these techniques therefore still not feasible. Additional structure
excitation with a shaker does not help either, as the operational forces are still unknown.

In this chapter a new measurement procedure is proposed, which eliminates the con-
tribution of the unmeasurable operational forces in the measured signals. The method is
denoted as the Operational System Identification (OSI) method throughout this thesis. In
order for the method to succeed, the procedure sets special requirements on the measure-
ment hard- and software. In addition a special excitation signal is required, which was
implemented in the Matlab software environment.

Section 3.2 discusses the principles of the OSI measurement procedure. In section
3.3 brief details on the hard- and software implementation are found. The method is
validated in section 3.4. An estimate on the remaining operational residual, contaminating
the operational FRFs, is found in section 3.5. The application of the OSI method on an
operating vehicle, with a discussion on the results are found in chapter 4.

3.2 The OSI Measurement Procedure

Basis of the OSI method is a measurement of a stationary operating system with an
additional shaker excitation as shown in figure 3.1. The method’s objective is to determine
the FRFs from the shaker’s drivingpoint to other structural points of interest without the
disturbances of the operational responses. This means that the operational influences in
the combined excitation measurement will have to be eliminated. As these operational
responses can be many times larger than the responses due to the shaker excitation itself
the FRF determination with asynchronous CPS/APS averaging was shown not to be

'In the remaining of this work the standard FRF estimation method will also be referred to as the “CPS/APS
averaging” technique.
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U (oper) + U(shaker)

f(oper) + f(shaker)

Figure 3.1: A schematic drawing of an operating system with additional shaker excitation. The
OSI method tries to find the receptance FRF from the shakers’ drivingpoint to points of interest on
the operating system. Thanks to the measurement procedure the content of the operational responses
in both the drivingpoint excitation and the nodes on the structure are eliminated in the signals. For
this reason, each signal is separated in a content of the shaker x(snaker)y and the operational *(oper)
excitation. Notice that in this context fi,pery refers to the operational reaction force(s) in the
drivingpoint of the shaker.

possible [113]. For this reason the data is processed with a synchronous time averaging
technique. In order to explain this approach the following definitions will be used:

® U(spaker) 1S @ complex vector containing all system responses due to the shaker exci-
tation.

® f(shaker) s a complex scalar containing an ideally assumed driving point force applied
to the structure by the shaker’s electro-magnetic field. It is assumed here that the
shaker applies only an uni-directional force to the structure.

® U(yer) 18 @ complex vector containing all system responses due to the unmeasured
operational excitation, symbolized in figure 3.1 by funinown)-

® f(oper) is @ complex scalar containing all operational (reaction)force(s) in the driving
point of the shaker. Notice that f(,e,) does therefore not represent the actual
(unknown) operational forces funknown-

® funknown) symbolizes all unknown operational forces which are generated by the
operating system. These operational forces are responsible for the reaction forces at
the shaker’s drivingpoint indicated f(,ye,) and the operational responses u(gper)-

Notice that one can not identify the separate shaker and operational contents in figure
3.1 during the measurement naturally, e.g. one obtains w(spakertoper) @04 f(shakertoper)
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directly:

{ U (shaker+oper) Aé U (shaker) + U(oper) (31)
f(shaker—i—oper) - f(shaker) + f(oper)

The separation in the operational and shaker contribution can therefore be seen as the
objective of this study. As a solution it is proposed, in this thesis, to eliminate the
operational content by application of synchronous time or FF'T block averaging [60], which

is defined in the frequency domain as 2
s=N
ﬂ(shaker) = 1/N Z uggzaker—i—oper) (32)
o
f(shaker) = 1/N Z f((ssf)baker-‘roper)' (33)
s=1

Here (®) pertains to the different measurement blocks and % denote an estimated (average)
entity. Notice that in real application of the OSI method, time block averaging was applied,
whereafter the averages were transformed to the frequency domain. After the synchronous
time averaging of the individual signals the FRFs are calculated by:

ﬁ(shaker)

YOSI == (34)
f(shaker)

In order for this approach to succeed 3 conditions have to be satisfied though:

e The system should be operating with constant operational parameters throughout
the entire measurement to guarantee the (operational) system properties are constant
over time.

e The system should be excited with a shaker signal which is exactly identical in all
measured time blocks, enabling synchronous averaging [52].

e The operational responses should have a (large) random and harmonic content which
are not periodic over the successive measurement blocks. Notice that this condition
could be satisfied as even constant operational harmonics are probably not perfectly
periodic within the chosen measurement block length, resulting in phase shifts over
successive blocks.

If satisfied, the approach will average away most operational responses, as the amplitude
of a sample within a measurement block will vary between successive blocks. This will
not be the case for the shaker excitation though, as it excites with the same amplitude
for the samples in successive blocks. After the averaging process, the large responses of
the operational excitation will thus be canceled for the most part and one is left with the
time signal due to the shaker.

2Notice that following operations could also be performed in the frequency domain as this is a one to one
transformation, assuming that frequency lines and time samples are not correlated, see appendix 8.4.
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Mathematically the approach can be expressed by assuming that ugszaker and () shaker)

are constant and that ugsi) ) and f(oper) have a random character over the successive mea-
surement blocks. Then:

_ (s)
— Ushaker 1/N Zs 1 u(shaker+oper)
Yosi = —= =

fshaker ]_/NZ
1N YN [uf?)

1/N Z [ shaker) + f(oper ]
U(shaker) + My

f(shaker) +uyr

shaker—l—oper)

(s)
shake’/‘) +u (oper)]

o

/\/-\

where the dependence on frequency is omitted for clarity and
IS0
A S
w=1/N Z U oper)

_1/szoper

Notice that these residues are not only dependent on the operational contents, but also
on the number of averages N. Since the phase in each time block is random for the
operational part, the operational residues converge towards zero by increasing the number
of measurement blocks. The resulting operational residue on the FRF according to the
OSI method can now be estimated by a first order Taylor expansion®, which yields

_ 1
Yosi = Y + Gf [ Y/Lf] f(shaker)
fr
with:
Y 2 Ushaker
fshaker

fo £ f(shaker) f(l;,lhaker)y

and « indicates the complex conjugate. Important to notice in this derivation is that
there will remain first order operational residues due to the operational disturbances on
the responses and excitation. The error will converge towards zero if enough averages are
taken and if there are no operational harmonic contents truly periodic in the measurement
blocks. However, when the asynchronous CPS/APS averaging technique is analyzed in

3Notice that the function is holomorphic, which allows to take derivatives with respect to the complex
variables themselves [120].
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the same manner, quadratic term operational residues become apparent as well. In order
to show this observation let:

s=N_ (s) ()"
_ 1/N ZS:]. u(shaker-l—oper)f(shake?“+oper)

- s=N ,(s) (S)H
1/N Zs:l f(shak€T+Op€T) f(shakerJroper)
u(shaker)f(l\-slhaker) + u(shaker)ﬂ? + l‘l’uf(lghaker) + I'I"U«f

- , (3.7)
f(shaker)f(ljhaker) + f(shake?“),u? + ,ufffghake,«) + Kyf

Yops/aps =

be the FRF estimate according to the CPS/APS averaging technique. Here the depen-
dence on frequency is omitted for clarity and the second order operational residues are
defined as

s=N
s () p()"
Pup Z LN DY G Foen
s=1

s=N
4 () ()"
Hff 2 1/N Z f(oper)f(oper)‘
s=1

The resulting operational residue on the FRF according to the CPS/APS averaging tech-
nique can again be estimated by a first order Taylor expansion?, which yields

Yors/aps = Y +py+ o (3.8)

1

The additional residual term gy in (3.8) can pollute the FRFs considerably as the op-
erational responses UEZ) er) will normally be factors larger than the responses due to the
shaker. The residual term p,,; will for example converge towards zero slowly. In addition
the operational residual pf; will form a bias error on the FRF, as this term will always
have a positive value.

In summary one can also say that the OSI method consists in “averaging the inputs
and outputs, whereafter their ratio yields the FRFs”, whereas the asynchronous CPS/APS
averaging technique consists in “averaging the APS and CPS, whereafter their ratio yields
the FRFs”. In general the synchronous averaging technique, (3.2) to (3.4), potentially
yield better FRF estimates, especially when the force signal is contaminated with oper-
ational disturbances. Although the relations are quite trivial at first sight, one is faced
with several practical difficulties. Of main concern is the absolute periodicity of the shaker
signal in the individual measurement blocks. If not absolutely periodic, the phases asso-
ciated to each excitation frequency will be random or drifting in successive measurement
blocks [34] and average to zero.? Also notice that the OSI approach (equation (3.4)) does
not allow one to compute the coherence function. However, due to the large external dis-
turbances of the operational responses, coherence is not an appropriate measure between

“Notice that the function is holomorphic, if the conjugated variables are treated as individual variables.
®Because this is a known and normally unwanted phenomenon, most commercial measurement software do
not feature synchronous averaging for FRF estimates and simply relay on stochastic excitation signals.
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the excitation force and responses anyway. One could however compute the coherence
function between the shaker input voltage and the driving point force. This would give
an indication how much disturbances are in between. Bad coherence would in such a case
indicate electric-mechanic deficiencies of the shaker itself or more importantly indicate
how much operational force content pollutes the driving point measurement.

3.3 Measurement Equipment & Shaker Signal Processing

MKII
[\ ICcp42
Ethernet = 1| Modul
| — 1
DARA41
Modul
o
S/P DIF Force /
Acceleration
! L A
PCI = il = |
Amplifier
RME =)

Hammerfall DSP
Multiface II

Figure 3.2: Schematic overview of the measurement setup with details on the wiring.

The major concern implementing the OSI method is a proper and constant excitation
signal over successive measurement blocks. In general one could state that any arbitrary
repeating signal is periodic in nature and suitable if it has the same length as the mea-
surement block. However a pseudo-random signal is considered the most suitable as it fits
to the FFT spectral lines.% In this way no window to prevent leakage is needed and the
maximum amount of energy is given to the spectral lines.”

The various measurement systems available did not offer a pseudo-random signal as
an excitation signal. Within this work the solution shown schematically in figure 3.2 was
therefore developed. It shows the sensors on the structure connected to a MKII data
acquisition system of Co. Miiller-BBM VAS. As the system did not offer the possibility
to play back a pseudo-random signal a separate RME Hammerfall DSP - Multiface 11
soundcard was used. Technical specifications on the systems can be found in [82,101]. If
different systems are used to play back and record a shaker signal, synchronization between

5Basically, a pseudo random signal is built of harmonics with a random phase and frequencies that exactly
intersect the FF'T spectral lines.

"Notice, that a chirp signal is also known for its periodicity. The pseudo random signal was however chosen,
as it has a higher energy input in the measurement blocks.
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the systems is essential.® In this application the synchronization between the soundcard
and the acquisition system was performed with a coaxial S/P-DIF interface ®, where the
soundcard was set as slave.

The pseudo-random signal itself was generated within Matlab in a stereo WAV-file
written in pulse-code modulation (PCM) format.'® ' The signal had a sample frequency
of 96 kHz with 24 bit precision, which assured that the signal was of good quality for the
maximum frequency of 1000 Hz in this work.

The final concern that had to be dealt with was the signal processing needed for the
OSI implementation. Time block averaging is commonly unwanted when estimating FRF's
and therefore not standardized within the Miller-BBM VAS software PAK. Hence, the
data processing was implemented with an arithmetic user-subroutine in the PAK software.

After the hard- and software preparations were made, the systems were first verified
by measuring the electric signal given by the soundcard with the acquisition system [34].
The verification consists in comparing the averaged APS spectrum of each block, which
is the standard procedure, with the APS spectrum of all averaged time blocks according
to the OSI method. There was found no loss in the APS spectrum according to both
procedures as shown in figure 3.3. A standard deviation in phase at 1000 Hz of only

o Verification of hardware and signal processing

10 : .
= CPS/APS averaging
== O8I averaging
1072
=
o . 4
E 10 7
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g 6
1078

0 500 1000 1500 2000
Frequency [Hz]

Figure 3.3:  Verification of the hard- and software for the OSI application.

0.005° could be accomplished. This small deviation left is probably caused by jitter of the
sound card' and other disturbances. Interesting to notice is the lower noise floor of the
synchronously averaged APS spectrum compared to the APS magnitude average of the
spectrum at frequencies higher than 1000 Hz.

8Nonsynchronized systems have different absolute master clock frequencies (see www.wikipedia.org, keyword
master clock), which lead to sampling differences. It causes the harmonic frequencies of the pseudo-random
signal not to fit within the intended measurement block, leading to phase drifts of the shaker signal. As
such, the usability for the OSI method breaks down [34].

9See www.wikipedia.org, keyword Word Clock

108ee www.wikipedia.org, keywords WAV and PCM.

1A triggering signal was also implemented, for measurement control and triggering. Details can be found
in [34]. In this publication one can also find the Matlab code for the pseudo-random signal generation.

128ee www.wikipedia.org, keyword jitter
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3.4 Validation of the OSI Method

Validating the OSI method forms a particular problem, as the standard signal processing
techniques are not suitable in determining an operating systems’ receptance FRFs. How-
ever, the relatively new Principle Component Analysis (PCA) should also be able to filter
the operational content from the measurement. The PCA method is based solely on math
though [10], making a direct comparison to the OSI method impossible. It was therefore
chosen to validate both methods on a vehicle’s exhaust system (see figure 3.4). If both
methods yield the same result, both methods can be considered validated for operational
receptance FRF determination. For this validation the exhaust system is excited by two

Suspension
’ |
P

f

[l Mini Shaker
A (Pseudo-Random)
b

(S, S—— =
B e

Exhaust

Force Sensor

Big Shaker
(Operational Excitation)

Figure 3.4: Measurement setup consisting of two shakers and a linear system to wvalidate the
OSI method. Shaker (1) applies the pseudo-random signal used in the OSI method for half of the
measuring time, whereas shaker (2) excites with an recorded signal from a stationary operating
vehicle.

shakers, of which the large shaker simulates the operational excitation and the mini-shaker
excites with the pseudo-random signal. The goal is set to determine the FRFs from the
mini-shaker’s impedance head to the sensor placed on top of the large shaker. In total the
following 4 measurements were performed:

e A reference measurement, in which the large shaker is attached to the exhaust but
turned off. This way, both the OSI and PCA determined FRFs can be compared
with the asynchronous CPS/APS averaged FRF. All three FRFs should of course
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be the same.

e A measurement where the large shaker excites with a moderate bandlimited random
signal, which gives an amplitude magnification of the sensor’s time signal of about 2
compared to the reference measurement. Here the asynchronous CPS/APS averaged
FRF should differ from the OSI and PCA ones, but the OSI and PCA determined
FRFs should still be the same.

e In a third measurement run, the large shaker moderately excites with a recorded
time signal from a constant operating vehicle, magnifying the sensor time response
with a factor 3. This signal contains both noise and constant harmonic excitations.
The OSI and PCA method should result in the same FRFs and larger errors should
be visible in the asynchronous CPS/APS averaged FRF.

e The last measurement is the same as the third one, this time with a fully turned
open amplifier of the large shaker. As such the accelerometers have a 10 times higher
amplitude in their time signal compared to the reference measurement. This test
will show, if the OSI and PCA method both perform the same in such an extreme
situation.

All measurements were performed with a sample frequency of 4096 Hz, 1 second time block
interval and a total measurement time of 10 minutes. The results of all four measurements
are found in figure 3.5. From the figure the following conclusions can be drawn for the
first measurement, figure 3.5.a:

e The FRFs of the reference measurement are all nearly the same, validating the OSI
and PCA method for nonoperating systems.

e The OSI and PCA method both perform better in identifying antiresonances com-
pared to the asynchronous CPS/APS averaging technique. This is due to the noise
elimination from the time averaging technique.

The following conclusions can be drawn from the remaining measurements:

e The OSI and PCA method both yield the same FRFs, which are the same as the
non-operation FRF up to a frequency of about 500 Hz.

e At frequencies higher than 500 Hz, the OSI and PCA both yield the same FRF,
which are however different than the reference measurement of figure 3.5. This
difference indicates nonlinear behavior of the structure due to, for example, the
altered stick slip behavior of the big shaker’s core and added stiffness of the shaker’s
electro-magnetic field.

e The asynchronous CPS/APS averaging technique clearly breaks down when opera-
tional responses excite the system, confirming the outcome of the analysis made in
section 3.2, equation 3.8.
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Figure 3.5: Results of the OSI validation measurement on the linear system.

e The OSI and PCA method both yield comparable results if the system is excited
with measured operational vehicle responses. The resulting FRFs of the last two
measurements show good resemblance to the second measurement, validating their
potential in determining operational system receptance FRFs.

e The OSI method performs better in the fourth measurement. This is due to the very
large operational force response at the mini-shakers drivingpoint. As the responses
are actually bigger at several harmonic frequencies than the mini-shaker excitation
itself, the PCA method identifies the operational harmonic’s as being the main
component. The OSI method was less sensitive to the reaction forces as they were

not exactly periodic within the measurement blocks.

Overall one can conclude that the OSI and the PCA method are both capable of identifying

operational system FRFs.
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3.5 Estimate of the Operational Residue on the FRF

In this section the quality of the operational identified FRFs is addressed. From (3.4)
it is seen that the FRF estimate has an “operational residue” content g, which affect
the operational identified FRFs. For an indication of the convergence of the operational
residue to a stable value the following relation is defined:

kmaz n

en 21/K ”an:ilm’”loo%. (3.9)
> p |kl

Here x can be either a displacement u or force signal f in frequency domain. Index k
denotes the individual frequency lines which where excited by the pseudo-random shaker
signal and K is the total number of excited frequency lines. Index b denotes the measure-
ment block number of the time signal. The convergence ratio ¢, can thus be determined
for a sequence of measurement blocks up to measurement block b = n. Monitoring the
convergence ratio €, with increasing number of averaged measurement blocks gives an
indication how much (operational) signal is averaged away.

Figure 3.6 shows the convergence ratio ¢, for measurement 2 and 4, i.e. the operational
white noise and operational vehicle excitation. Note that in this figure the electric signal,
fed to the big shaker, simulating the operational excitation, is analyzed. In this way, the
analyzed signal originates from the operational excitation only. As can be seen from the

kmin

0 9 Convergence diagram

—Operat10£1a1 Signal
= White Noise Signal

10

Convergence rate [%]

10 < = ]
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Figure 3.6: Dependance of the operational residue’s convergence ratio to the number of measure-
ment block averaged with different kind of disturbances.

figure, both operational residues converge towards zero in a similar way. The white noise
signal does converge somewhat faster though. After 500 averages, the operational residue
reduced to only 2% of its initial amplitude with an operational vehicle excitation signal.

How large this operational residue is compared to the amplitude of the shaker’s re-
sponse depends on the application itself. Figure 3.7 shows the convergence ration ¢, for
the validation sensor and driving point signals in both experiments.

It can be seen that the white noise excitation converges to a stable value faster than
the operational vehicle excitation. After 300 averages, the operational residue settled on
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a stable value. A slight decay of the operational residue is still visible in experiment 4.
It seems that a total of 500 averages should give a reasonable FFT spectrum to calculate
the operational FRF's with relatively low operational residue though. Notice in addition,
that the force signal reveals no relevant decay in convergence ratio, which indicates that
the measured force is nearly not influenced by the operating motion.

Conv. diagram with operational vehicle excitation Conv. diagram with white noise excitation

100 100
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X 90t =
2 2 60y
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Number of averaged samples Number of averaged samples
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Figure 3.7:  Convergence ratio €, of the measured signals with (a) a white noise excitation and
(b) excitation by a signal measured on an operating vehicle.
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Chapter 4

Application of the OSI Method on
an Operating Vehicle

In this chapter the OSI method is applied to a vehicle in operation. The analysis results in
the vehicle’s operational FRF, from which several interesting observations can be made.
First, section 4.1 describes the measurement, followed by section 4.2 with the results and
their discussion. The chapter ends with the conclusion in section 4.3.

4.1 Measurement

Previous attempts to this specific application, performed within this research project,
revealed that the vehicle’s operating properties do not significantly depend on the vehicle’s
velocity. The vehicle was therefore measured with different constant driveshaft torque on
a chassis dynamometer with slowly increasing vehicle velocity. In this way, the vehicle
accelerated from 30 to 150 km/h in ten minutes having the advantage that non of the
operational harmonic excitations stay periodic within the measurement block of 1 second.
In total 3 constant torque inputs were measured, ranging from 50 to 150Nm. In this way
constant vehicle speed or gradual vehicle accelerations were simulated. The goal was set
to determine the operational FRFs from an excitation at the RACM-DR_+Z node, see figure
4.1, to different locations on the vehicle as shown in the table. Table 4.1 also specifies
details on the measurement setup, whereas figure 2.6 shows some additional figures of the
measurement setup.

A particular problem encountered during preliminary measurements is the changing quasi-
static deformation of the vehicle in the individual operating conditions. In practice, this
meant that the shaker had to change position each time the operating conditions were
altered. To make these changes as easy as possible, a mini-shaker was used for excitation.
Furthermore, the shaker was mounted on an easily adjustable positioning arm as shown
in figure 4.1. By unlocking the arm links, while holding the shaker, one can move the
shaker along with the change in quasi-static deformation of the vehicle between operating
conditions. As such the force sensor needed to be glued with X60 only once, guaranteeing
the same excitation location in successive measurements.
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Excitation node: RAC_DR_B +Z

Response nodes: RAC_DR_B, RAC_FL_R, BW_FL_B, MIC_norm
Force measurement: PCB 288D01 ICP Impedance Head
Adhesive: X60

Excitation: LDS V201 electro-mechanical shaker
Excitation signal: pseudo-random

Excitation frequency: 50 — 1000 Hz, 1 Hz resolution
Measurement blocks: 600 for each operating condition with a block length of 1 second

Table 4.1:  Table with details on the vehicle measurement setup in the OSI application.

Figure 4.1:  The measured vehicle with the shaker connection on the dynamometer.

To make sure the vehicle properties remained constant, the RAD oil temperature was
monitored during the measurement and regulated with the amount of cooling air fed to
the operating vehicle. As such, the oil temperature was approximately 80° throughout all
measurements with a maximum difference of at most 3 degrees Celsius.

4.2 Results & Discussion

Utilizing the OSI method, all time blocks of each measurement were averaged and there-
after transformed to the frequency domain without an additional time window. The
frequency spectra were thereafter used to determine the FRFs. Figure 4.2 (a) shows a
resulting mechanical-acoustical FRF to the MIC_norm node accompanied with the same
FRF determined according to the asynchronous CPS/APS averaging technique utilizing
a hanning window. It can be seen that the latter one yields erroneous noisy FRFs, which
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makes sense as the corresponding coherence function depicted in figure 4.2 (b), shows
almost no correlation between the shaker force and the microphone. As the operational
FRF according to the OSI method resembles the nonoperating FRF to some extend, as
shown shortly, it is concluded that the operational FRFs can be considered valid. The
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Figure 4.2:  Comparison of the CPS/APS and OSI technique with (a) the FRF estimate up to
the drives ear and (b) the corresponding coherence for the CPS/APS technique. The nonoperating

FRF is shown as a reference.

operational FRFs of different drive shaft torque inputs, along with their convergence ratio
diagrams, see equation (3.9), are shown in figure 4.3. The figures also contain the vehicle’s
nonoperating FRF measured as the vehicle was adapted to the room temperature of 20
degree Celsius and measured directly after a vehicle run-up. These nonoperating FRF are
denoted “Cold” and “Hot” in the figure.

From the figure it can be seen that the applied vehicle drive shaft torque only has a
limited influence on the operational FRFs. Although a clear consistency is notable between
the different torques, especially the operating temperatures seem to have a large influence.
Indeed, this can be concluded as the operating FRF all resemble those of the nonoperating
“Hot” reference measurement to a higher extend than the “Cold” reference FRF. Notice
though, that the operational FRF are noisy at frequencies lower than 150 Hz, except for
the RACM-DR_B node, which is caused by the very high operational vehicle excitations in
this frequency range and the limited force input from the mini-shaker suspended freely.

It also seems, that most eigenfrequencies of the operational FRF exhibit somewhat less
damping, which is especially true for the driving point FRF. This change is believed to
originate from the elevated rubber mounting temperatures. Indeed, as the temperature of
the rubber increases, the material damping, along with the stiffness becomes less, see Part
IV section 8.2. This effect can therefore also explain the two resonance shifts visible on the
RAC FRFs at 150 and 450 Hz. Indeed, it appears that the resonances found in the “Cold”
vehicle measurement differ from the operational FRF by some 30 Hz. Such shifts were also
found during preliminary measurements, giving confidence in the idea that the structural
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dynamics of the vehicle truly changed. In part IV of this thesis the experimental Dynamic
Substructuring method will be used to evaluate the conclusions made here. Indeed with
the Dynamic Substructuring analysis it is possible to analyze the structural dynamics with
temperature dependent models of the rubber mountings.

Also worthwhile to notice is the amplitude increase of the FRFs at 800 Hz. Here
the microphone response increases with almost a factor 10, clearly caused by the body-
work resonance and the decreased damping in the RAC FRF. This example shows that
operational FRF determination is worthwhile, as in this specific case driveline excitation
might cause a problem, which would not be found in standard structural analysis of the
nonoperating vehicle.

The convergence diagrams show a decreasing tendency of the vehicle’s operational FRF
residue during the vehicle run-up. However a true stationary amplitude is not found, which
is probably due to the increasing operational vehicle excitation at higher vehicle velocity.
Because the operational FRF are noise free and resemble the nonoperating “Hot” vehicle
FRF, this should not pose a problem. In addition, previous experiments performed at
constant vehicle velocity revealed the operational residue does converge to a stable value
after 600 averages.

4.3 Conclusion

The OSI method was applied to an operating vehicle in this chapter. The resulting FRF's
resemble those of the nonoperating vehicle FRF in hot state to a high extend. The OSI
FRFs can therefore be considered valid, although they clearly do contain some operational
response content below 150 Hz. This is caused by a very high vehicle excitation in this
frequency range, along with low energy input by the mini-shaker.

As the vehicle was measured during a run-up, the operational residue do not con-
vergence to a stable value at the end of the measurement, which is probably due to the
increase of operational excitation at higher vehicle speeds. However, measuring the ve-
hicle in a run-up guaranteed that no operational harmonic excitation stayed periodic in
the successive measurement blocks. Because the operational FRF resemble those of the
nonoperating FRF in hot state, their validness seems plausible, even without the stable
operational residues.

Quite surprisingly, the OSI application shows that temperature has the most affect on
the operational FRF. This is probably caused by the changed visco-elastic properties of the
rubber mounting due to the elevated temperatures. The dependency on vehicle velocity
and typical load show to be negligible. In general one can thus conclude that applying the
OSI method on an operating vehicle is not truly necessary, e.g. the analysis showed that
determining the vehicle FRF in a hot state would be sufficient. Large differences between
operational FRF and those measured at room temperature could be demonstrated though,
verifying why eventual acoustic problem perceived during a subjective vehicle survey are
sometimes not found in the nonoperating vehicle FRF. As such an investigation of opera-
tional FRF is shown to be worthwhile in this thesis’ second part.
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Part 111

Assembling Pieces of the Puzzle

Experimental Dynamic Substructuring

The third part of this thesis deals with the experimental Dynamic Substructuring (DS)
method. First, a general framework for this method as well as a comparison of classes is
presented. Next, the difficulties associated with experimental DS are addressed as well as
solutions to overcome some of them. The new solutions are validated on the coupling of
the different components from a vehicle’s rear-axle.

The general framework presented in this part has been published in [32]. The solutions in
experimental DS were published in [33, 35, 37].
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Chapter 5

A General Framework for
Dynamic Substructuring

Dynamic substructuring (DS) has played a significant role in the field of structural dy-
namics and continues to be of great value. Performing the analysis of a structural system
componentwise has some important advantages over global methods where the entire prob-
lem is handled at once:!

e [t allows evaluating the dynamical behavior of structures that are too large or com-
plex to be analyzed as a whole. For experimental analysis this is true for large and
complex systems such as aircrafts. For numerical models this holds when the num-
ber of degrees of freedom is such that solution techniques can not find results in a
reasonable time.

e By analyzing the subsystems, local dynamic behavior can be recognized more eas-
ily than when the entire system is analyzed. Thereby, DS allows identifying local
problems and performing efficient local optimization. Also, dynamic substructuring
allows the elimination of local subsystem behavior which has no significant impact
on the assembled system. This results in a simple representation of the compo-
nent’s dynamics (e.g. an effective mass criteria) and consequently, in an additional
reduction of analysis time.

e Dynamic substructuring gives the possibility to combine modeled parts (discretized
or analytical) and experimentally identified components.

e It allows sharing and combining substructures from different project groups.

The goal of this chapter is to present a general framework which allows for classifica-
tion of dynamic substructuring methods and highlights the interrelations and differences
between the many variants published. It is indeed peculiar that, despite the fact that
dynamic substructuring concepts have been used and investigated for many years, such

! Also see the introduction on page 6.
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general overviews on the subject have only rarely been proposed. Starting with a his-
torical overview in section 5.1, the general framework will be presented in section 5.2.
According to this framework, section 5.3 presents the classification of the different DS
techniques. The chapter concludes with a discussion on some of the major challenges in
DS that require future research, namely the bottlenecks associated with the coupling of
experimentally obtained substructures.

In chapter 6 solutions to the problems in experimental DS developed in this thesis
are presented. The validation of those solutions is performed on a vehicle’s rear axle in
chapter 7.

5.1 Random Walk in History

Historically, the roots of substructuring concepts can be found in the field of domain de-
composition. As discussed in this section, dynamic substructuring essentially can be seen
as a special class of domain decomposition. The domain decomposition paradigm origi-
nates from the desire to analyze complex problems by considering separately the problem
of its components and the problem of finding the interface solution. This corresponds to
the old principle of ‘divide and conquer’.

In 1890 Schwarz [105] imagined an iterative procedure based on domain decomposition
to prove the existence and uniqueness of the solution of a Laplace problem in a domain
made of a circle and a rectangle. The proof was based on the fact that the uniqueness of
the solutions on a circle and a rectangle separately were known, and the iterative procedure
between the subdomains could be shown to converge to a unique solution. The domain
handled by Schwarz has become the icon of the domain decomposition community and
will be used here to illustrate the discussion (see figure 5.1). More details on domain
decomposition techniques can be found in the many reference books on the subject (e.g.
[110,112]).

The publication of Schwarz opened a new way to iteratively find solutions of analyt-
ical problems on complex domains. However, most of the analytical models of coupled
continuous subdomains do not have a closed form solution. To circumvent this prob-
lem, approximation and discretization techniques were developed (figure 5.1), such as
the Rayleigh-Ritz approach [98], the boundary element technique and the finite element
methods. In these methods, an approximate solution is sought by describing the infinite
space of admissible solution functions as a combination of approximation functions. In
the case of finite elements, the physical space is decomposed into subdomains described by
piece-wise defined approximation functions. The finite elements can therefore be seen as
subdomains, which are based on simpler and approximate fields. In the view of this thesis,
these discretization methods, similarly to the decomposition of the physical problem in the
Schwarz method [105], can be considered as “first level” domain decomposition techniques
as indicated in figure 5.1.

Eventually, the finite element method emerged as a very efficient and versatile tech-
nique and soon took a leading role [16,56]. With the invention of the micro-processor
system modeling quickly evolved and a large variety of physical problems could now be
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Figure 5.1:  Dynamic Substructuring and its relation to Domain Decomposition.

solved in a detailed and accurate way.

Driven by the desire to analyze ever larger and more complex problems, scientists and
engineers searched for methods to optimize the efficiency of their (discretized) calculations.
Various approaches were developed. The first steps to speed up the calculations consisted
in replacing the direct solvers, basically variants of the factorization techniques of Gauss,
by iterative solvers. A major milestone in iterative solvers was the conjugate gradient
solver proposed in 1952 by Stiefel [51]. However, it soon became clear that iterative
approaches were lacking robustness and could barely be used for complex engineering
problems. Indeed, the bad mathematical conditioning of the problems, resulting from the
discretization and the lack of smart preconditioners, induced a slow convergence. Iterative
techniques therefore remained mainly an academic curiosity until the 80’s when, sparked
by the advent of parallel computing, iterative solvers became highly popular.

Modern parallel computing techniques, used to solve complex mechanical engineering
problems, are often based on the concept of domain decomposition. The problem is
divided in subdomains that are handled by different processors, whereas the interface
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coupling problem is solved iteratively using the local solutions at the subdomain levels.
This can be seen as a second level domain decomposition if one considers, as explained
above, that the discretization of the problem is a first decomposition level (see figure 5.1,
left column).

For dynamic modeling, a way to further increase the analysis efficiency consists in
reducing the complexity of the individual subdomains. After finding approximate local
solutions, represented in a subspace of the physical degrees of freedom, the subdomains
are coupled. In that case the subdomains, called substructures in the dynamic context, are
seen as components of the system represented by general responses and no longer through
their detailed discretization. This is indicated by the “reduction” arrow in figure 5.1.
This so-called dynamic substructuring method can also be obtained considering that the
subparts are characterized by their experimental behavior. This can be seen as modifying
the physical, substructured (but non-discretized) model by replacing the mathematical
description of the domains by experimentally obtained information. These methods are
referred to as experimental Dynamic Substructuring (see vertical arrow in the right column
of figure 5.1).

The first dynamic substructuring ideas were developed as reduction techniques and
were probably triggered by the paper of Hurty in 1960 [59] and further worked out in [58].
At the same period a method using a branched vision of the organization of substructures
was proposed by Gladwell [46]. These methods were soon known under the name “com-
ponent mode synthesis” (CMS), where the term “mode” includes all kinds of structural
modes (e.g. exact eigenmodes, approximate modes, static modes, interface modes, etc.).
Rapidly the scientific and engineering communities discovered the benefits of dynamic
substructuring and component mode synthesis became an important research topic in the
field of structural dynamics. Some major developments followed shortly, resulting in the
classic methods by Craig [17], Rubin [104] and MacNeal [76] in the late 1960s and 1970s.

In the 1980s substructure coupling techniques became attractive to the experimental
community, due to ever more accurate and faster testing equipment. However, the first
attempts were already performed with experimentally obtained modal information in the
early 1970s [70]. A decade later, coupling techniques were directly applied to measured
frequency response functions (FRF's). At first, these methods dealt with structural dy-
namic modification (SDM) problems, with the aim to alter the dynamic behavior of a base
structure by coupling a “modification” structure (usually lumped masses or springs). Al-
though structural modification techniques are generally not considered as substructuring
techniques, the two concepts are in fact identical as observed in [18], [2] and in [25].

One of the first steps towards frequency-based coupling techniques were taken by Crow-
ley and Klosterman et al., who proposed a structural modification method called SMURF
(Structural Modification Using experimental frequency Response Functions) [21]. How-
ever, this method failed to gain popularity in a broad public. A few years later, Jetmundsen
et al. formulated the classical Frequency Based Substructuring (FBS) method [67], which
was more efficient and more accurate than the impedance modeling method available at
that time [61] (see section 5.3 for more details).

Summarizing, dynamic substructuring techniques can historically be placed in the
framework of domain decomposition as a second level decomposition. The dynamic sub-
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structuring theory can be used for numerical and experimental data.

5.2 A General Framework for Dynamic Substructuring

This section is similar to the outline in [19], chap. 17, but here a different perspective is
proposed here, focussing on substructuring methods in general and not only in the context
of model reduction. In the framework proposed here, the structural dynamics are therefore
analyzed in three distinct domains: the physical, modal and frequency domain.

In the physical domain, the structure is characterized by its mass, stiffness and damping
distributions which are given by the corresponding stiffness, mass and damping matrices
for a discretized linear(ized) model. A structure in the frequency domain is described by
its frequency response functions (FRFs). In the modal domain, the dynamic behavior of
a structure is interpreted as a combination of modal responses: the system matrices are
projected on the modal basis which, generally speaking, can be any basis representing
the structural response. From a theoretical perspective, the same information is con-
tained in all different representations (assuming no model reduction is performed). This
is schematically shown in figure 5.2.

Substructures are structures that interact with their neighboring structures. When
two or more substructures are to be coupled, two conditions must always be satisfied,
regardless of the coupling method used:

e Compatibility of the substructures’ displacements at the interface is the so-called
compatibility condition.

e Force equilibrium on the substructures’ interface degrees of freedom is called the
equilibrium condition.

Knowledge of the dynamic models at substructure level and proper application of the
coupling conditions allows one to calculate the response of the coupled system. Depending
on whether one chooses displacement or forces as unknown at the interface, a primal or
dual assembled system of equations is obtained as shown schematically in figure 5.2.2
Next, the general coupling framework will be presented in the three different domains in
subsections 5.2 to 5.2.

Coupling in the Physical Domain

Consider the system as being described by its mass, damping and stiffness matrices as
obtained from the mechanical and geometrical properties of the system. This is denoted the
physical domain. The equations of motion in the physical domain of a discrete/discretized
dynamic subsystem s may be written as:?

M@ () + COau(t) + KOu® () = £ (1) + g (#) (5.1)

2In some methods both interface forces and displacements are chosen as interface unknowns, either sepa-
rately (in the so-called three field formulations) or as a combination (Robin-type interface conditions, see
e.g. [65]). This will not be discussed here.

3See also appendix 8.4.
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Figure 5.2:  Representation of system dynamics in three domains.

In this context the connecting forces g{*) can be considered as constraining forces associ-
ated to the compatibility conditions. Note that in these equations it is implicitly assumed
that the system is linear (the mass, damping and stiffness properties are independent of
the state of the system) and that it is time invariant (i.e. constant parameters). Although
a similar framework could be written for nonlinear and time-variant systems, this will not
be discussed here. The equations of motion of the n substructures that are to be coupled
can be rewritten in a block diagonal format as:

Mii+Ciu+Ku=7f+g (5.2)

4Note that whereas dynamic substructuring concepts of linear systems have been around for many years,
dynamic substructuring of nonlinear systems is still in its infancy. Some methods have been proposed for the
reduction and coupling [115,122] of non-linear systems, but no “standard” method (like the Craig-Bampton
method for linear systems) has been established yet. Another way of handling nonlinear subsystems in a
substructuring analysis is applying real-time substructuring methods [71]. In these techniques, no explicit
dynamic model of the nonlinear substructure has to be constructed, but the nonlinear dynamic behavior
can be taken into account experimentally by including the substructure in the real-time substructuring
loop.
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With:
MO
M £ diag( MW ..., M® )= :
M (™)
C £ diag(CcV ..., c™)
K £ diag( KM ..., K")
u® F g
u = SN S R
u(™) £ g™

For the sake of simplicity, the explicit time dependence has been omitted here. Next, the
compatibility condition can be expressed by:

Bu = 0. (5.3)

The B matrix operates on the interface degrees of freedom (DoF') and is a signed Boolean
matrix if the interface degrees of freedom are matching (hence for conforming discretiza-
tions on the interface). Note that sometimes the substructures do not originate from a
partitioning of a global mesh: in some applications the substructures are meshed inde-
pendently or the interface meshes are sliding like in contact problems. In that case the
interface compatibility is usually enforced through nodal collocation or using weak inter-
face compatibility formulations, so that the compatibility condition can still be written
like in (5.3), but now the operator B is no longer Boolean (see for instance [7]). Non-
Boolean interface matrices arise also in other general multipoint constraints such as when
joint constraints are defined between components in multibody dynamics. The discussion
in this chapter is valid both when B is Boolean or not. If B is a signed Boolean matrix,
the compatibility condition states that any pair of matching interface degrees of freedom
u® and ¥ must have the same displacement, i.e. u*) —u) = 0. More details on the
formulation of the Boolean matrix B can be found in appendix 8.4.
The equilibrium condition is expressed by:?

LTg=0 (5.4)

Where the matrix L is the Boolean matrix localizing the interface DoF of the substructures
from the global dual set of DoF. The expression states that when the dual connection forces
are summed, their resultant must be equal to zero, i.e. g(k) + g(l) = 0. More details can
be found in appendix 8.4. The total system is now described by equations (5.2), (5.3) and

®Notice that it is often stated that this equilibrium condition enforces the exact equilibrium on the interface
between substructures, forgetting that the discretization process enforces equilibrium only in a weak sense
and thus introduces an equilibrium error for the underlying continuous problem. Nevertheless in this
chapter the denotation “exact” refers to the solution and interface conditions related to the non-reduced
discretized problem.
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(5.4):

Mu+Cu+Ku=f+g
Bu=0 (5.5)
LTg=0

Note that equations (5.5) describe the coupling between any number of substructures with

any number of arbitrary couplings. From this set of equations the coupled system can be
obtained in either a primal or a dual way, as is discussed next.

Primal Formulation in Physical Domain

In a primal formulation, a unique set of interface degrees of freedom is defined, and the
interface forces are eliminated as unknowns using the interface equilibrium. Classically, fi-
nite element models are assembled in this primal manner. Mathematically, this is obtained
by stating that

u = Lg, (5.6)

where q is the unique set of interface DoF for the system and L the Boolean matrix
introduced earlier. Because (5.6) indicates that the substructure DoF are obtained from
the unique set g, it is obvious that the compatibility condition (5.3) is satisfied for any set
q, namely

Bu=BLg=0 Vq (5.7)

Hence, L actually represents the nullspace of B or vice versa:

L = null(B)
{ BT = null (L7) (58)
This is a very useful property when calculating the response of the coupled system because,
in the assembly process, only one Boolean matrix needs to be formulated. The construction
of these Boolean matrices, as well as an explicit computation of the nullspaces, is discussed
in more detail in appendix 8.4.
Because the compatibility condition in (5.5) is satisfied by the choice of the unique set
q, the system is now described by:
MLG+CLGg+KLg=f+g
T (5.9)
L'g=0
Premultiplication of the equilibrium equation by L’ and noting that according to the
equilibrium condition L”g is equal to zero, the primal assembled system reduces to:

Mi+Cq+Kq=f (5.10)
With the primal assembled system matrices defined by:
M & L"ML
cC 2 L'CL
K £ LTKL
foe Ly
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Dual Formulation in Physical Domain

In a dual assembly formulation, the full set of global DoF is retained, i.e., all interface
DoF are present as many times as there are subdomains connected on the corresponding
node. From equation (5.5), the dual assembled system is obtained by satisfying a priori
the interface equilibrium. This is obtained by choosing the interface forces in the form:

g=-B7x\ (5.11)

Here A are Lagrange multipliers, corresponding physically to the interface force intensities.
By choosing the interface forces in this form, they act in opposite directions for any pair
of dual interface degrees of freedom, due to the construction of Boolean matrix B. The
equilibrium condition is thus written:

LTg=-L"B™Xx=0 (5.12)

Since it was shown that LT was the nullspace of BT, see equation (5.8), this condition is
always satisfied. Consequently, the system of equation (5.5) is now described by:
{ Mi+Cu+Ku+B'A=f

Bu— 0 (5.13)

In matrix notation one finds the dually assembled system as:
M 0 i C 0 u K BT u f
oo LSS IR s B IR -[0] e
Clearly A are the Lagrange multipliers associated to the compatibility condition. Dual
approaches were already considered in the early days of finite element theory, but dual
assembly became really popular in the 1990s as a way to implement efficient solvers on

parallel processing computers. This led to the family of parallel solvers known as dual
Schur complement methods or Finite Elements Tearing and Interconnecting (FETT) [42].

Coupling in the Frequency Domain

When the dynamics of subsystems are obtained from measurements, one typically mea-
sures their frequency response for several inputs and outputs.® In that case the mass,
damping and stiffness properties of the system are not known separately like in the physi-
cal domain considered before. The equations of motion, as well as the coupling conditions,
can be transformed from the physical domain into the frequency domain using the Fourier
transform. To this end, the mechanical subsystems must be linear (or linearized), time
invariant (i.e. constant parameters). Performing a Fourier transform on (5.5) then gives

the following set of governing equations in the frequency domain”:

Z(jw)u(jw) = f(jw) + g(jw)
Bu(jw) =0 (5.15)
Lg(jw) =0

50ne could also consider time responses in time such as impulse responses. Nevertheless, this is usually not
done in the context of dynamic substructuring.

"Clearly, from the context of the equation, u, f, g represent here the complex amplitude of the harmonic
response and forces.
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Clearly, from the context of the equation, u, f, g represent the complex amplitude of
the harmonic response and forces. Here, Z is the block-diagonal matrix containing the
dynamic stiffness matrices of the substructures, i.e:

Z(jw) & —w?M + juC + K,

with “5” being the unit imaginary number. The same procedure as before can be followed
to obtain either a primal or dually assembled system of equations.

Primal Formulation in Frequency Domain

To obtain the primal system of equations, interface compatibility is again imposed by
choosing a unique set of interface DoF as in equation (5.6). Analog to the physical domain
coupling, one now finds:

Zq=f (5.16)
Where:
ZAL"ZL
FerLty
are the primally assembled Frequency Response Function (FRF) matrices and forcing
amplitudes.
Dual Formulation in the Frequency Domain

To obtain a dual assembled system from the equations in (5.15), the equilibrium condition

is imposed by choosing the interface forces as g = —BTA. Analog to the dual coupling in
the physical domain, one finds:
Z BT u f

AN 010

Observe that in experimental dynamics one measures in free-free conditions, imposing
forces on points and letting the remaining structure free. This results in the receptance
matrix representation Y of the subsystems. Hence, one has no direct access to the dynamic
stiffness Z, but to the information of its inverse. Therefore, the form written in (5.17)
is not directly applicable. Eliminating the Lagrange multiplier (LM) in the system of
equations (5.17), one finds the so-called dual interface problem in the frequency domain,
suitable for the coupling of receptance matrices obtained with experimental data [29]:

u=Yf-YB"(BYB")"'BYf, (5.18)

where Y £ Z-1.
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Coupling of Reduced Components

Substructures can be represented in an approximated manner by assuming that the degrees
of freedom are in a reduced space of the full solution space of the structural component.
This is often done in numerical simulation to reduce the computational cost, or in exper-
imental substructuring when the behavior of the components is reconstructed from ex-
perimentally identified shapes, e.g. static responses and eigenmodes. Historically the first
methods published considered substructural representations including true eigenmodes of
the components and were thus called “Component Mode Synthesis” [17]. Nowadays the
denomination Component Mode Synthesis is understood as “the construction of substruc-
tures based on a reduced space,” the term “mode” being understood as any vector of the
reduction space, such as a Ritz vector. The discussion in this section relates to the modal
domain and CMS mentioned in figure 5.2.

The substructure description may contain different kinds of information, but a dynamic
description of the coupled system typically includes some sort of dynamic component
modeshapes and a representation of the substructure’s quasi-static response. So, in the
modal domain “substructuring method” usually refers to a process where the substructure
dynamics is approximated in a reduction basis.

Component mode synthesis methods became particularly popular among the engineer-
ing community as a reduction method for finite element models. Usually, the CMS method
comprises of some kind of modal analysis on the substructure, of which the obtained modal
vectors are used to reduce the equations of motion from the physical to the modal domain.
By doing so, the full set of physical coordinates is reduced® to a smaller set of general-
ized coordinates.” The reduction is accomplished substructurewise by a reduction matrix
R, which is a block-diagonal matrix consisting of the substructures’ individual reduction
matrices:

Rn (5.19)
diag( RY ..., R™ ),

Uu
R

> 1

where 1) is a vector of generalized coordinates. As stated before, the substructure reduction
matrix R can contain different kinds of dynamic component mode shapes. Substituting
the approximation (5.19) in the equilibrium equations (5.1) of a substructure, one finds

MORZ® + CORIN + KORR® = £ 4 g 4 (o), (5.20)

where the explicit time dependency is again omitted for clarity. In this equation, r(® is
a residual force introduced due to the fact that the approximation given in the reduced
basis cannot usually represent the exact solution. The reduced equilibrium equations are
then obtained by imposing that the residual force must be zero in the reduction space,

8 An important issue in the coupling of reduced components is the verification of the quality of the reduced
models. To this end, one could, for instance, use an effective modal mass criterion [93]. However, a detailed
discussion on this subject is out of the scope of this thesis.

9Note that if a full set of eigenmodes is taken, i.e. modal truncation is avoided, the reduction actually
becomes a transformation to modal coordinates. The number of coordinates remains the same.
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namely R(S)Tr(s) = 0.'% One thus finds the reduced equations of motion of the decoupled
subsystems as:

M5y + Crfy + KT = fin + g (5.21)

The subscript m denotes the fact that the matrices are transformed to the modal domain:

M, 2 RTMR

C, 2 R'CR

K, 2 R'KR (5.22)
mw = RT

bE N Tf

dm = R g

If the subsystems are coupled, both the compatibility and force equilibrium equations need
to be imposed on the subsystems in generalized coordinates as well. The compatibility
condition is transformed (5.3) to generalized coordinates as:

B,m = 0 (5.23)
B,, £ BR

which is still a strong (or exact) compatibility requirement on the interface. A global set
of generalized coordinates satisfying the compatibility condition can be found in a way
analog to what was done to couple the physical subdomains:

n=Ln§ (5.24)

Here & expresses the unique set of generalized coordinates of the assembled system and
matrix L,, is the primal assembly operator (or, by comparison of the physical assembly,
the localization matrix) associated to the generalized coordinates. Substituting (5.24) in
the compatibility condition (5.23) one must have

ByuL,£=0 V¢ (5.25)

meaning that L,, must span the nullspace of B,, if the interface is to be assembled in a
fully compatible way:

L, = null (B,,,) = null (BR) (5.26)

The operator L,, is in general non-Boolean since BR is in general non-Boolean. However,
if the interface degrees of freedom of the substructures are kept as generalized DoF in the
set 1, then BR and thus L,, will still be Boolean. By taking into account the coupling
conditions in the transformed domain, one finds analog to equation (5.5) the following set
of equations for the assembled structure:

M, i)+ Cpi)+ Kyyn) = frn + gm
B,n=0 (5.27)
Lg);gm =0

1ONote that this principle is applied in a virtual work or variational principle approach as well.
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The model reduction weakens the force equilibrium condition as explained previously, i.e.,
the system response is computed only for forces that can be represented in the modal
space. This compromise also holds for the interface forces. This can be seen by observing
that, recalling definition (5.22), one can also write

Llg,=LIRTg=0 (5.28)

Using equations (5.27) as a starting point, one can again assemble the substructures in a
primal or dual manner, respectively.

Primal Formulation

In the primal formulation, direct use is made of the unique choice of interface DoF in
global coordinates, i.e., (5.24). Substitution of the equation in (5.27) yields:

MmLmE + CmLm€ + KmLm€ = fm + gm
BpLn€ =0 (5.29)
L%gm =0

The second line in equation (5.29) is zero, as L,, = null (B,,). Premultiplication of the
remaining equations with L and noting that L. g,, must be equal to zero gives the
primal system of equations of the coupled structure as:

With:
LM, L,,

m

Lrc,.L,

m

LTK,,L,,

m

Ly, fm

3 :5;9:51

(> 1> > >

Dual Formulation in Modal Domain

The dually assembled system is obtained by imposing the interface force equilibrium in
generalized coordinates as:

gm = _Bzy;A

where A corresponds to the Lagrange multipliers associated to the interface force intensities
in generalized coordinates. The force equilibrium is now always satisfied, as:

LTBIX=0

The equations of motion of the dually assembled system in generalized coordinates can
thus be written as:

Mi) + Cofy + Ky + BEX = f,
B,m=0

87



% 1 CHAPTER 5.

In matrix-vector form the dually assembled system is equal to::!'!
M, 0]/[ Cn 0][n Kn By l[n]_[f
1RO R IR R b | Y R
5.3 Classification of FBS Methods

In the previous section a general framework for the coupling of substructures was pre-
sented. This framework allows the classification of existing dynamic substructuring tech-
niques in three main classes (see also figure 5.2):

e Coupling techniques in the physical domain.
e Coupling techniques in the frequency domain.
e Coupling techniques in the modal domain.

This section will give an additional classification of important Frequency Based Substruc-
turing (FBS) methods found in the literature. For a classification of the modal domain
substructuring methods one is referred to [32].

Basically, three fundamental frequency based substructuring methods can be found in
the literature:

e Impedance Coupling.
e Admittance Coupling.
e SMURF / LM FBS Coupling.

Classically, frequency domain substructuring was performed by primarily assembling the
dynamic stiffness matrices. In the literature, this method commonly carries the name
Impedance Modeling / Coupling [25,61]. Because dynamic stiffness matrices are hard to
measure directly in practice, the data are obtained by inverting a measured structure’s
receptance matrix. Using the framework introduced in section 5.2, the impedance coupling
method for n substructures with any number of arbitrary couplings is mathematically
expressed by

g= (LY 'L) LTy (5.31)

Although this method is able to deal with measured FRFs directly, it is computationally
inefficient and prone to severe numerical error amplification. In the case of coupling two
substructures, for instance, it already involves three matrix inversions.!? Hence, the chance
of round off errors due to bad matrix conditioning is higher compared to the admittance
coupling technique, introduced shortly, in which only one matrix inversion is needed. If the

1 Observe that mathematically speaking, the form obtained here is identical to the dual problem of the
non-reduced problem except that now the compatibility matrix B,, is no longer Boolean

120ne inversion of the assembled dynamic stiffness matrix and two inversions of the receptance matrices of
each substructure in the block diagonal matrix Y [25].



5.3. CLASSIFICATION OF FBS METHODS

calculations are not ill-conditioned however, the outcome will be the same in all methods,
since theoretically the method is exact and equivalent to (5.5).

A more common substructuring technique in the frequency domain is the one proposed
by Jetmundsen et al. in 1988 [67]. The method is sometimes suitably referred to in
the literature as Admittance modeling [1,13,78]. The method consists of coupling the
receptance matrices of the substructures in a primal-like way, by partitioning the matrices
according to the interface and internal degrees of freedom. In the case of coupling multiple
arbitrary subsystems, use is made of graph theory [67]. The method has an improved
computational efficiency and better computational robustness against ill-conditioning over
the impedance coupling method. The original formulation of the method was generalized
by Gordis et. al. [47,48] while a similar method was proposed by Beards and Ren in
1993 [96].

In 1984 Crowley and Klosterman et al. [21] formulated the so-called Structural M odification
Using experimental frequency Response Functions (SMURF) method. This method uses
the free-interface receptance matrices of the substructures to calculate the receptance ma-
trix of the coupled system in a dual manner. However, as indicated earlier, this method
gained little popularity as a dynamic substructuring method. This is probably due to the
fact that it was initially intended mainly as a structural modification and troubleshooting
tool [21,107]. In 2006, the method was reinvented and rewritten in a more straightfor-
ward manner to be used as a dynamic substructuring method, under the name Lagrange
Multiplier Frequency Based Substructuring (LM FBS) [29]. A more general framework
for the method was presented in section 5.2, which resulted in the final equation (5.18):

u=Yf-YB'(BYBT)"'BYf

or:
u = Yf-YBTA (5.32)
A 2 (BYBY) lug (5.33)
Ugep = BYf (5.34)

Equations (5.18) or (5.32), (5.33), (5.34) can be seen as a simpler formulation of the FBS
method by Jetmundsen et al. [67], where a genuine dual assembly is used. The mechanical
interpretation of equations (5.32), (5.33), (5.34) will be explained briefly.

The responses of the individual subsystems upon the applied external excitation is
equal to the first term Y f in (5.32). As a result, a gap uyqp is formed between the still
uncoupled subsystem interfaces (see equation (5.34)). The interface forces of intensities
A applied on the common subsystem interfaces are then computed by (5.33) such that
this gap is closed. Additional responses associated to the interface forces are expressed by
~Y BT\ in (5.32) and, as the gaps are now closed, equation (5.32) represents the response
of the coupled subsystems.

Compared to the Jetmundsen method, the LM FBS method shows its simplicity, as
the subsystem receptance matrices do not need to be partitioned before coupling [29].

In the literature, numerous variations on the three previously mentioned methods have
been proposed. Some important examples include the following:
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e Ferreira and Ewins proposed the addition of nonlinear joints [43,44].

e Various authors proposed numerical techniques to process the measured FRFs and
thereby to improve the accuracy of the assembled systems in experimental substruc-
turing, based on the Jetmundsen method. Typically, a singular value decomposition
is applied on measured FRF data to improve the numerical conditioning of the cou-
pling calculations by rejecting the smaller singular values [9,73,86].

e In the case of simple structures with only one coupling point to other structures, use
can be made of the four-pole theory developed in the late 1950s [80]. As the method
is restricted to single input and output data, this method can be seen as a restricted
FBS method.

5.4 Difficulties in Experimental DS

In experimental dynamic substructuring some difficulties have to be dealt with in order
to avoid erroneous analysis. These difficulties all originate from the inability to properly
measure all the subsystem’s properties.

As will be shown, the FBS and CMS methods both have some distinct differences in the
errors encountered. In general, one may say that the CMS method is more appropriate in
case the (sub)structures are suitable for a modal identification. If the modal identification
is performed well, good results can be obtained. However, in case a (sub)structure has
high damping, special frequency dependencies (such as in rubber components) or a high
modal density, direct use of the measured FRFs with the FBS method will probably yield
better results.

Next, the main difficulties encountered in experimental Dynamic Substructuring are
discussed, as well as a number of solutions proposed in the literature.

Truncation Errors

A problem encountered in experimental substructuring with the CMS method is that of
modal truncation. Modal truncation means that not all the modal degrees of freedom,
describing the subsystem’s dynamics, are contained in the subsystem’s description. This
is a common problem in experimental modal analysis (EMA), for which the concept of
residual flexibility was developed [40,53]. If a subsystem is identified with an EMA and is
afterwards used in a DS calculation, the inclusion of these residual terms is essentiall®. If
the residual flexibility is not included, the substructure will behave more stiffly, as it has
less degrees of freedom to deform in [50]. Shifts in resonance frequency of the total coupled
system can then be expected. Note that residual flexibility is only an approximation of
the higher modes, so an error will still be made in the coupling of the subsystems.

A modal analysis on a subsystem might not always be possible, as the substructure
might have too much damping, has frequency-dependent dynamic stiffnesses, or has a

13The same holds for numerically obtained FRF data.
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modal density that is too high. In such cases, direct coupling with the measured FRF
data is the best option, in which the residual terms are included in the data naturally.

Rotational Degrees of Freedom

A lot has been written on the importance of rotational degrees of freedom in dynamic
substructuring [39, 45, 74,108]. The measurement of these rotations and the application
of torques to excite them, is very difficult to accomplish in practice. However, if not
taken into account, a large number of entries in the (receptance) matrix are omitted. The
influence of omitting rotational information strongly depends on the component’s interface
flexibility [11].

Different approaches exist to tackle the rotational DoF issue. Basically one can either
put efforts in measuring them [5,81] or expand translational data to reconstruct the in-
formation for the rotational DoF [84,85]. In particular, if one assumes that the interface
has only local rigid motions one can construct its response from a minimum of 6 coupling
DoF at three nodes. This kind of procedures will only yield good results up to frequencies
where local deformation between the interface nodes starts to take place.

Continuity of interface

In any practical application the interfaces are in fact continuous surfaces. Measurements,
however, can usually only be performed on a small discrete number of point (unless field
measurements such as holographic techniques are used). In that case one must reconstruct
the interface’s continuous behavior using expansion strategies. The simplest method is to
consider a rigid behavior around measured points: as discussed in the preceding point, one
then describes the interface with rotational degrees of freedom. More complex interface
deformation modes can be reconstructed if sufficient interface points are measured. Meth-
ods previously proposed in the field of model updating can be use such as the SEREP
method [84] where static deformations obtained from a finite element model in the vicin-
ity of the interface are used. A local finite element model can also be used to determine
local dynamic modes for the expansion of the measurements onto the interface [15]. Re-
cently, the experimental community started using these kind of multiple point connections
enhancing the experimental coupling results significantly [1,23,33,78,87].

Rigid Body Modes

Essential to the successful coupling of substructures with the CMS method is the inclusion
of the substructures’ rigid body mode (RBM) information [83]. If this information is not
contained erroneous coupling results are calculated. This then affects the total frequency
range, because the structure will always move in a combined motion of flexible and rigid
modes. Even at higher frequencies, the rigid modes are still excited and essential.

In the FBS method no explicit attention is needed for the coupling algorithm itself;
the RBM information is included naturally. However, setting up the experiment such that
the rigid body modes are included properly is still required. In practice this means low
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stiffness air springs or elastic bands should be used, separating the RBM frequencies from
the first elastic modes well [12].

Dynamics of Joints

Dynamic substructuring methods are sensitive to the coupling mechanisms which take
place at the subsystem interfaces. As for the coupling mechanisms between substructures,
different approaches exist. Usually the coupling between the subsystems is either modeled
as exact, i.e. Bu = 0, or with linear flexible joints [22].

In many engineering structures, however, people found nonlinear coupling mechanisms
between parts modeled as substructures. This nonlinear behavior originates, for instance,
from friction between the bolted parts. Efforts are made to develop nonlinear models to
account for such mechanisms [57]. The engineer should be aware of this kind of coupling
behavior and decide whether it should be taken into account.

Time Delay

One specific application of the dynamic substructuring concept is the field of real-time
dynamic substructuring. In real-time dynamic substructuring, a hybrid model of the
complete system is created by combining an experimental substructure with a numerical
model describing the remainder of the system. This technique is, among others, useful
when dealing with non-linear substructures since no explicit dynamic model of the non-
linear substructure has to be constructed. The non-linear dynamic behavior can be taken
into account experimentally by including the substructure in the real-time substructuring
loop. However, a bottleneck in these real-time substructuring techniques is the time
delay due to the inherent dynamics of the actuators used for the structural testing [54].
Since this time delay troubles the real-time DS simulations and can even cause instability
during the experiments, this subject has received a lot of research attention over the last
years [71,119].

Experimental Errors

In the case of dynamic substructuring using experimental data, measurement errors affect
the response of the coupled system. Numerous errors can be made; in the literature
different kinds are addressed.

First there is the problem of random measurement noise, which is inherent to per-
forming measurements. Especially for lightly damped structures, the signal-to-noise ratio
can become very small [78] between eigenfrequencies and at antiresonances. Measurement
averaging is therefore seen as a requirement in most cases.

If the FRFs are polluted with random measurement noise and testing artifacts (e.g.
collocation errors and added mass effects) the coupling results will be erroneous. This
effect strongly depends on which FRFs the random errors are related. The interface
flexibility matrix BY BT, for example, needs to be inverted in the Admittance and LM
FBS coupling. Due to the matrix operation, small measurement errors be significantly
amplified, resulting in large errors in the FRFs of the coupled system. To get a feeling
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of how sensitive the coupling is to the random measurement errors, one can monitor the
conditioning of the assembled flexibility operator BY BT, If the conditioning number
is high, the calculation becomes more sensitive to small inaccuracies. To improve the
robustness of FBS a lot of effort is spend on filtration techniques, using, for instance,
singular value decomposition to make the inversion less sensitive to small perturbations
on the matrix entries [9,13,62,73,95]. Furthermore, a method was recently developed that
allows analyzing the effect of these random measurement errors on the accuracy of the
FBS algorithm [35].

When applying the CMS method, use is made of a modal identification. Although
the modal parameters are also affected by the random errors due to measurement noise
and testing artifacts, better results can be accomplished with this kind of filtration. As a
mathematical model is deducted, matrix conditioning is of less importance.

Research has shown that antiresonances are difficult to measure in practice [63]. Be-
cause antiresonances of substructures often determine for a significant part the FRF of the
assembled system (for example for very flexible substructures [35,100]) special care must
be taken to measure the FRFs accurately over the entire frequency range. Therefore the
following points must be kept in mind:

e Sensor positioning and alignment. For instance antiresonances can be very sensitive
to the exact location of the excitation.

e Unmeasured side forces introduced by a shaker/stinger combination.

e Signal processing errors, like leakage and bias errors due to the limited frequency
resolution.

e Added mass introduced by the measurement equipment.
e Local nonlinearities of the (sub)structure.

e Lightly damped substructures can be severely affected by the damping of the sus-
pension [12]. Also the stiffness of the suspension can result in shifts of the lower
eigenfrequencies.

5.5 Conclusion

In this chapter the concept of substructuring has been placed in a historical context,
explaining, for instance, its relation to domain decomposition and model reduction. A
general framework has been outlined starting from a general decomposed formulation and
including dual and primal assembly of the substructures in the physical, frequency and
modal domains. In the light of that framework, the most important methods proposed
over the last decades have been classified for the Frequency Based Substructuring used in
experimental dynamics. This chapter was concluded by a brief discussion on some of the
open issues that still render experimental substructuring difficult to apply in practice.
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Chapter 6

Coupling Procedure Improvement

&

Uncertainty Quantification

In this chapter various solutions in experimental Dynamic Substructuring, developed
within the Ph.D. project, will be presented. These solutions lead to a more successful
coupling of experimentally obtained substructures to other simulated ones. Indeed, in
practice one faces several difficulties in experimental DS, such as:

Most measurements are limited to Translational Degrees of Freedom (TDoF') because
Rotational Degrees of Freedom (RDoF) are difficult to measure.

Application of a moment or torque is very challenging and no applicable commercial
equipment is available yet.

Due to matrix inversion in the DS algorithm, the result is particularly sensitive to
measurement uncertainties and errors.

In any real-life applications, subsystems are connected by surfaces. Yet, Dynamic
Substructuring is not suited for such connections, as it assumes point connections
only.

It is often difficult to correctly position the sensors on the structure due to, for
example, space limitations. Due to the sensor size itself, the acceleration is also not
measured truly on the substructure surface.

Linearity, stationarity and constant system parameters of the subsystem cannot
always be guaranteed in real-life.

The DS method does normally not account for complex coupling mechanisms. Fric-
tion between the subsystems can however take place, as shown for a bolted connec-
tion in [57,75,97].

Many measurement errors can be made, which often seriously affect the DS calcula-
tion outcome.
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e The many DS formulations proposed in the past are often complex and therefore
difficult for the engineer to understand.

The DS framework presented in chapter 5 simplified and unified most DS methods, making
substructuring approaches more easy to understand. This chapter concentrates on some
of the other difficulties. A solution to the RDoF problem is found in section 6.1. In 6.2
a compensation method is presented with which unwanted side force excitations can be
eliminated from shaker measurements. In sections 6.3 an uncertainty analysis method is
developed, which determines the accuracy of the coupling calculation. All methods are
thereafter validated in chapter 7 by an analysis of a vehicle’s rear axle.

6.1 Defining Subsystem Connectivity

Taking into account Rotational Degrees of Freedom (RDoF) at the subsystem interface
is crucial and is seen as one of the main bottlenecks towards successful experimental DS
applications. The development of measurement equipment which can apply pure torque
excitation and sensors that measure rotation have therefore captured many researchers’
attention [5,55,81,103]. Also, numerical tools such as SEREP and Guyan expansion were
developed, with which the RDoF information is determined from combined numerical and
experimental data [25,49]. The successful experimental determination of RDoF informa-
tion still remains very difficult however and no standard technique is found yet. In this
section the Equivalent-Multi-Point-Connection (EMPC) method is therefore introduced,
which tries to tackle the “RDoF problem in DS” in a different way.

The Equivalent Multi Point Connection (EMPC) method is adopted from FE analysis,
in which subsystems are coupled at discrete DoF at their interfaces. These interface
descriptions can consist of multiple nodes and multiple directions. In analogy it is proposed
to measure the subsystem’s interface at multiple nodes in multiple translational directions.
The coupling of the subsystems’ interfaces is now performed on these multiple nodes. As
the number of FRFs used in this kind of coupling corresponds to the number of DoF
describing the interface, rotational information can be implicitly accounted for. Indeed,
a minimum of 6 coupling DoF at three nodes suffices to describe all motions of a rigid
interface. Taking into account more interface DoF allows the description of more complex
interface deformations.

6.1.1 Theory of the EMPC & IDM Filtration Method

The compatibility and force equilibrium conditions, used for the derivation of the DS
algorithm, state that all DoF at substructure interfaces need to be connected. In real-
life, (sub)system interfaces are always surface connections, so formally one should connect
subsystems with an infinite number of DoF'. This is of course not feasible and probably also
not required in dynamic analysis of systems. In numerical analysis, for example, system
models are built by discretization on only a finite set of DoF. Subsystem connectivity
as such boils down to a coupling of only a limited amount of DoF. The number of DoF
needed for a proper interface connection (approximation), solely depends on the analysis
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detail required. Furthermore, the kind of DoF which are to be coupled depends only on
the element type used. Indeed many FE elements do not contain any RDoF information
as TDoF information can also implicitly describe RDoF information.

Considering experimental DS, one could take the same approach as in numerical DS,
that is, by considering the amount and type of DoF needed to properly describe a substruc-
ture’s interface. Notice that by doing so, no explicit knowledge of the RDoF information
is required. Indeed, from FE analysis it is known that TDoF information only can already
give a good estimate of the interface flexibility if it is determined on multiple points.

Only recently the experimental community started using multi-point connections to
define the connectivity of the substructures, resulting in significant improvements of the
experimental coupling results [1,23,77,78,87]. Within this research this approach was
named the Equivalent-Multi-Point-Connection (EMPC) method [33,87,116], which was
also used in [23] where a similar method was used for the decoupling of subsystems. As
the name suggest, each substructure interface is described / approximated by multiple-
point-connections which have TDoF information only. Figure 6.1 shows the general idea
of this method.

Figure 6.1:  Discretized continuous substructure interface in FE analysis, which can be adopted
in experimental DS applications.

Although the numerical approach in describing substructure connectivity can be adopted
in experimental DS, one is faced with practical difficulties. Due to, for instance, sensor
sizes, limited signal resolution, sensor mass loading and added stiffness, errors on the inter-
face description can be made. To reduce the effect of errors made in the measurement of a
substructure’s interface, an extension to the EMPC method is introduced, which acts as a
filter on the measured interface FRF. The filter consists of so called “interface deformation
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modes”, which can be seen as an assembly of local interfaces deflection shapes, describing
the interfaces coupling mechanism. The interface deformation mode (IDM) filtration is
applied to the elements of the interface flexibility matrix (BY BT) in (5.18). This filtra-
tion method also allows to determine, by the remaining residual, if the number of interface
deformation modes considered dominant in the coupling is valid. To this end, it is assumed
that an overdetermined measurement (i.e. more DoF are measured than needed in the fil-
tration) has been performed on a substructure’s interface. The subsystem’s partitioned
Equations of Motion (EoM) (u =Y f) then write:

u; Yie Y fi
Here Y, are the subsystem’s receptance matrices, with subscript ¢ denoting coupling or
interface DoF and subscript ¢ denoting internal DoF. The partitioned vectors u, and f,
are the subsystem’s DoF and nodal forces, respectively. A filtration matrix R can now be

defined, which separates the set of coupling DoF u. in a main content g and a residual
motion p:

l=le vlla ]+l 62

The matrix R contains all interface deformation modes considered dominant and p rep-
resents the residual motion, i.e. the motion of the interface not described by the (chosen)
dominant interface deformation modes. Note that vector g has a dimension equal to the
number of chosen interface deformation modes. Since this number is less than the original
number of DoF, g has a smaller size than u.. The previous equation can be written in a
more compact way as:

u=Gu+,, (6.3)

where

or[32] wafe] - nels]

Premultiplication of the previous expression by GT and solving for @ gives:
= (GTG@) G u. (6.5)

The residual motion has dropped out of the expression since the residual motion is or-
thogonal to the space spanned by the interface deformation modes in G, i.e. GT~, = 0.
The same filtration can be performed on the overdetermined set of interface forces:

f=Gf+~;. (6.6)

where G was defined as before and

fé[}n} , Wé{g]. (6.7)



6.1. DEFINING SUBSYSTEM CONNECTIVITY

Using the same procedure as before, one finds
f=@"a)'a'r, (6.8)

where GT~ ¢ =0, i.e. the residue vectors are orthogonal to the space spanned by the IDM
matrix R. Substitution of (6.1) into (6.5) yields

a=(GTG)"'GTY f. (6.9)
Using equation (6.6) and (6.8) then gives:

@ = (GTe)'G'yg(G'e)'aTy, (6.10)
Which can be written as:

@ = TYTYf, =Yf, (6.11)
with:

T £ (G'G)'G" (6.12)

Yy £ 1yT1? (6.13)

fr & G'f. (6.14)

Note that Y can be interpreted as a filtered receptance matrix defined in the reduced space
of interface deformation modes, comparable to formulations found in numerical reduction
techniques. Here one could choose a virtual coupling node (in reduction techniques often
denoted generalized DoF') on any position, describing, in the case where only rigid local
deformation modes are chosen, a node with 3 TDoF and 3 RDoF. This can be useful
in cases where one directly wants to couple the experimental substructure to a numerical
subsystem including RDoF'. Indeed, the virtual node can be positioned directly on the cou-
pling node from the FE model, giving a proper coupling definition. If a coupling definition
with a virtual node is not wanted, one can also transform (6.11) back to the original coor-
dinates (in reduction techniques often denoted physical coordinates) by premultiplication
of (6.10) with the IDM matrix G:

v = GGTG)'GTYG(GTG)'GTf, (6.15)

in which case the filtered receptance matrix has rank deficiency though.
To get an indication of how well the chosen interface deformation modes describe the
measured interface FRF matrix, one could verify for each frequency:!

¥ 1Y
completeness (Y) = -——1100% =

= == = 1100%. (6.16)
1Yl Y]]

In addition, if one is only interested in how well the motions u are represented by the
chosen (rigid) interface deformation modes, one could verify:

rigidness = 100%, (6.17)

'In this thesis the Matlab command “norm” was used, which uses the Ly norm as a default.
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where the IDM matrix R are built out of geometric relations between the interface nodes
in case only rigid interface deformation modes are used. For a three node interface with 9
translational DoF the IDM matrix R can, for example, be defined (according to the first
line of (6.2)) in entries as:

[ w1y ] 1 0 0 0 Tz  —Tiy |
Uy 010 —T1z 0 T1x - -
Ui 001 ry —-rg O Na
Ung 100 0 re —ry iy
uyy | =101 0 —rg; O Tog Nz | . (6.18)
Uz 0 0 1 T2y —T2z 0 416,
Usg 100 0 rs —ry || W
U3y 01 0 —rs3, 0 32 L q16,
[ U3z L0 0 1 T3y —T3x 0

Here r = [ririyri-] is the vector between the rotation center, denoted virtual node, and
measurement sensor i. Note that the six resulting unique DoF g can be interpreted as
three translational DoF and three rotational DoF of the rigid interface about the virtual
node.

Note, finally, that the concept of the IDM filtration is very similar to the SEREP
expansion [84]. Indeed, the IDM filtration can be compared to a SEREP technique where
the measured data is reduced instead of expanded with information of an analytical FE
model.

6.2 Compensation for Side Forces in FRF Estimates

Application of a shaker to measure a system’s receptance FRFs guarantees a good signal-
to-noise ratio and good control of the experiment. The proper attachment of the shaker
with a stinger is, however, a science on its own. In general the ideal stinger having infinite
stiffness in the axial direction and zero lateral stiffness does not exist. Hence, side forces get
into existence due to stinger resonances, but also due to shaker misalignments, non-axial
movements of the shaker core and reaction forces due to lateral system responses at the
drivingpoint location (see figure 6.2). Standard impedance heads, however, only measure
the axially introduced force, meaning that the side forces are unknown and thereby simply
ignored. The unmeasured side forces result in structural responses which are correlated to
the axial force though and consequently the calculated FRF's based on the axial driving
point only will contain a bias error. For experimental Dynamic Substructuring such bias
errors on the substructuring interface FRFs could lead to considerable inaccuracies in the
coupled system representation. Therefore, the Side Force Compensation (SFC) method
is introduced, which eliminates the bias errors on the interface FRFs due to lateral side
forces introduced at the drivingpoint.? For that purpose, a special 3D impedance sensor
was constructed, such that the side forces can be measured. Only measuring the side forces
does not help though, as the responses of only one measurement cannot be separated in

*Note that a similar method was proposed in [109)].
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Ideal World Real World
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Figure 6.2: Ideal vs. real driving point measurements.

contents of the individual forces. As a consequence, for the method to succeed, multiple
directions at one (interface) location have to be measured. In FBS applications this
doesn’t require additional work though, as the full interface receptance matrix needs to
be measured anyway.

Interesting to note is that the sensor was constructed such that measurements can
be performed with three aligned excitations in orthogonal directions at one fixed driving
point sensor location. This feature enables FEM like determination of DoFs in one single
point, which improves the reciprocity of the system’s receptance matrix. This might also
enhance future experimental Dynamic Substructuring results.

In section 6.2.1 the mathematical basis for the side force compensation is outlined. A
validation of the SFC method is found in sections 6.2.2 through 6.2.4.

6.2.1 Theory of the SFC Method

In general the dynamics of a system can be represented in a dynamic stiffness or receptance
matrix.?> The entries of the receptance matrix can be measured as FRFs with free-free
system boundary conditions. This means that the structure should be supported with a
very low stiffness suspension and excited at one location in one direction, e.g.

Uj

Y= ; k# (6.19)

Ji Jik=0

where the subscripts ¢ and j indicate the matrix positions. If one wants to determine all
the receptance matrix entries, one typically measures a sequence of (interesting) points
on the structure.* Assembling each measurement as new columns in a displacement and

3Also see appendix 8.4.

“Notice that it is also possible to perform an Experimental Modal Analysis (EMA) on only one column or
row of the receptance matrix from which the other matrix entries (excluding residuals) can be determined
mathematically.
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force matrix one is able to determine the receptance matrix according to
Y =UF!, (6.20)

where matrices U and F' are matrices with the displacement and force spectra respectively.
Notice that this representation is different from the standard means of FRF determination
using the CPS/APS averaging technique. Indeed, as it was shown in Part II that the OSI
method yield unbiased FRF's, this technique will also be adopted in the DS application in
chapter 7. If one now, at first, assumes that all side forces during each excitation are zero,
equation 6.20 can be written in matrix entry formulation as

Y11 . }/1]\[ ugl) e ugN) fl_l 0
N . (621)
Y1 ... YN US) ... u%N) N 0 fJ:fl NxN

where *) indicates the measurement sequence number and N is the total number of excited
DoF. Here u and f are complex numbers determined by averaging multiple measurement
blocks according to the OSI measurement procedure outlined in part II. As the side forces
are assumed to be zero, the matrix with force entries is filled with zeros except for the
main diagonal, where the drivingpoint forces are found. In this special case the inverse
matrix F~! is same as F' with every nonzero entry replaced by its reciprocal.

As indicated in the introduction, the side forces will not be zero in a real-life appli-
cation. Determining the receptance matrix FRFs with the main force components only
(6.21) will therefore yield erroneous results. As an improvement, it is suggested to measure
the driving point side forces as well.

Assume now that a structure is excited sequentially on locations 1...L in all three
translational directions and the responses are measured at locations 1... k. From equation
(6.20) the FRF matrix can now be determined by:

Y ... Y u(ll) .. ugL) fl_1 0
: oo = PR ) (6.22)
Yii .. Yir wl o u i L0 T
Here uﬁ*) and f, are submatrices, which can be written component-wise as:
WDl £ pn
W= [l | g | o gm g (623
ulD D fz(l) fZ(H) fz(IH)

where the roman numbers indicate the individual measurements in different main direc-
tions.> The subscripts denote the global directions of the sensor channels. Notice that
from a theoretical perspective, the measured main directions {I, II, I1T } do not necessarily
have to be orthogonal as long as they span the three dimensional space. In such cases,
however, use should be made of angle transformations.

SFor example, measurement I could represent an excitation of the shaker in the global x-direction and II
an excitation in the global y-direction. In each measurement all three global force x,y and z directions will
be measured, yielding full submatrices.
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6.2.2 Verification of the SFC method

At present, no commercially available 3D impedance head needed for the Side Force Com-
pensation (SFC) method exists. A custom made impedance head was therefore created
by combining a 3D force sensor with a 3D accelerometer. A housing of aluminium was
constructed to accommodate both sensors, resulting in the combination shown in figure
6.3. The accelerometer is attached to the aluminium housing by a very thin layer of the
two-component adhesive X60. As three directions have to be measured at every excitation

Connector
Mounting

3D Force
Sensor

Figure 6.3: Measurement setup used for the validation of the 3D impedance head and the com-
pensation technique.

location, use was made of connector mountings which can be unmounted easily after each
measurement. The housing was constructed such that the stinger axis excites through the
middle of the acceleration sensor in every direction. This allows for the best determination
of nodal FRF data.

The X60 adhesive was applied in order to guarantee a rigid attachment and a proper
positioning of the 3D impedance head to the structure. To enable a good stinger align-
ment, the force sensor was attached to the connector mounting with X60 as well. The
introduction of side forces was minimized by constructing a stinger made out of threaded
polypropylene with a diameter of 3 mm. This material is very elastic, but with a stinger
length of 20-25 mm enough energy could be transmitted up to 1500 Hz.

The used 3D force sensor of Kistler (type 9017B) has a charge output and was pre-
strained with a standard adaptor (type 9301B), normally used for 1D force sensors. The
force calibration was performed at Kistler with a specially designed setup. A mini-shaker
(LDS V201) was used to excite the structure by a pseudo random signal transmitted
from an external RME soundcard and amplifier. The PAK-MKII acquisition system from
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MiillerBBM was used to measure the signals and to synchronize the soundcard with an
S/P DIF interface. The complete measurement setup is illustrated in figure 6.3.b [28,34].5

6.2.3 Results

The SFC method was validated using a solid mass of 5 kg as depicted in figure 6.3. In
total three individual excitations on one location were performed with relatively low side
forces as can be seen for a typical measurement in figure 6.4. As the is mass is known to be
rigid, it was used to verify the required rigidness of the 3D impedance head itself. Indeed,
mounting two additional 3D accelerometers at the back of the mass enables a rigidness
check with 9 DoF analog to the derivation in section 6.1.1 (equation (6.17)), e.g.

0 APS of drivingpoint forces

Magnitude [N]

200 200 600 800 1000
Frequency [Hz|

Figure 6.4: Drivingpoint forces of three individual measurements. The legend DP_X_+Y denotes,
for instance, the force in y-direction which results from the main excitation in the x-direction.

|R(R"R)~'R"U||
U]l

rigidness = 100%. (6.24)

Here R is the interface deformation mode matrix of size 3n x 6 containing the six RBMs of
the node set [33,87]. This validation can be made for each measurement separately with
and without force correction. The rigidness with and without force correction was found
to be very similar though, as can be seen in figure 6.5.a. Indeed, a near 100% rigidness was
found over the total frequency range for all measurements, confirming that the housing
for the accelerometer was rigidly attached to the mass. In addition, an accelerance FRF
through the mass’ centerline is analyzed to see if the 3D impedance head is able to apply
the input force in a rigid fashion. Since a rigid mass of 5 kg is excited, analytically a
constant FRF with an amplitude of 0.2 [1/kg| should be found. From figure 6.5.(b) it
can be concluded that the experimental FRF corresponds well to this analytical FRF.
Notice however that to obtain this result the measured force was compensated for the 80

5More specifications on the measurement setup and the pseudo random signal can be found in section 3.3.
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Figure 6.5:  (a). Rigidness check of measurement results. (b). Dynamic mass FRF of the
drivingpoint.

gram mass between the force sensor and the center of the impedance head accelerometer
as described in [116]. Although the experimental FRF is quite constant over frequency
a small decay in amplitude is visible. This decay is accommodated with a phase drift
of 2 degrees at 1000 Hz which could indicate a damping mechanism or a high frequency
resonance between the measured force and the aluminium housing. These two effects could
be caused by the X60.

The measured force and acceleration spectra were combined according to equation
(6.22). The FRF matrix could subsequently be calculated, yielding the FRFs that are
free of side force influences. Figure 6.6 shows 18 measured FRFs with and without force
correction, as well as the analytically estimated FRF's, synthesized from a simple analytical
model of the rigid mass and the attached sensors. As can be seen, the force correction
is reasonably successful. Most FRF's are more constant after the application of the FRF
decoupling technique and the symmetry of the FRF matrix at the drivingpoint (first three
columns and rows of the matrix) has also improved. Furthermore, most decoupled FRF's
are closer to the analytical model, which also gives confidence in the SFC method.

Although the overall improvement is evident, discrepancies are still present after the
FRF decoupling. Especially the FRFs with an excitation in the y-direction and its re-
sponses in the x and z-direction show relatively strong fluctuations. Apparently two reso-
nances at about 430 and 550 Hz are still present in this direction. An explanation could be
that in this direction considerable moments excite the structure. These moments cannot
be measured with the 3D impedance head, hence the force correction did not affect these
resonances.

An indication of the strength of the rotations, and thus of the moments exciting the
mass, can be obtained by application of the IDM filtration method presented in section
6.1.1 and subsequent inspection of the rigid body mode amplitudes q of the mass’s centre.
The results of this inspection are shown in figure 6.7 for the three different excitation
directions. This figure indeed shows that considerable moments are introduced in the
structure during the excitation in the y direction, since the amplitudes of the rotational
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Figure 6.6: The FRFs according to the measurement with and without side force correction in
comparison with an analytical model. In this context FM indicates the front middle excitation and
response point; FL and FM denote the front left and back right response nodes, respectively. All
FRFs are accelerances.

RBM around the x and z axis (¢, and ¢, respectively) are higher than those of the
translational RBM. Note that the high rotation amplitudes under excitation in the x and
z directions were expected, as the excitation was not aligned with the center of mass in
these directions. In the recommendations, chapter 8.4 one finds a technique which can
also compensate for torque input as well as a more advanced method to compensate for
mass loading by sensors.

6.2.4 Summary

The aim of this section was to introduce new techniques and procedures for the deter-
mination of FRFs, in order to improve the often unsatisfactory results accomplished in
experimental dynamic substructuring applications. To this end, a 3D impedance head
was developed which measures all three orthogonal forces and accelerations at the driv-
ing point location and thereby offers insight in the performance of a shaker — stinger —
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Figure 6.7:  Amplitudes of the translational and rotation rigid body modes of the validation mass
for the three excitation directions.

impedance head combination. As such, it is a valuable tool in the judgement if the chosen
combination introduces low enough side forces to properly determine the system’s FRF's
in the frequency range of interest.

The Side Force Compensation (SFC) method was also proposed, which eliminates
the unwanted side force influences from the FRFs. A 3D impedance head was therefore
constructed such that three orthogonal excitation measurements can be performed at one
fixed driving point sensor location. Note that this feature enables FEM like determination
of DoF information in a single point, which improves reciprocity and possibly also improves
future experimental dynamic substructuring results.

The 3D impedance head and the FRF decoupling method were applied on the mea-
surement of a rigid mass. The analysis showed that the impedance head is rigid up to
1000 Hz. Furthermore, the drivingpoint FRF shows that the sensor is able to measure
free of resonances up to 1000 Hz, with a minor decay of 4% in amplitude and 2 degrees in
phase. The side force compensation technique also shows improved FRF's in the experi-
mental validation. However, the validation still showed discrepancies, which are probably
caused by moments transmitted through the 3D impedance head. As these moments are
not measured, no compensation can be accomplished. Nonetheless, the results turned out
to be promising and the compensation technique can be considered validated.

6.3 Uncertainty Propagation in Dynamic Substructuring

Another important question in DS that caught the attention of many researchers, is how
the inaccuracies in subsystem measurements propagate in the DS coupling algorithm. It
is common believe that small and random errors in a subsystem’s description can lead
to significant discrepancies in the coupled system, due to the numerical conditioning of
the subsystems’ interface flexibility matrix. To improve the robustness of FBS methods a
lot of effort is therefore spent on filtration techniques, using, for instance, Singular Value
Decompositions (SVD) or EMA to make the inversion less sensitive to small perturbations
on the matrix entries [9,13,62,73,95,99].

To analyze the effects of small random errors in experimental Dynamic Substructuring
in a systematic way, an uncertainty propagation algorithm will be derived in this section.
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This method allows to quantify the uncertainty on the FRF matrix entities of experimen-
tally obtained substructure models and, more importantly, allow to determine how these
uncertainties propagate in the DS calculations. As such it will be possible to determine
the accuracy of the assembled system based on the measured time data.

From a general point of view, two kinds of errors can be made during subsystem mea-
surement. The first type, called bias errors, are systematic errors which lead to measured
values being systematically either too high or too low. Examples are errors in the posi-
tioning of sensors, wrong calibration of measurement equipment and constant influences
from the environment (e.g. an elevated temperature). In a broader sense however, aspects
such as leakage, neglecting rotational DoF, mass-loading, unmeasured side forces in the
shaker’s excitation, and introduction of damping through the suspension of the structure
can also be regarded as bias errors. Careful design of an experiment and modeling of a
system allows one to reduce the influence of those errors. From this perspective, one could
regard the methods and techniques introduced in sections 6.1 and 6.2 as means of reducing
the bias errors in experimental DS. The difficulty is however that systematic errors are
hard to detect and even more difficult to quantify, because their effects are only observable
if they can be removed. Hence, these errors cannot be considered through a statistical
analysis and will therefore not be considered in this section.

The second kind of error, which will be addressed in this section, are random errors.
Random errors are signal fluctuations that can be evaluated through statistical analysis
and that are often called ‘measurement noise’. Usually the most prevalent source of
these errors are random influences from the measurement environment, although many
other sources like roundoff errors in digital measurement equipment, errors due to A/D
conversion also exist. In contrast to systematic errors, random errors in general are due
to factors that cannot be controlled and therefore introduce uncertainty (‘spread’) in the
measurement data.”

Different approaches exist to investigate the uncertainty propagation from a number
of inputs (in this case the measured subsystem properties) to an output (in this case the
coupled system properties). In general, they can be classified according to [41]:

Non-probabilistic methods
These methods are used when only little is known about the uncertainties in the
input variables. A non-probabilistic approach, in which the uncertainties are not
treated as stochastic variables, are usually based on an interval analysis.

Probabilistic methods
One can use these methods if there is enough information about the input variables
to describe their probability distributions. The uncertainties are then regarded as
stochastic variables. Two types of probabilistic methods exist:

"Note that the terms uncertainty and accuracy are directly related to each other, that is, the higher the
accuracy the lower the uncertainty on the outcome and vice versa. In the remainder of this chapter these
two term are therefore interchangeably.
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e Statistical probabilistic methods use a large number of statistically fluctuating
input values for which the output variables are calculated. Statistical proper-
ties, such as the mean and variance, of the output values are thereafter calcu-
lated from the output data. The classic example of such statistical method is
the Monte Carlo simulation method [120].

o Analytical probabilistic methods use an analytical approach to determine the
uncertainty of the output variables based on the input uncertainties. These
methods are computationally more efficient than statistical methods. Examples
of these kind of methods are the “moment” method and “stochastic differential
equation” method.

For the development of the uncertainty propagation method the efficient “moment” method
in combination with the Lagrange Multiplier Frequency Based Substructuring (LM FBS)
method described in section 5.2 was chosen [32,116].

Section 6.3.1 presents the uncertainty propagation theory based on the moment meth-
ods. Thereafter, random errors in measurement data and the resulting uncertainty on
the FRF estimates will be addressed in section 6.3.2. In section 6.3.3 the propagation of
uncertainty in the DS coupling calculation will be addressed. Section 6.3.4 concludes the
chapter with some interesting observations made with the error propagation method.

6.3.1 Theory of Uncertainty Propagation

The study of uncertainty propagation comprises the determination of a function’s uncer-
tainty based on the uncertainties of its input variables. To find the uncertainty of the
function, one can apply so-called “moment” methods. In statistics, the “moments” are
properties that define a variable’s probability distribution. The most common statistical
moments are the following four “central” moments (taken about the mean):

1. The first moment corresponds to the mean of the distribution.

2. The second moment represents the variance.

3. The third moment is the skewness, expressing the symmetry of a distribution.
4. The fourth moment is the kurtosis, describing the distribution’s “peakiness”.

In many cases, however, not all four (central) moments are required to characterize a
probability distribution. A normal or Gaussian probability distribution, for instance, is
completely defined by its first two moments. The Gaussian distribution is often a good
approximation of the random external influences on a measurement, especially when the
number of samples is large, and will therefore be used in the uncertainty propagation
method derived in this chapter.

Assume now a set of n input variables z; assembled in vector @ £ [1 -+ xpn
which have known mean value Z; and standard deviation Ax;. Let g be a function of the
variables in . The moments of the function g(x) can then be calculated from a truncated
Taylor series expansion about the mean value of the input variables. In this thesis the

]T
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input uncertainty are small, obey a Gaussian distribution and all functions considered
are continuous and can be linearized around the mean value of the input variables &.%
Therefore a first order Taylor series expansion suffices to obtain approximations for the
first and second moments.? Approximating the function g(z) by a first order Taylor series

around the mean values of the input variables then gives

(i — Z;) . (6.25)

Using the statistical rules [38] to compute the first moment (or, equivalently, the mean or
expected value denoted by E|...] of function g(x) yields

n ag

in which the second term is equal to zero, since

n g ) B n g
'Zl e I 2 Ozi |4

i= i=1

Elg(z)] =E[g(z)] + E

(z; — %)] , (6.26)

The first moment of the function g(x) therefore yields:

Elg(z)] = g(®). (6.28)

The second moment of the function g(x), its variance, can be found from [38,120]

Varlg(z)] £ E[(9(z) — E[g(2)])?]. (6.29)

Application of this expression to (6.25) gives:

n 2
Var[g(z)] = E <g(a_c) +> gﬁ (xi — &) — ELq(w)])
i=1 "

n 89 ) n 89 B
= B Z o (i — xi)) aT:j(in )
pat st

dg Og _
Z s 5, Bl — T = ) (6.30)
i=1 j=1

where the indication that the Jacobian of g is to be evaluated at & is omitted for clarity.
The expression now simplifies with the knowledge of the covariance [38]

8See chapter 7.
9These approximations are usually called first order, first moment and first order, second moment (FOFM
and FOSM) approximations, respectively.
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Covlzi, x;] £ E[(w; — Elzi]) (25 — Elz;])] (6.31)
to
Var[g Z Z 88;] aaj Covlz;, x;j]. (6.32)
i=1 j=1 v J

However, for simplicity it is assumed that the variables are uncorrelated (or statistically
independent), so they can vary fully independently and the covariance is equal to zero.
Although it is not expected that random errors on measured structural properties (e.g.
forces and accelerations) will be fully uncorrelated, this assumption is still made as it con-
siderably simplifies the subsequent analysis. Note that this assumption can be regarded
valid as long as the noise on the measured mechanical signals is dominated by uncorrelated
random influences (e.g. sensor resolution). When the noise on the signals is “mechanical”
of nature (e.g. vibrations from the environment, fluctuations in applied excitation, etc.),
the errors on the measured signals will be highly correlated due to the physical structure.
Hence, the excitation should have a deterministic character. In this thesis the OSI mea-
surement technique can thus be conveniently adopted in the experimental DS application
as well, of which the resulting practical implication will be addressed in the next section.
By assuming no correlation the expression for the variance (second moment) of g(x) now
simplifies to:

n 2
Varlg(xz)] = Z <§xgl> Var|x;]. (6.33)

i=1

In practice it is convenient to express the spread in terms of the standard deviation, which
has the same unit as the function itself. Note that the standard deviation is the positive
square root of the variance and the standard deviation in the input variables was defined
as Ax;, so that the second moment of the function g(x) is found to be

Ag(x) = an (gi Axl->2. (6.34)

This last equation will form the starting point for the uncertainty propagation method for
the LM FBS calculations, although it first needs to be generalized in case the function g is
a matrix function. Since all matrices are linear with respect to their entries, the derivative
of a matrix with respect to any of its entries may be written as:

oG

A
= -Pi'a .
9G,; j (6.35)
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where matrix P;; is a “Boolean” type of matrix with the same size as matrix G itself. The
elements of Pj; are all zero except for entry (4, j), which equals one. With the definition
of P;; one can now write the standard deviation of a matrix function as

AG = {ZZ{AGM} } = {ii{PklAle}Q}, (6.36)

k=11l=1 k=11=1

where G has dimension n-by-m. Here the curly-bracket notation {---} is introduced to
indicate that the square and square root operations must be performed elementwise.'®
Another helpful result needed for the upcoming uncertainty propagation analysis is the
derivative of the inverse matrix G~! to the elements G; [88]

-1
aaiij = —G‘I;GC;G‘I = -G 'P,G™" (6.37)

6.3.2 Uncertainty Propagation in Subsystem FRF Estimation

The uncertainties, or confidence intervals, on the subsystem FRFs need to be known
to investigate the error propagation of the LM FBS algorithm. These FRF confidence
intervals will be derived in this section based on a subsystem measurement with the OSI
method. The OSI method was described in Part II and not only simplifies the derivation in
this section, but will also give better unbiased FRF estimates as was found by evaluation
of equations (3.6), (3.8) and figure 3.5.a.

In the OSI method a structure is excited by a shaker using a fully deterministic pseudo
random signal, which is built from harmonics that are perfectly periodic in the chosen
block length. As such, each measured signal will be the same in successive blocks and any
measured deviation originates from external influences. Consider now the estimation of
a single FRF from a measurement that consisted of N measurement blocks, giving the
response and excitation signals u,(t) and f,,(¢), with n = 1... Nb. To compute the FRF,
these time signals are transformed to frequency spectra using the Fast Fourier transform.!!
Due to the pseudo-random excitation, the OSI method allows to estimate the average FRF
Y (jw), i.e. the first moment of Y (jw), simply from

N, , .
v — 1/Nb2nb1un( ) _ lf(JW)
Here @ and f are the average response and excitation spectra, respectively.

Due to random errors during the measurement these average spectra are subject to
uncertainty. Since in dynamic substructuring it is important to know the uncertainty

(6.38)

ONotice that (6.36) thus states that the uncertainty on a matrix is the sum of the uncertainties of its entries.
"The question now arises whether the statistics of the signals should be evaluated in frequency or time

domain. This choice is arbitrary from a theoretical point of view, although in practice it is more efficient
to first transform the data to the frequency domain and then calculate the statistic properties of the data
set (see appendix 8.4). This allows the use of readily available, efficient algorithms for the calculation of
the fast Fourier transform and standard deviation of the signals.
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on the average values, the uncertainties will be specified as confidence intervals for the
estimates on the average values, denoted by A% and Af. These confidence intervals
therefore express the likelihood that the true value of the mean is in the reported interval.
Hence, the confidence intervals define “the standard deviation of the mean” instead of “the
standard deviation of the measured signal”, and can be calculated as

AF = 1.96, | Yo% [Fbiocks] (6.39)
Ny

AT = 1.96, | Y8 Ubtocks] (6.40)
Ny

where the explicit dependence on frequency has been omitted and the equations are
written in matrix form, e.g. for multiple excitations and their responses.'? One can thus
note that the number of measurements influences the width of the confidence intervals,
since the more samples one takes, the more confidence one gains in the resulting mean
value. Therefore, the confidence intervals are calculated by multiplying the variance of
the data set by a factor 1/N, [38]. The factor 1.96 originates from the fact that in modern
applied science most condence intervals are stated at the 95% level, which corresponds to
1.96 times the standard deviation.'?

Once the mean and confidence intervals of the signals are determined, the question
remains how they affect the FRF matrix Y. In case the FRFs are determined using the
method set out in section 6.2.1, possibly using an 3D impedance head, the FRFs are
determined by the matrix equation:

Y =UF
The first moment of the FRF matrix is now simply found as:
ElY]=UF~". (6.41)

To investigate how the uncertainties in the force and response spectra affect the FRF
matrix Y, the uncertainty propagation theory set out in the previous section is used.
The uncertainty on the FRF matrix Y will be derived as if it were dependent on all the
matrix entries in U and F. This considerably simplifies the derivation although it should
be noted that the force spectrum matrix F' is sparse. This means many elements of the
force and displacement matrices are not related, allowing an optimization of the amount
of computation operations.

2For more details see section 6.2.

13The notion of uncertainty introduced above can thus be interpreted as follows: after 100 measurements
the average force value at a certain frequency is found, for instance, as f = 10.0 N, while the standard
deviation is 0.2 N. One can therefore say with 95% confidence that the true mean force value is between 10
-1.96-0.2/,/(100) = 9.61 N and 10 + 1.96-0.2/,/(100) = 10.39 N. Suppose that one would take another
300 measurements, giving a total of 400 measurements. Even though the average and standard deviation
might not have changed, the 95% confidence interval has now narrowed so that the true mean force is
somewhere between 10 - 1.96 - 0.2//(400) = 9.80 N and 10 + 1.96 - 0.2//(400) = 10.20 N.
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Suppose that in the general case the matrix of response spectra U has size n x L, where
n corresponds to the number of response DoF and N to the number of reference DoF or
driving point measurements performed. The general matrix of force spectra therefore has
size L x L if each DoF is excited once. With this assumption an application of equation
(6.35) to (6.37) allows one to write for the uncertainty on Y as

AY = {ZZ{AUka} +ZZ{8FZ AFIQ}Q}, (6.42)

k=1a=1 =1 a=1

which simplifies after evaluation of the partial derivatives:

oY ou __

e = 3o F'=pP,F! (6.43)
oY OF~1 OF

— = - UF'—F'=-UF'P,F! A4
o, ~ Uom, -~ VY on. vE o (6.44)

to

n N
AY = {ZZ{PM “1AT, ) +ZZ{ UF-'P,F 1AFla}2} (6.45)

k=1a=1 =1 a=1
Equation (6.45) expresses the uncertainty on a substructure’s FRF matrix, propagated
from the uncertainties in the force and response spectra.
6.3.3 Uncertainty Propagation in the Coupling Procedure

In this section the propagation of the FRFs uncertainties on the substructure to the
coupled system FRFs is investigated. To this end, the theory from section 6.3.1 will be
on the LM FBS algorithm defined in section 5.2, e.g.

Yt -y - vB” (BYB”) ' BY. (6.46)
The first moment of the LM FBS algorithm is quite trivial and yields
E [Y(“’ﬂ —Y -YB” (BYB") 'BY. (6.47)

The derivative of the LM FBS equation to an element Y;; is needed to calculate its second
moment and is found to be
oyt gy 9y oY oY

= — Ey+FEi——FE,— E|— 6.48
aY;; oy, oYy 2 + 10Y¢j 2 181%, (6.48)

where use was made of the product rule on the second term in equation (5.18) and E;
and FEs are defined as

& T T\~1
{ B, & YB'(BYB')"'B (6.49)

E, £ BT (BYB?) 'BY
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Notice that the derivatives are all written in terms of Y. Therefore, by combining equa-
tions (6.35) and (6.36), one finds an estimate on the second moment equal to

oritot)  _ ~N- Y ’
AY o) = {ZZ{E)YMAYM}}

- {Z > {(Py — E\Py + E\PyEy — Py E) AYM}Q}, (6.50)
k=11=1

where it is assumed that the assembled FRF matrix Y has size n x m and the uncertainties
on the receptance matrix AY are found from section 6.3.2. It should again be noted that
the square root and square operations must be performed elementwise, as indicated by the
curly-bracket notation, which was defined in (6.36). The expression can therefore best be
understood by inspection of the equivalent Matlab (pseudo)code:

forw=1:n
E =Y(,:,w)B"(BY(:,:,w)BT)"'B
E, =BT (BY(:,:,w)BT)"'BY (:,:,w)
AY N (: W) =0
for k=1:n
forl=1:n9
P=0,Pkl =1
AY ) (0 w) = AY N (o2 w)+((P — EyP 4+ E\PEy — PE,) - AY (k,l,w)) .2
end
end
AY N (2 2 w) = AY oD (: 2 ). 1/2
end

For a validation of the Uncertainty Propagation method, the interested reader is re-
ferred to [116].

6.3.4 Interesting Observations

The uncertainty propagation method allows for some interesting observations:

Error propagation dependency on kind of subsystem FRF
From the structure of the error propagation calculation (6.50) different kind of sub-
system FRFs have different influences on the assembled system FRFs. Notice, for
example, that:

E\Pj=0 if BP;=0 (6.51)
P;E;=0 if P;B'=0 (6.52)
E\P;E;#0 if BP;BT'=0 (6.53)

and thus:
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e Uncertainty in purely internal subsystem FRFs does not propagate to other
FRFs after coupling. This is due to the fact that these FRF's do not participate
in the interface flexibility matrix defined in the LM FBS method and hence do
not ‘communicate’ with the other FRFs.

e Uncertainty in an interface-to-interface FRF always propagates into all the
FRFs of the subsystems coupled to this particular DoF. These FRF are in fact
present in all four terms of the error propagation algorithm (6.50) and thus
have the biggest impact on the coupled system uncertainties.

e When uncertainty is present in an internal-to-interface FRF, the accuracy of
all FRFs from this internal DoF to the DoF of the subsystems coupled to the
interface DoF will be affected. This means that the uncertainty propagates
along a column of the FRF matrix.

e The same is found for an interface-to-internal FRF. Its uncertainty will propa-
gate to all FRF's from the DoF of the subsystems coupled to this interface DoF
to the internal DoF'. In this case the uncertainty propagates along a line of the
FRF matrix.

“Admittance” coupling techniques v.s. “Impedance” coupling techniques

It was found by numerical simulation that errors on subsystem FRFs affected the
coupled system FRF in exactly the same way for both the “impedance” and “admit-
tance” coupling method (see section 5.3) if numerical roundoff errors do not influence
the calculation result, e.g. if the inverted matrices are well conditioned. This makes
sense as in general both methods originate from the same set of equations (5.5).
This implies that in experimental dynamic substructuring, where measurement un-
certainty is commonly dominating over numerical roundoff errors, both methods can
be used arbitrary.

Speeding up the Error Propagation calculation
Apart from the sparseness of receptance matrix Y and the Boolean matrix B, which
could speed up the error calculation, observe that the operation is also symmetric if
Y is:
6
(Py — E1 Py + E\PyEy — PyEs)" = Py, — E| Py, + E\ Py Ey — Py Es(6.54)
— E; = E16.55)

allowing a speed up from the calculation as well.

Relation between the Conditioning number and the true error propagation
Notice that the influence of eventual bad conditioning of the interface flexibility
matrix BY BT is incorporated in the error propagation method by construction.
The advantage of the error propagation method is the true quantification of the
resulting uncertainty on the coupled system FRF. It should be noted though that
roundoff errors due to matrix inversions were found negligible with the experimental
data used in this thesis. Indeed, as the calculations are performed with double
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precision, e.g. 64 bit, and the measurement data has only 24 bit precision loss in
precision due to mathematical operations was found negligible. Furthermore, in
the experiments performed in this thesis, the random errors on the measured FRF
were much bigger than the machine epsilon [120] of the 24 bit measurement system,
indicating that they have a much bigger influence on the assembled system FRF
even if the calculations would have been performed with 24 bit precision.

Spurious peaks in the assembled FRF
In many experimental DS applications report on spurious peaks are made. SVD
techniques are applied to compensate for them, but no true success was reported.
The uncertainty propagation shows to be able to identify where such spurious peaks
occur and also shows to be able to quantify it’s amplitude [118].

6.3.5 Summary

A lot has been written on the numerical conditioning of the subsystems’ interface flexibility
matrix in dynamic substructuring algorithms. As this matrix needs to be inverted, ill nu-
merical conditioning could severely magnify the small errors in experimentally determined
subsystems, yielding erroneous results in the coupled system.

In this section a different method was introduced allowing the true quantification of
the uncertainty of the coupled system’s FRFs. This uncertainty propagation method
calculates the coupled system FRF uncertainties based on the statistical properties of the
experimental time data measured on the subsystems.

A numerical example was used to validate the proposed method in [116].
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Chapter 7

Validation of the Experimental DS
Method in Vehicle Dynamics

Using the theory discussed in chapters 5 and 6, this chapter addresses the validation
of these methods on the coupling of vehicle rear-axle components. Here, only the main
vibration propagation path from the Rear Axle Differential (RAD) to the bodywork (BW)
will be taken into account as shown in figure 7.1. This means the analysis is carried out
with the subsystems depicted in blue. A detailed description of all abbreviations, vehicle
parts and subsystem descriptions can be found on the poster included at the end of this
thesis. Other parts, like the exhaust, exhaust heat shield, anti-roll bar, drive shaft, output
shafts and wheel suspension were removed for practical reasons. It can be seen from
figure 7.1 that the main gear noise propagation path consists of 10 subsystems, of which
5 subsystems are unique. The subsystems are connected over 14 interfaces.

Three different coupling variants will be analyzed, which are introduced in section
7.1. This section also addresses the analysis strategy to obtain the best possible coupling
results. The subsystem interface definition, which is crucial for a successful coupling, can
be found in 7.2. Details on the numerical modeling of the driveline components can be
found in section 7.3 and details on the experimental modeling of the bodywork and vehicle
subsystem can be found in 7.4. The coupling results and their discussion can be found in
section 7.5. The chapter ends with a conclusion in section 7.6.

7.1 Coupling Variants & Strategy

The three different coupling variants that will be considered for the validation of the
experimental DS method on a vehicle’s rear-axle are:

RAC — BW Coupling
In this coupling, the individual RAD-M, RAC, RAC-M and BW substructures are
coupled. Due to the reduced complexity of this coupling compared to the full prop-
agation path, it is particularly suited for selecting the best coupling methodology
from the available combinations introduced shortly. Here, only the BW substructure
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Figure 7.1: The LM FBS method is applied to the gear noise vibration propagation path in two

ways:

by considering all individual components (a) and by taking all components except the RAD

in one substructure (b).

is determined experimentally. All other subsystems are modeled by FEM. In addi-
tion, by taking into account this coupling variant, a direct comparison can be made
between the newly obtained coupling results and those obtained previously [87,114].

RAD — RAC — BW Coupling

This coupling variant considers the main gear noise propagation path, consisting of
numerical models of the RAD, RAD-M, RAC and RAC-M and the experimentally
determined BW subsystem. With this complex coupling variant, the influence of all
modeled driveline components on the main propagation path can be analyzed. This
allows future driveline optimization.

RAD — Vehicle Coupling

In this variant only two subsystems are considered. The first substructure is a nu-
merical model of the RAD, which will be coupled to an experimentally determined
substructure of the remaining vehicle. With this variant, different RAD types can
easily be coupled to the mechanical-acoustical properties of the total vehicle. Com-
bined with measured gear noise excitations on the RAD component test bench, as
addressed in part I, a quick analysis can be made of the complete gear noise propa-
gation problem for different RAD models.
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All analysis will be carried out in a frequency range of 50 to a 1000 Hz as gear noise is
typically critical in this frequency range. In addition, lower and higher frequency ranges
can be analyzed more efficiently with multibody and statistical energy based techniques,
respectively.

To obtain the best possible coupling results while minimizing the number of coupling
calculations, a preselection of the coupling methods introduced in chapter 6 must be
made. As was pointed out above, the RAC — BW coupling variant will be used to this
end, evaluating the following variations:

Connectivity method variation

Based on the theory in 6.1 three different connectivity variants can be considered.
Firstly, the couplings can be defined using the Single Point Connection (SPC)
method.!? This method is basically a substructure coupling with TDoF informa-
tion and one node per interface only. Secondly, the coupling can be performed using
the EMPC method. The third variation is the EMPC method in conjunction with
the interface deformation mode (IDM) filtration. As will be seen in the next two
sections, a filtration with local rigid body modes (RBM) only is sufficient for most
interfaces.

Compensation method variation
The Side Force Compensation (SFC) method introduced in section 6.2 can be used
to correct the FRF's of the experimental subsystem for the influences of side forces
generated during the shaker excitation. It will be analyzed wether or not the resulting
subsystem FRF yield better coupling results.

To determine the best of the six possible coupling methods, both variations will be con-
sidered separately. The resulting best combination will thereafter be used in the RAD —
RAC — BW and RAD - VEH coupling.

Furthermore, the uncertainty propagation method introduced in section 6.3 will be
applied to evaluate the influence of measurement uncertainties on the accuracy of the
coupling results.? By a comparison of the resulting confidence intervals on both the coupled
and validation FRFs, conclusions can be drawn regarding the validation of the LM FBS,
EMPC and SFC method in vehicle dynamics. In summary, the validation strategy can be
schematically represented as shown in figure 7.2.

! As the name suggest, in this method a subsystem interface is approximated by a single node with TDoF
information only. This method is often used in the absence of explicit RDoF information.

2To this end the OSI method will be adopted, as it was observed in section 3.2 that this FRF estimation
technique is able to identify antiresonances more accurately.
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the experimental DS methods on the gear moise propagation path in a vehicle’s rear axle. The
abbreviation CI denotes “confidence interval”.

7.2 Subsystem Interface Definition & Modeling

Now the validation strategy is outlined, the substructure interfaces will be defined. This
definition is an important issue in experimental DS applications and should be based,
according to this research, on five considerations:

1. Positions of Coinciding Interface Nodes
Since each coupling consists of two or more nodes, one from each of the subsystems
involved in the coupling, it is important that the positions of these coupling nodes
coincide in the assembled state. Although this might seem trivial, it can be rather
difficult to achieve in complex experimentally determined subsystems where practical
limitations often dictate the positions of the coupling nodes.

2. Determination of Collocated Driving Point FRF's

Excitation and response of a driving point FRF should be determined at the exact
same location. When the excitation and responses are not determined at the same
point on the substructure erroneous driving point FRFs will be obtained, affecting
the reciprocity of the subsystem’s receptance matrix. Such errors greatly affect the
LM FBS outcome (5.18), because interface driving point FRFs are always assembled
in the interface flexibility matrix (BY BT). As this matrix is inverted in the coupling
process, reciprocity errors can have a great influence on the coupling results. The
shaker’s excitation or hammer impulse should therefore be truly aligned with the ac-
companying accelerometer. In this thesis project the 3D impedance head introduced
in section 6.2.3 was therefore designed such that it satisfies this condition.
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3. Quality of RDoF Information

If the EMPC technique is used to define substructure connectivity, extra attention
should be paid to the choice of coupling nodes. As pointed out in section 6.1, at
least three non-collinear coupling nodes are needed to describe all six rigid interface
deformation modes. These nodes should be positioned such that they are far enough
apart, not loosing the implicitly contained RDoF information in the signal noise. On
the other hand, the sensors should not be placed too far from each other, because
the confined interface area can become less rigid.

4. Stiffness Transitions between the Subsystems

The subsystem interfaces between the experimental and numerical subsystems should
be chosen such that large stiffness transitions between numerical and experimental
subsystems exist.? This reduces the amount of dynamic coupling between subsys-
tems as much as possible. Here, the experimental subsystem should be the one with
the highest stiffness as clarified in the next consideration. Less subsystem coupling
means the coupling term Y BT (BY BT)"' BY in (5.18) will be smaller and conse-
quently will minimize the propagation of errors (bias and random of character) in
the coupled system FRF.

5. Simple Interface Coupling Mechanism

The less complex the interaction between subsystem interfaces is, the less DoF on
these interfaces are needed to describe the coupling mechanism properly. This im-
plies less modeling effort for both the experimental and numerical substructure.
More importantly though, it also reduces errors on the coupled system’s FRF as
less statistic and bias errors can be made in the experimental substructure model-
ing. An example of a simple interface coupling mechanism could be the coupling
between an experimental substructure with high stiffness and a numerical subsys-
tem with a low(er) interface stiffness. In view of the IDM filtration in the EMPC
method, see section 6.1, this would mean that the experimental subsystem is approx-
imated sufficiently by a minimum of interface deformation modes. The numerical
subsystem’s flexible interface will probably not be approximated sufficiently with the
same number of interface deformation modes. After coupling however, the numeri-
cal subsystem’s interface will be dictated to respond with the interface deformation
modes of the experimental subsystem. Consequently, the lower number of interface
deformation modes will not affect the coupling result of the numerical subsystem.

Based on the preceding considerations, the coupling interfaces as shown in figures 7.3 to
7.5 were defined. The following specifications to the interface definitions are worthwhile
noting:

e As can be seen in figure 7.6, the mounting consists of an aluminium core and two
shells, which is typical for all three mounting types (RAD-FM, RAD-BM and RAC-
M). The shells are required to press the mountings into the RAC, giving them a high
pretension to keep them positioned during vehicle operation. The core and shells

3An application could for example be a metal plate attached to a rubber mounting.
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Figure 7.3:  Modeling of the RAD — Vehicle interface (a) and RAD — RAD-M interface (b).
Abbreviations: B = Back, D = Differential, F' = Front, L = Left, R = Right.

were, according to the fourth consideration, assigned to the neighboring systems.
This guarantees the highest stiffness transition (fourth consideration) between the
subsystems possible and the simplest interaction between the subsystems (fifth con-
sideration). As such the subsystem coupling at rubber mounting coupling interfaces
boils down to the coupling at one node on each shell or core. Each of those interfaces
need to be modeled with six rigid modes onlyand the numerical models of the rub-
ber mountings solely consist of the rubber itself. The experimental and numerical
models of the bodywork, RAC and RAD contain the metal parts of the mountings
respectively. More details are found in sections 7.3 and 7.4.

e The RAD was is coupled to the measured vehicle configuration in the RAD — Vehi-
cle coupling variant and to numerical models in the other two coupling variations.
This required two different RAD models respectively. As for the Vehicle substruc-
ture, a part of the RAD was added to the vehicle substructure as shown in figure
7.3.(a). This was done to enable proper placement of the interface sensors needed in
the EMPC method and to guarantee a rigid coupling interface (see third and fifth
consideration presented above). All TDoF information gathered from the vehicle
measurement is projected on virtual nodes which coincide with the corresponding
coupling nodes in the RAD’s FE model (see first consideration). As the coupling
interface is very stiff, it can be assumed that rigid interface deformation modes will
be sufficient to model the coupling mechanism between the RAD and the RAD-M
properly. Using the IDM filtration on the 9 measured TDoF per interface can fur-
thermore reduce errors made in the experimental modeling (see consideration five).
Figure 7.3.(b) shows the RAD modeling for the other coupling variations, in which
the RAD is modeled with rigidified bolts with intersecting coupling nodes to the

4

mountings.

e The RAC’s FE model is coupled to numerical models of the mountings in the BW
— RAC and BW - RAC - RAD coupling. Here, the coupling interfaces to the
mountings is considered to be rigid (fifth consideration). Because two interface
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Figure 7.4:  Modeling of the RAD-M — RAC interface (a) and RAC — RAC-M interface (b).
Abbreviations: B = Back, D = Differential, F = Front, L = Left, R = Right.

DoFs are defined for the individual mounting shells of the rubber mounting (see
figure 7.4) this consideration seems reasonable. It will be verified in section 7.3.2
wether or not the assumed rigidness of the interface is valid though.

e As mentioned earlier, the mounting cores are added to the neighboring subsys-
tems. For the BW subsystem measurement, this implied that the RAC-M cores
are mounted directly to the BW and served as excitation points (see figure 7.5).
Indeed, the cores which are assumed to be rigid up to 1000 Hz define a proper rigid
coupling interface of the BW (fourth and fifth consideration). In view of the first
and third consideration, the cores also make the coupling area easily accessible and
very suitable for a EMPC coupling, with three well separated coupling nodes (see
figure 7.5)).

e Using the IDM filtration all measured or calculated interfaces were projected on a
virtual coupling node for use in the different coupling variants (see figure 7.3.(a)
and 7.5 for the measured subsystems respectively). Measured and calculated models
could in this way all be coupled on intersecting nodes (first consideration) with 6
DoF. In the SPC coupling, only the TDoF information is used in the coupling.
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7.3 Numerical Substructure Modeling & Validation

This section discusses the numerical modeling of the driveline components in more detail.
The validation of the finite element models will also be addressed briefly. More details on
the modeling and validation can be found in [36,87,114,116].

7.3.1 Modeling of the Rear Axle Differential

The finite element model of the aluminium RAD is shown in figure 7.7. The model consists
of approximately 770 thousand elements, of which 240 thousand are tetrahedron elements
with linear shape function and 530 thousand tetrahedron elements with quadratic shape
functions. In total, the RAD model possesses around 3 million DoF.

(b)

Figure 7.7:  The assembled RAD FE model (a) and a cross section of the model, showing the
different parts of the differential (b).

The free interface receptance matrix Y of the RAD is obtained by modal synthesis of
the modal parameters found from a modal analysis. The modal analysis was performed
in NASTRAN by a Lanczos iterative solver over a frequency range of 0 Hz to 1500 Hz.
Furthermore, the modal synthesis results were improved by taking into account residual
flexibility modes. Note that by computing the modes from 0 Hz upwards, all crucial 6
rigid body modes were also included explicitly in the RAD receptance matrix.

The FE model of the RAD was validated by an Experimental Modal Analysis (EMA)
performed with an impulse hammer excitation [26]. Figure 7.8.(a) and (b) shows some of
the measured and calculated FRF, from which clear similarities can be seen.

From the EMA it was found that the first dominant eigenfrequency at about 900 Hz
has a modal damping of 5%. This very high damping is possibly caused by the viscous oil
contained in the RAD for lubrication and furthermore friction between the housing and
its inner parts. A MAC analysis of this flexible eigenmode reveals a 70 % correspondence
between experiment and calculation. This low value is mainly caused by the high modal
damping found in the measurement resulting in a complex modeshape compared to the
real valued one from the measurement.
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Figure 7.8: A randomly chosen set of measured FRF's (a) and the corresponding numerical FRFs

(b).

In addition the measured FRFs already show some dynamic effects at frequencies below
900 Hz. The measured FRFs also show lower magnitudes at low frequencies, indicating
a higher mass of the RAD. As the RAD contained oil during the measurement, this is
indeed true.?

Although there is no one-to-one correspondence found between the measurement and
FE calculation, the FE model of the RAD is believed to be accurate enough in a first
analysis. It is also believed that taking into account the elastic eigenfrequencies of the RAD
could enhance the results compared to previous analysis, where the RAD was modeled
rigidly [87].

7.3.2 Modeling of the Rear Axle Carrier

The aluminium Rear Axle Carrier (RAC) substructure is well suited for FE modeling
due to its isotrope material behavior, low damping and relatively low geometric complex-
ity. The RAC finite element model was already available from a static analysis and was
adjusted for the experimental DS analysis at hand [116]. The mesh of the RAC model
consists of duplex tetrahedron elements and in total the model contained approximately
1.3 million degrees of freedom and is depicted in figure 7.9.

Worthwhile noting is the modeling of the interface coupling notes. As the coupling to
the rubber parts are represented with rigid interface deformation modes only, the responses
of the FE nodes in the coupling region were all projected to one coupling node. The
filtration succeeded with interpolation elements indicated by the cyan bar-shaped elements
in figure 7.9.

Just like the RAD analysis, the receptance matrix of the RAC was generated by a
modal synthesis of the eigenmodes and eigenfrequencies found from a modal analysis using
the Lanczos iterative solver. A total of 37 eigenmodes (including the rigid body modes)

4The mass of the oil was not taken into account in the RAD model due to it’s complexity.
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Figure 7.9: Finite element model of RAC.

was found up to 1500 Hz. The modal damping values were chosen 0.25% for all modes,
which corresponds to the average value found from the validation measurement. Residual
flexibility was also taken into account.

The RAC model was validated by an experimental modal analysis (EMA) using a
Polytec 3D scanning laser vibrometer. This allowed a high spatial resolution, beneficial
for the MAC analysis at hand.® The freely suspended RAC was excited by a shaker at one
corner of the structure, see figure 7.10.(a). The shaker was oriented such that all three
global directions x, y and z experienced approximately the same degree of excitation. In
this way most modes of the structure could be properly excited with only one excitation
location. The shaker excited the structure with a pseudo-random signal in the frequency
range from 100 to 1000 Hz.

Figure 7.10: Measurement setup with suspended RAC, shaker excitation and the scanning lasers.

5A more detailed discussion on the experimental modal analysis performed for the validation of the FE
model of the RAC can be found in [36,117].
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Measurement analysis showed the eigenfrequencies to match from the FE analysis
within 2%. In addition, the MAC analysis with 120 reference nodes also showed good
correspondence between the eigenmodes, as can be seen in figure 7.11.5 The discrepancies
between model and measurement can be traced back to deficiencies in the measurement
due to lack of excitation and double modes.
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Figure 7.11:  Results of MAC analysis for the RAC wvalidation for all modes (a) and the FE
modes only (b).

The FE model of the RAC also allows to verify the assumed rigidness of the interfaces
between the RAC and mountings, see section 7.2. To this end the rigidness of each
mounting interface was determined according to equation (6.24) in section 6.1. 12 nodes
on each shell were taken into account in the rigidness verification, of which the results are
shown in figure 7.12.

The rigidness of the RAC BL-L shell, containing the RAC-M, is shown for different
excitation locations in figure 7.12.(a). Apart from a small drop at the first global resonance
frequency in the drivingpoint excitation, the rigidness of the shells containing the RAC-M
is excellent. The assumption of rigid interface flexibilities at the RAC — RAC-M interface
is therefore valid.

The rigidness of the RAC shells at the RAD-M interface is questionable, however.
Clear drops in rigidness can be seen at the resonance frequencies of the RAC, especially
for the RAC_DB-L shell. This difference in rigidness compared to the RAC-M interface
originates from the lower shell thickness of 3 mm compared to 6 mm for the RAC-M.
Nonetheless, the rigidness remains above 90% thoughout the complete frequency range of
interest, meaning the rigid interface deformation modes of the RAD-M shells still represent
most of the interface coupling mechanism.

5The EMA and MAC analysis were performed in the Structural Dynamics Toolbox [3], see www.sdtools.com.
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Figure 7.12:  Typical rigidness of a RAC shell containing the RAC-M (a) and the rigidness of
the RAC shells containing the RAD-M, due to different excitations (b). Abbreviations: B = Back,
D = Differential, F' = Front, L = Left, R = Right.

7.3.3 Modeling of the Rubber Mountings

Figure 7.6 shows as an example a photo of a RAD-M mounting. As can be seen the
mounting consists of an aluminium core and two shells, which is typical for all three
mounting types (RAD-FM, RAD-BM and RAC-M). The shells are required to press the
mountings into the RAC, giving them a high pretension to keep them positioned during
vehicle operation. The core and shells were, as discussed in section 7.2, assigned to the
neighboring systems, obtaining the highest stiffness transition between the subsystems
possible. As such, the models of the rubber mountings solely consist of the rubber itself.

In this thesis it was chosen to model the mountings with two subsequent nonlinear
FEM calculations:

Pretension of mountings in the vehicle configuration
All three kinds of rubber mountings are pressed into the RAC when assembled,
thereby undergoing large deformations. This makes the assembled mounting geom-
etry quite different from the unassembled one. In a first FE analysis step this large
deformation is therefore modeled in a static analysis with large deformation, e.g.
geometry updating. For this analysis a hyper-elastic material model was used.”

Frequency dependent stiffness and damping due to visco-elasticity
Rubber material has damping and stiffness properties which are frequency depen-
dent due to visco-elastic material behavior. Hence, using an appropriate material
model for the rubber parts of the mountings is essential for realistic results from
the FE calculations. All mounting types are made of a different kind of rubber, so
three different material models were required for the dynamic analysis. To obtain
these material models, measurements were preformed using a dynamic mechanical

"It should be noted that the effect of pretension on the rubber’s static and dynamic material properties
were not taken into account for the sake of simplicity.
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analyzer. This device allows the measurement of the material properties from 1
to 100 Hz at different temperatures. Using the viscoelastic Frequency Temperature
Superposition (FTS) principle [64], a full description of the material properties in
the range of 50 to 1000 Hz at ambient temperatures could be obtained without test
bench influences. For more details the reader is referred to [116].

Although rubber material also behaves non-linearly with respect to many other parame-
ters, such as excitation amplitude, hysteresis and pretension [4,64,106], these affects are
considered less dominant in this application and are therefore omitted from the model. As
such, rubber mountings models were made of which the following details are worthwhile
noting:

e The finite element models were created from existing CAD models of the mountings.
In order to simplify the required mesh, unnecessary details were removed from the
original CAD models. A relatively fine mesh was required to prevent element distor-
tion at large deformations. The resulting FE models are shown in figures 7.13.(a,b,c).
Note that although the mounting shells and core are not part of rubber mounting
subsystems they were still visible in the FE model. They are modeled as massless
rigid parts and only serve to define the correct boundary conditions for the rubber
parts. The FE models ranged from 110 to 180 thousand DoF.

e Usually one would calculate the system’s receptance matrix Y, but due to the first
analysis step where the mountings are prestrained using specified displacements at
the rubber interfaces, only the dynamic stiffness matrix Z could be calculated in the
second analysis step. Using the property that Y and Z are each other’s inverse, the
receptance matrix needed in the LM FBS calculations could be obtained afterwards.

e Note that a dynamic stiffness FRF Z;; can be described as the complex ratio of the
reaction force at a response DoF ¢ over the harmonic displacement excitation applied
at DoF j, with all DoF of the system other than j constrained to move (see appendix
8.4). Since the dynamic stiffness matrix is required at three output nodes (one at
both shells and one at the core) and for the EMPC coupling all 6 DoF at each node
are required, in total 18 load cases were required to describe the mounting dynamics.
This process is depicted in figure 7.14 for the three different nodes, where for each
node 6 excitation directions (3 translations and 3 rotations) need to be calculated.

e The shells are covered by a very thin layer of rubber (< 0.8 mm), in order to avoid
metal to metal contact when pressed in the RAD (see figure 7.6). This rubber
layer is very thin compared to the inside rubber layer and is for most of its surface
confined by the aluminium shells and the RAC. It is therefore believed that the thin
rubber layer is loaded in compression for all excitation directions. This also applies
to the z-direction where the rubber material is loaded in simple shear. The bulk-
modulus of rubber, which defines the modulus for compression, is much higher than
the shear modulus. This means that the stiffness influence of the thin rubber layer
can probably be neglected.
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Figure 7.13:  Finite element models of the back RAD-M (a,b) and the front RAD-M (c,d) in
their unassembled (uncompressed) state. Note that the scaling of both mountings is not equal, the
back RAD-M is actually bigger than the front RAD-M.

The FE analysis results were validated with measurements, from which the following
observations were made:

e Figure 7.15 shows a good correspondence between the measured front RAD-M dy-
namic stiffness, performed by the Co. Vibracoustic GmbH and the calculated dy-
namic stiffness in the x-direction for frequencies up to 500 Hz. Above this frequency
the measured dynamic stiffness has higher values than the calculated one. At even
higher frequencies both measurement and calculation show a resonance peak in the
dynamic stiffness, which is caused by a “continuum” resonance of the rubber mate-
rial. The resonance increases the transfer stiffness from the shell to the core. It ap-
pears that the continuum resonance of the measurement occurs at a lower frequency
with less damping giving higher amplitudes from 500 Hz upwards.This difference
was traced back to influences of the measurement setup [87,106].
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Figure 7.14: Calculation of the RAD-M dynamic stiffness matriz in three subsequent load cases:
excitation of the upper shell (a), excitation of the core (b) and excitation of the lower shell (c).

e In the y direction the correspondence is reasonably good over the complete frequency
range of interest. The magnitude of the calculated stiffness has a slight offset (around
10%) over the complete frequency range compared to the measured stiffness, while
the phases of both FRFs are very similar.

In conclusion, the validation shows that the modeling of the front RAD-M is acceptably
accurate up to a 1000 Hz. Similar results were found for the RAC-M, yet measurements of
the rear RAD-M were not available. Because the modeling of this substructure was done
analogous to the modeling of the front RAD-M, it is expected that similar results would
have been found though.
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7.4 Experimental Substructure Modeling & Validation Mea-
surements

After the discussion on the numerical substructure modeling in the previous section, this
section addresses the experimental modeling of the bodywork and vehicle substructures. In
addition, the validation measurements performed on the assembled system will be briefly
discussed.

7.4.1 Bodywork Substructure Measurement

The bodywork (BW) is a complex substructure that is defined as the complete vehicle
without the rear-axle system, see figure 7.1. The large number of components, the variety
of materials and the interaction between the air in the car’s interior and the BW itself,
render the numerical modeling of the BW practically impossible at higher frequencies.
Therefore, the BW subsystem is modeled experimentally. As the free-interface dynamics
of the BW subsystem are required, the back-end of the car is suspended with very low
stiffness air-springs to remove influences of the surroundings [114]. This is schematically
depicted in figure 7.16. Since the front-axle is still part of the BW subsystem, a natural
boundary condition is formed by the front tyres.

Figure 7.16: The bodywork subsystem and the air-springs at the rear of the vehicle, used for the
suspension during the measurements, adopted from [87].

The BW subsystem measurement is performed according to the strategy set out in
chapters 7.2, which means that three nodes are measured for each of the four BW inter-
faces in all three global translational directions. A mini-shaker with the 3D impedance
head, see section 6.2, was used for excitation and sound pressure variations inside the car
were measured using 4 microphones. The latter means that the BW subsystem matrix
consists of both mechanical-mechanical and mechanical-acoustical FRFs. The BW sub-
system measurement is summarized in table 7.1 and figure 7.17 shows some details on the
measurement setup.
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Coupling nodes: 12 accelerometers, 36 DoF
Validation nodes: 4 microphones, 4 DoF
Force measurement: 3D force sensor

Adhesive: X60

Excitation: LDS V201 mini-shaker
Excitation signal: pseudo-random

Excitation frequency: 50 — 1000 Hz, 1 Hz resolution
Measurement blocks: 1000 for each excitation direction

Table 7.1:  Details on the bodywork subsystem measurement.

To verify the correctness of the BW measurement, a number of analysis were performed
during and after the measurements:

During the measurements the imaginary parts of the driving point FRFs were mon-
itored. By definition, the imaginary part of a driving point accelerance FRF should
be positive. This was achieved for all measurements throughout the whole frequency
range.

During the measurements efforts were made to keep the side forces as low as possible.
This was done by aligning the shaker to the 3D impedance head with the adjustable
positioning arm in a measurement pre-run. An example of the side forces during
a typical measurement is shown in figure 7.19.(a). The figure shows that relatively
low side forces could be achieved with the polypropyleen stinger, see section 6.2.2.

After the measurements the reciprocity of the BW FRFs was verified, which is shown
in figure 7.18. Here, the average frequency FRF amplitudes are graphically displayed.
Due to the 3D impedance head design, the BW subsystem shows good reciprocity.

The rigidness (6.24) of the RAC-M — BW interface was also verified, yielding typical
rigidness percentages as shown in figure 7.19.(b). The figure shows that the rigidness
of the BW coupling node groups is excellent when the excitation is on a different
node group. When the excitation and response is on the same node group, the
rigidness slightly drops at higher frequencies though. However, the rigidness is still
around 90% which is considered high for experimental data.

In order to simplify the uncertainty propagation method in section 6.3, the cross-
correlation [38] between measured variables was assumed to be zero, e.g. (6.32) into
(6.33). For the BW FRFs, this means the random errors on force and acceleration
spectra should be uncorrelated with respect to each other. Typical cross-correlation
coefficients between these spectra are shown in figures 7.20.(a) — (c). The figures
show a high increase in cross-correlation at higher frequencies and at multiples of 50
Hz. The latter are due to the force transducer, which had a charge output instead of
a voltage. Apparently, the output pick up the ambient 50 Hz electro-magnetic field
from the other measurement equipment and electronic devices. One might conclude
from the figures that the cross-correlation between the different channels should be
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Shaker

Figure 7.17:  Measurement of the BW subsystem with (a) the bodywork without its rear axle
(b) and (c) the attachment of the accelerometers to the back-left (BL) and front-right (FR) BW —
RAC-M interfaces, respectively and (d) an example of the shaker excitation, using the 3D impedance
head

taken into account in the FRF estimation. However, if taken into account, the effect
shows to be negligible. Indeed, figure 7.20.(d) shows that the new FRF estimate
falls well within the confidence interval, indicated by the width of the lines, of the
FRF estimate without cross-correlation. It can thus be concluded that the cross-
correlation of random errors on the measurement channels has no relevant influence
on the FRF mean and confidence interval.

e The final assumption to be verified regards the random errors on the FRF mea-
surements itself. In the derivation of the uncertainty propagation method it was
assumed that these random errors would obey a normal or Gaussian distribution.
To verify this assumption, the 1000 measurement blocks of some arbitrarily chosen
acceleration and force signal are analyzed. The results are shown in figure 7.21.
Additionally, the Gauss distribution based on the data is also drawn. As can be
seen, the histograms resemble the shapes of the Gauss distribution quite well for
both the acceleration and force signal. More importantly, the histograms show to
be quite symmetric as well, so no bias error after coupling has to be expected due
to the random distribution.
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Figure 7.18:  OQverview of the symmetry of the BW accelerance matrix using the averaged mag-
nitude of the FRFs. Red indicates a high average magnitude, blue a low magnitude. An overview
of the node names can be found on the poster at the end of this thesis.

7.4.2 Vehicle Substructure Measurement

The vehicle (VEH) substructure consists of the complete vehicle except the RAD.® The
system’s natural boundaries are therefore formed by the four tyres. In order to guarantee
good RDoF information on the vehicle’s interface to the RAD, it was chosen to add part
of the RAD to the RAD-M core, see section 7.2. Each of the three vehicle interfaces were
measured with three nodes in three translational directions to enable EMPC coupling. In
addition 4 microphones at the driver seat and two validation accelerometers were used,
i.e. one accelerometer was attached to the RAC, one to the bodywork. An impression of
the measurement setup is shown in figure 7.22.

To verify the correctness of the vehicle subsystem measurement, the same verifications
were performed as on the BW measurement:

e During measurements all imaginary parts of the driving point accelerance FRFs
showed to be positive throughout the excited frequency range.

8See also section 7.1, figure 7.1.
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Figure 7.19:  Typical side forces during a BW measurement (a) and typical rigidities of the BW
node groups due to different excitations (b).

e The side forces were higher than those of the BW measurements, probably due to the
low stiffness of the RAD-M cores. The low stiffness resulted in high lateral system
responses giving high(er) side forces.

e The reciprocity of the subsystem FRF matrix showed to be good.

e The rigidness of the RAD — Vehicle interfaces, as shown in figure 7.23, was not
as high as previously assumed. Indeed, at some frequencies the rigidness of these
interface node groups drops below 70%, which indicates that the vehicle interfaces
possess more flexibility than desirable in the rigidly modeled DS coupling. No clear
explanation can be found for this behavior in terms of measurement errors or other
non-structural influences. It is therefore suspected that the RAD-M core in com-
bination with the bolt and pies of RAD, see figure 7.22, might not be as rigid as
previously assumed. Due to time limitations a detailed analysis was not possible
though.

e The statistical assumptions made for the uncertainty propagation method in section
7.4.1 also hold for the vehicle measurement.

7.4.3 Validation Measurements

For the validation of this thesis’ methods in experimental DS, measurements on the as-
sembled system are required. As outlined in section 7.1 a total of three coupling variants
are analyzed. This means that also three validation measurements were needed. These
were performed in the same way as the BW and vehicle subsystem measurement.

In order to limit the amount of data collected during the measurements, and sub-
sequently the post-processing effort required, only a limited number of validation nodes
was chosen. The number of excitation measurements and validation nodes for the three
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Figure 7.20:  Correlations between the errors on arbitrary force and acceleration spectra (a,b,c)
and their result on the FRF calculation (d).

validation measurements were: Impressions of the three different validation measurements
are shown in figures 7.24.(a) — (c).
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Figure 7.21:  Typical distributions of the random errors on an arbitrary measured BW acceleration
signal (a) and a measured excitation signal (b)

RAD — Vehicle validation

Excitation: 1 node, 3 DoF in total

Validation nodes: 3 accelerometers and 4 microphones, 13 DoF
RAC — BW validation

Excitation: 1 node, 3 DoF in total

Validation nodes: 3 accelerometers and 4 microphones, 13 DoF
RAD — RAC — BW validation

Excitation: 3 nodes, 5 DoF in total

Validation nodes: 4 accelerometers and 4 microphones, 16 DoF

Table 7.2: Details on the validation measurements.
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-
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(d)

RADM-FL

Shaker

Figure 7.22:  Measurement of the Vehicle subsystem with (a) the three RAD — Vehicle interfaces,
(b) and (c) the placement of the coupling nodes on the differential-back (DB) and differential-right

(DR) interfaces, respectively and (d) an example of the shaker excitation using the 3D impedance
head.
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Figure 7.23:

Rigidness at vehicle substructure interface
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Figure 7.24:  Validation measurements of (a) the RAD — Vehicle coupling variant, where the
complete vehicle is still assembled but the in- and outgoing shaft are detached from the RAD (b)
the RAC — BW coupling variant where the rear-wheel suspension and the RAD are removed and
the bodywork is placed on air-springs and (c¢) the RAD — RAC — BW coupling variant where the
BW is still suspended by air-springs but the RAD is part of the assembled system.
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7.5 Coupling Results

This section discusses the coupling result achieved with the numerical and experimental
models deducted in the last two sections. The coupling strategy, as set out in section
7.1, is performed in successive subsections. Subsection 7.5.1 reports the results from the
different coupling variants. Subsection 7.5.2 shows the difference in coupling results when
the Side Force Compensation (SFC) method is used. The uncertainty propagation method
is adopted in section 7.5.3. Results on the different couplings, RAC-BW, RAD-RAC-BW
and RAD-VEH are discussed in sections 7.5.4 to 7.5.6.

7.5.1 Results of the Subsystem Connectivity Variants

This subsection presents the coupling results for the RAC — BW coupling obtained with
the following three subsystem connectivity methods:

The Single Point Connection (SPC) Method
The SPC method uses one coupling node with three TDoF for each subsystem in-
terface.

The Equivalent Multi Point Connection (EMPC) method
The EMPC method uses multiple coupling nodes with three TDoF for each subsys-
tem interface.

The EMPC method with the interface deformation mode (IDM) filtration
The IDM filtration, as outlined in section 6.1.1, filters the measurement conducted
according to the EMPC method with a certain assumed interface mechanism.

The coupling results of the SPC and EMPC methods and the validation measurement
are shown in figure 7.25. The figure clearly shows that the results of the EMPC coupling
method are significantly better than those of the SPC coupling. As the EMPC method
indirectly accounts for the RDoF, the rubber mountings are forced to be more involved in
the dynamics of the coupled system, resulting in a better correspondence to the validation
measurement.

A comparison between the EMPC method with and without the IDM filtration is
shown in figure 7.26. From this figure it can be seen that there is little difference when the
filtration with all six rigid interface deformation modes is adopted. Therefore, only the
FRFs from the RAC to the BW are shown, as the differences between the two methods
are even smaller for FRF on the RAC itself. The small differences can be explained by the
modeling of the substructures in this application. As the rubber mountings are modeled
rigidly, their coupling nodes are always mutually rigid and force the coupling areas on
the RAC and the BW to be rigid after coupling as well. In essence, the filtration on the
rigid interface deformation modes accomplishes the same, the only difference being that
the IDM filtration removes the flexible part of the BW FRF matrix in advance. The
outcome of the two coupling methods can still be different in this case, since the IDM
filtration uses 9 DoF (3 nodes with 3 TDoF) to make the interfaces rigid in a least-squares
sense, whereas the EMPC coupling without IDM filtration was performed with a choice



7.5. COUPLING RESULTS

4 FRF RAC-DL-B+X to RAD-DB-X 1 FRF RAC-DL-B+Y to RAC-FL+Z
10 - - . - 10 - - . .
% <y
Z Z
= =
£ £
[} [}
< ]
E E
53 10 = Validation & 10 = Validation
g —SPC %3 —SPC
104 —EMPC 103 —EMPC
200 400 600 800 1000 200 400 600 800 1000
Frequency [Hz] Frequency [Hz]
0 FRF RAC-DL-B+Z to BW-FL-B+Y 1 FRF RAC-DL-B+Z to MIC-BF+S
10 - . . . 10 . . . .
=10 H —
% Z
n
=, =
Z1072 <
[}
o El
el =
=3 -3 =)
=107 &0
o . - < - -
0 = Validation p= 3 = Validation
g —SPC —SPC
104 . . |—EmPC 106 . . |—EMPC
200 400 600 800 1000 200 400 600 800 1000
Frequency [Hz| Frequency [Hz|

Figure 7.25:  Comparison of the EMPC and SPC' coupling results with the validation measurement
for (a) a driving point FRF on the RAC, (b) a RAC - RAC FRF, (¢) a RAC - BW FRF and (d) a
mechanical-acoustical FRF from the RAC to one of the microphones for the validation measurement

RAC - BW.

of 6 coupling TDoF out of the 9 TDoF originally measured on each bodywork interface.
Therefore, the EMPC coupling combined with the IDM filtration makes a “best-fit” of the
9 FRFs to the rigid motions, while the normal EMPC method just forces rigidness on 6
DoF that not necessarily describe the rigid motions best.

Although the differences are very small, figure 7.26 does show that the EMPC coupling
with IDM filtration results are slightly better than those of the unfiltered EMPC coupling.
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Figure 7.26:  Comparison of the EMPC and projected EMPC coupling results with the validation
measurement for a RAC — BW FRF (a) and a mechanical-acoustical FRF from the RAC to one
of the microphones (b).
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7.5.2 Results of the Side Force Compensation Method

The Side Force Compensation (SFC) method, see section 6.2, allows the correction of side
force influences on FRFs measured by a shaker. This subsection investigates the effect
of the SFC technique on the coupling results. Note that in the RAC — BW coupling
variant considered here, the bodywork is the only experimentally determined subsystem
and hence the only subsystem the SFC method can be applied on. Notice also that in
both cases the mass loading of the sensor itself (almost 80 gram) was also compensated
for [109,116]. The coupling results are shown in figure 7.27. The results were obtained
using the best connectivity method found in the previous subsection, i.e. the EMPC
method in conjunction with the IDM filtration.
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Figure 7.27: Comparison of the validation measurement with the coupling results with and

without FRF decoupling for: a driving point FRF on the RAC (a), a RAC — RAC FRF (b), a
RAC - BW FRF (c) and a mechanical-acoustical FRF' from the RAC to one of the microphones

(d).
From the figure, the following conclusions can be made:

e Since only the BW subsystem is altered by the SFC method and the numerical
driveline subsystems are well decoupled, the FRFs on the RAC remain virtually
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unaffected by the SFC method.

e The SFC method has more effect on the RAC — BW FRFs. Indeed, these FRFs
seem to be improved, albeit only slightly.

The small difference after applying the SFC method is probably due to the fact that during
the BW measurements, efforts were made to introduce minimal side forces as illustrated
in figure 7.19 (a).

7.5.3 Results of the Uncertainty Propagation Method

In chapter 6.3 an uncertainty propagation method was derived, which can estimate the
uncertainty on the DS coupling results. This method will now be applied to the RAC —
BW coupling using the EMPC method with IDM filtration and the SFC technique. It
is assumed that only the measured bodywork subsystem contains uncertainty, whereas
the numerical models don’t. Possible inaccuracies in the latter substructures are due to
modeling errors and hence can be regarded as bias errors.” Three specific aspects regarding
the uncertainty propagation method are investigated:

e The amplification of uncertainty on coupled and uncoupled BW FRFs.
e The propagation of uncertainty from the BW to other subsystems.

e The relation between the condition number of the interface flexibility FRF matrix,
(BY BY) in (5.18), and uncertainty propagation.

e The affect of the BW’s IDM filtration on the uncertainty propagation.

For the first investigation, two coupled and uncoupled BW FRFs and their relative 95%
confidence intervals (CI) are shown in figure 7.28. From the figure, the following conclu-
sions can be made with respect to the uncertainty amplification on coupled and uncoupled
BW FRFs:

e The coupled FRFs are only slightly different from the uncoupled FRFs and the
uncertainty on both FRFs is barely amplified after coupling to the driveline. The
explanation for no notable error amplification is that the dynamics of the BW sub-
system are largely decoupled from the other subsystems by the RAC-M. This means
that the fourth consideration in defining subsystem interfaces, see section 7.2 page
122, has paid off.

e The general level of uncertainty is quite low, e.g. the confidence intervals have
amplitudes of less than +1% relative to the FRFs at most frequencies. This is due
to the relative high number of measurement block averages and the well isolated
measurement environment. Only at strong antiresonances, where the signal-to-noise
ratio becomes very small, higher relative uncertainties are found.
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Figure 7.28:  Comparison of coupled and uncoupled BW FRFs and their relative confidence
intervals for an interface-interface FRF (a) and an interface-internal FRF (b).

Secondly, figure 7.29 shows the uncertainty propagation of interlinking FRF's between
the substructures. The thickness of the blue line indicates the width of the 95% confidence
interval, the average FRF is shown by the thin black line. The figure shows that the
uncertainty on the BW is indeed propagated to the other substructures, although only
very little due to the decoupling of the RAD-M.

Thirdly, the condition number of the interface flexibility matrix (BYBT) is also shown
in figure 7.29 with an additional axis to the right side. It can be seen that numerical con-
ditioning of the interface flexibility matrix is indeed related to the uncertainty propagation
method. However, in addition to the uncertainty propagation due to ill numerical condi-
tion of the interface flexibility matrix, the uncertainty propagation method also predicts
the uncertainty around antiresonances.

The fourth investigation is on the effect of the interface deformation mode (IDM)
filtration, see section 6.1, on uncertainty propagation. The IDM method was presented

9Notice that in the production of these driveline components there will be a real (random) spread in
structural properties, which will not be investigated here either [60].
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as a filtration method to get a best fit of the measurement on some chosen interface
deformation modes, possibly reducing bias and random errors. From figure 7.30 it can
be seen that the relative confidence interval on the coupled FRF is indeed smaller with
the utilization of the IDM filtration method, confirming the IDM filtration can reduce the
influence of random errors. This effect is especially evident around antiresonances of the
assembled system.

In conclusion, the results in this subsection showed that uncertainty propagation is
not an issue in the current DS analysis. This is mainly due to the large stiffness transition
between the BW and RAC by the RAC-M. Also the numerical conditioning of the inter-
face flexibility matrix, which actually has high values [95], poses no problems. Finally it
was shown that the IDM filtration reduces the uncertainty propagation especially around
assembled system antiresonances.
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Figure 7.29:  Propagation of uncertainty from the BW to other substructures and the correspon-
dence between the condition number and uncertainty propagation for a number of FRFs: a driving
point FRF on the RAC (a), a RAC — RAC FRF (b), a RAC - BW FRF (c) and an FRF from
the RAC to one of the BW microphones (d).
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7.5. COUPLING RESULTS

7.5.4 Results of the RAC — BW Coupling

This subsection presents the complete results of the experimental DS analysis of the RAC —
BW coupling variant.'® The results were obtained with the EMPC method in conjunction
with the IDM filtration and SFC method. The coupling results are shown for a number
of FRFs in figure 7.31. The uncertainty intervals are also incorporated in the figures
by the line thickness, which corresponds to the 95% confidence interval. The following
observations can be made of figure 7.31:

e Good resemblance between the DS analysis and the validation measurement is found
for the driving point FRFs on the RAC and the two RAC — RAC FRFs, shown in
figures 7.31 (a) to (d). However, the coupled FRF's show small upward frequency
shifts and a slight lack of damping at some resonance peaks with respect to the
validation measurement.

e Fairly good results are also found for the FRFs from the RAC to the BW inter-
faces nodes, shown in figures 7.31 (e) and (f). The upward frequency shifts of the
calculated FRF's at some resonances are clearly recognizable.

e The FRF's from the RAC to the BW microphones correspond to the validation mea-
surement quite well for frequencies up to approximately 400 — 500 Hz. At higher

frequencies the calculated FRFs deviate somewhat more from the measured valida-
tion FRFs.

e The width of the confidence intervals is negligibly small on all FRFs. This indicates
that the discrepancy between the assembles system and the validation measurements
consists from bias errors in subsystem models and the validation measurement only.

The upward frequency shifts and lack of damping might be caused by the modeling of the
RAC-M and RAD-M shells and cores. By disregarding their flexibility the coupled system
has a higher stiffness, and thus higher eigenfrequencies, along with less deformation of
the (unmodeled) rubber which reduces the amount of system damping. In this view one
might also question the neglecting of the small outside rubber layer on the mountings (see
sections 7.3.3). If the interfaces would be modeled flexible, this layer should be taken into
account as well.

10Partial results of this coupling variant were already presented in the previous sections.
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7.5. COUPLING RESULTS

7.5.5 Results of the RAD — RAC — BW Coupling

The coupling results of the RAD — RAC — BW coupling are shown for a number of
FRFs in figure 7.32. As before, the results of the uncertainty propagation analysis are
incorporated in the plots by the variable line thickness. The results are obtained with the
EMPC coupling with IDM filtration and the SFC technique. From inspection of figure
7.32, the following observations can be made:

The driving point FRFs, shown in figures 7.32 (a) and (b), show reasonably good
correspondence to the validation measurement. The same is valid for the FRF's to the
RAC in figures 7.32 (c) and (d), although clear frequency shifts can be recognized.

The FRFs from the RAD and RAC to the BW, figures 7.32 (e) and (f) respec-
tively, show a reasonable resemblance with the validation measurements. The global
features (strong resonances and antiresonances) of the FRFs correspond quite well.

A fairly good agreement is again found for the mechanical-acoustical FRFs from the
RAD and RAC to the BW microphones for frequencies up to 400 — 500 Hz, as can
be seen in figures 7.32 (g) and (h). At higher frequencies the global level of the FRF's
are still in good correspondence but the details show deviations.

The uncertainty propagation has no visible influence on the coupling results.

The discrepancies between simulation and validation measurement are probably mainly
caused by the rigid modeling of the RAD — RAD-M interface. As outlined in section 7.3.2,
figure 7.12, this assumption appeared to be wrong, which is supported by the driving point
FRFs in figures 7.32 (a) and (b). Both figures show “less dynamics” for the coupled FRF's
than the validation FRFs do. This gives a good indication that flexibility is present in the
validation measurement that is not considered in the DS analysis.
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7.6. CONCLUSION

7.5.6 Results of the RAD — Vehicle Coupling

Figure 7.33 shows the results of the RAD — Vehicle coupling. Four FRFs are shown,
which have a reference excitation at the bottom of the differential (RAD RI). A number of
observations can be made from examination of the figure:

e The driving point FRF on the RAD in figure 7.33 (a) shows poor resemblance with
the validation measurement.

e The RAD — RAC FRF already show a better correspondence to the validation mea-
surement.

e The two RAD — BW FRF's in 7.33 (c) and (d) show a reasonable correspondence to
the validation measurement, especially the FRF from the RAD to the microphone
resembles the validation fairly well.

e From the line thickness of the FRFs, it can be concluded that uncertainty propaga-
tion is negligible.

An explanation for these observations is found from the analysis in section 7.4.2. Indeed,
it was found that the rigidness of the coupling node groups on the vehicle substructure
can drop below 70% at certain frequencies. The DS coupling was however performed with
rigid interface deformation modes only. Neglecting the considerable additional interface
flexibility could thus well cause the discrepancies in the coupled system. This assumption
is also supported as the responses further away from the RAD resemble the validation
measurement better, indicating the effects are mainly of local origin.

7.6 Conclusion

This chapter addresses the validation of the experimental DS methods and special devel-
oped methods to improve coupling results on the coupling of vehicle rear-axle components.
From the analysis the following general conclusions can be made:

e The considerations formulated to define subsystem interfaces, see section 7.2, gave
good coupling results in the application on a vehicle’s rear-axle.

e The 3D impedance head is useful as it allows one to minimize side forces during
measurement. The construction of the impedance head also considerably improved
the reciprocity of experimental substructures models.

e The EMPC method with the IDM filtration yield significantly better results than
the SPC method. The EMPC and IDM method can be considered validated.

e Application of the SFC method yields somewhat better coupling results. The method
can therefore be considered validated.

e Assuming that the measurement channels are uncorrelated during substructure mea-
surement is acceptable for proper FRF estimates.
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e The uncertainty propagation method is useful to judge the quality of the coupling
results. In the rear-axle application discussed in this chapter, uncertainty on the
coupled FRF showed not to be an issue. Differences between the calculated coupled
FRF and the validation measurement are therefore solely caused by bias errors made
in the subsystem coupling definition, measurement and numerical modeling of the
driveline components.

e The coupling of rear-axle components to the experimentally modeled bodywork is
quite successful and shows experimental DS can be applied successfully in real-life
applications.

In general, it was found from the vehicle application that it is not random errors that
render experimental substructuring difficult, but the bias errors made setting up the sub-
structure models and their connectivity definition. Reducing these bias errors in the future
allowsfurther improvement of the results.



Part 1V

Combining all three Ingredients

New strategies in vehicle development.

The theory developed in the previous three parts will be combined in part IV. Indeed,
as discussed in the introduction, see figure 1 and 2, the GNP method was introduced
in part I to analyze vibration propagation in complex structures. The method requires
structural dynamic properties of the total system, for which an operational identification
method was introduced in part II. Whereas this OSI method is applied on the (total)
operating system, improvements to the experimental dynamic substructuring method were
introduced in part III. The dynamic substructuring method allows the determination of
the total systems properties, required in the GNP method, based on the dynamics of its
subsystems. In part IV the goal is set to illustrate how the methods can be combined in
vehicle development. In this part, one will also find this thesis’ conclusions and a chapter
on possible improvements for future work.
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Chapter 8

Combining the GNP, OSI & DS
Method in Vehicle Design

In this chapter the developed methods in the first three parts are combined in various
analysis. For these combinations the intermediate results obtained in the first parts will
be used as a starting point. For a discussion on these results one is therefore referred to

chapters 2, 4 and 7.

Not all methods presented within this work could be fully validated. The approach
made in this chapter is therefore not to obtain a one-to-one fit of calculations and a
validation measurement. Instead, the main focus is on showing the methods’ potentials
in vehicle driveline design. Several combinations and analysis have been chosen for the

illustration:

e The GNP analysis in chapter 2 will be extended with the operational identified

vehicle FRF determined in chapter 4. Indeed, as already discussed in section 1.4,
equation 1.33, the inclusion of operational FRFs might improve the quality of the
GNP synthesis.

The operational vehicle FRF was found to be mainly dependent on temperature, see
chapter 4. Using the temperature dependent material model of the rubber mounting
FE models (section 7.3.3) it will be investigated with a DS analysis if this tempera-
ture influence originates mainly from these components.

Different FE RAD models, see section 7.3.1, will be coupled to the vehicle subsystem
(section 7.4.2) to illustrate that the DS method can reduce measurement time.

The identified operational vehicle FRF will be combined with the DS method to con-
struct a tuned mass damper (TMD). This application illustrates that experimental
DS can be efficiently used in vehicle troubleshooting.

Section 8.1 to section 8.4 discuss the individual analysis.
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8.1 Combination of the GNP & OSI Method

The equivalent gear noise forces were measured with four different operational drive shaft
torque loads on the RAD test bench, see chapter 2. In total nine equivalent forces were
measured for each operational condition. According to the GNP method the equivalent
gear noise forces where thereafter combined with the nine corresponding FRF of the total
vehicle. This synthesis results in the sound pressure at the driver’s ear. One of the nine
vehicle FRF was also measured in operation with the same operational loads as performed
on the RAD test bench, e.g. see chapter 4.

The aim of this section is to find out how much influence the operationally identified
vehicle FRF has on the gear noise synthesis at the driver’s ear. As only one of the nine
vehicle FRF are interchanged, the objective is not to obtain a better absolute correspon-
dence between the GNP synthesis and the validation measurement. Instead the sensitivity
analysis should indicate if operational vehicle FRF are important or necessary to obtain
accurate GNP analysis results. Figure 8.1 shows the results obtained with different op-
erating conditions, see chapter 4, along with the validation measurement for 100Nm load
on the vehicle’s drive shaft.

GNP sensitivity due to operational vehicle FRF changes

10
1072
=
o
2 1073} A ;
_g =—F'7G Measured
g = GNP Cold
S1074 GNP 50Nm
= GNP 100Nm
—— GNP 150Nm
‘ | — GNP Hot
200 400 600 800 1000

Frequency [Hz]

Figure 8.1: Averaged sound pressure at the driver’s ear calculated, according the GNP synthesis in
section 2, with additional information on the vehicle’s operational FRF, as determined in chapter

4, in dependance of frequency.

As one can see, interchanging the FRF from the RAC_DR+Z node onwards, determined
with a modal measurement, with the operational FRF only has little effect on the sound
pressure synthesis at the driver’s ear. Only at lower frequencies, where the shaker did not
have enough force input to the system for a proper identification, the sound pressure at
the driver’s ear gets more noisy. In conclusion, the sensitivity analysis shows only little
difference is obtained with the operational identified vehicle FRF. Including all operational
FRF will therefore probably not yield a much better fit between GNP synthesis and vali-
dation measurement. The analysis therefore strengthens the impression that an improved
mass compensation of the test bench interface construction, including compensation of
rotational inertia, is the most worthwhile improving the overall GNP synthesis results.



8.2. INFLUENCE OF RUBBER MOUNTING TEMPERATURE ON THE VEHICLE PROPERTIES

8.2 Influence of Rubber Mounting Temperature on the Ve-
hicle Properties

In the OSI application on the operating vehicle, see chapter 4, it was found that the
operational FRF are affected by the vehicle’s operating temperature. The question arises
what components are the main cause of these changes. It is with such questions that the
benefits of an experimental Dynamic Substructuring analysis can become clear. Indeed,
the FE models of the rubber bushings are based on a material model identified with
the Frequency-Time Superposition (FTS) concept [116]. This means that the bushings
can easily be modeled at different temperatures. In this way one can determine how, or
in what order of magnitude, the operating FRF changes with different rubber mounting
temperatures. Comparison with the actual identified operational vehicle FRF might verify
that the differences in operational FRF originate from the rubber mountings.

Figure 8.2 shows some examples of how the transfer stiffness of the rubber mountings
change between different operating temperatures [106]. Clearly the effect is substantial;
at zero degree the stiffness is in average about a factor 3 higher, in the mid-frequency
range, than those of the other temperatures. Furthermore, at high temperatures the first
continuum resonance of the RAD-M in x and z-direction occurs at lower frequency with
much less damping.!

In a first analysis the RAC — BW coupling variant, see section 7.5.4, is investigated.
The results are shown in figure 8.3. From the figure it is seen that the total vehicle FRF
do change significantly. Especially the material damping seems to influence the FRF. As
for the FRF on the RAC, tendentiously the higher mounting temperatures lead to higher
amplitudes at the resonances of the RAC itself. However, at low temperature the RAC-M
have a much higher stiffness, which causes more vibration propagation into the bodywork.
Indeed, the bodywork responses and sound pressure variations at the driver’s ear have
typically higher values for the rubber mountings at freezing temperature. In this case it
therefore seems that elevated mounting temperature reduces the overall acoustic response
at the driver’s ear.

In a second analysis the noise propagation in the RAD — RAC — BW coupling variant,
discussed in section 7.5.5, is evaluated. Again distinct resonances are found on the RAC
FRF and the overall amplitudes of the bodywork FRF are higher for the rubber mounting
temperature at 0°C. However, the bodywork FRF also show distinct resonances for the
elevated temperatures, which are higher than the overall amplitude of the mounting at
freezing temperature. Moreover, the elevated temperature FRF have a much more peaky
character, which could pose a problem. Indeed, the overall noise level will be lower, but in a
gradual vehicle acceleration the harmonic gear noise excitation will resonate heavily when
coinciding the the bodywork resonance. The sudden increases in the driver’s response,
due to the FRF peakiness, could well attract the attention of the driver. Indeed a human
is more sensible for instationary sounds than to stationary, more noisy vibrations.

!The continuum resonance is marked by a peak in the transfer stiffness, e.g. Zi» in appendix 8.4, equation
(10), between the core and shell. This resonance therefore increases the coupling between driveline and
bodywork and can cause an increase of vibration propagation from the driveline to the bodywork.
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Figure 8.2: Dependency of rubber mountings Dynamic Stiffness on temperature.

In summary the performed analysis shows one of the benefits of a DS analysis. Al-
though the initiation of the analysis itself does represent a considerable time effort, op-
erational influences can be approximated quite well. Moreover, the specific resonances at
higher frequencies, found for the elevated rubber mounting temperature FRF, coincides
with increased levels of gear noise experienced in a subjective vehicle test.



8.3. SENSITIVITY OF THE VEHICLE FRF ON THE RAD’S MASS

In a next analysis step one could optimize the rubber bushings by their geometry and
/ or different material. An example of such structural adjustments is presented in the next
section, where the sensitivity of the vehicle FRF on the mass of the RAD is investigated
with DS.

8.3 Sensitivity of the Vehicle FRF on the RAD’s Mass

Vehicles are commonly offered with different engines for a distinct vehicle series. This
generally means that the properties of the driveline are altered considerably, whereas
changes in the bodywork dynamic properties are only minor. Changing engines also implies
the use of different gearboxes, shafts and exhausts. To investigate the influence of such
changes on the rear axle vibration propagation, three couplings with distinguished RAD
masses are examined. Here the nominal RAD mass is changed by adding and subtracting
three kilogram respectively. Figure 8.5 shows the resulting changes in FRF from the
RAC-DR_+Z node to four representative nodes on the vehicle substructure.

As one can see the FRF remain virtually the same from 300Hz upwards. Apparently
the RAD’s mass only influences the first eigenfrequencies where the RAD and RAC interact
through the rubber mountings as rigid bodies. This analysis therefore shows that for gear
noise, which is typically challenging in the higher frequency ranges, the mass of the HAG
is not a suited optimization parameter.

8.4 Design of a Tuned Mass Damper for an Operating Ve-
hicle

Due to the many vehicle variants, the complexity of a vehicle itself and the ever increasing
costumer demand for comfort, use is made of so called Tuned-Mass-Dampers (TMD) to
adapt the vehicle for its specific tasks. A TMD is basically a combination of a mass and
a rubber, which by itself experiences a resonance at a specified frequency. This means
that attached to a driveline component, at these frequencies energy is absorbed from
the driveline component and the eigenfrequencies of the component also change. In this
frequency region, the vibration of the vehicle part on which it is mounted will be reduced.
In this section the design of such a TMD is performed as an example on an operationally
identified vehicle FRF. From figure 4.3 it was seen that the FRF from the RAC-DR_+Z node
to the averaged sound pressure at the driver’s ear change considerably in operation in the
frequency range 800 Hz. A simple one dimensional model of a TMD was therefore built,
which reduces the noise propagation at this frequency. The TMD model was coupled,
according to the DS method, to the vehicle FRF to see its effect. Figure 8.6 shows the
result.

As one can see, the TMD does have a considerable affect on the FRF of both the
operating and non-operating vehicle FRF. In general the vibration propagation is reduced
considerably, showing TMDs are effective measures and DS is a useful tool investigating
their effect.
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Figure 8.3: Influence of rubber mounting temperature on the RAC — BW coupling.



8.4. DESIGN OF A TUNED MASS DAMPER FOR AN OPERATING VEHICLE
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Figure 8.4: Influence of rubber mounting temperature on the RAD — RAC — BW coupling.
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Figure 8.5: Sensitivity analysis of the vehicle FRF on the total mass of the RAD.
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Conclusion

This thesis objective was defined in the introduction as:

”Develop a method, which can determine the dynamic response of a vehicle
(or complex systems) identified in operation, based on the knowledge of its
subsystem dynamics and excitation.”

In order to meet the thesis objective, an integrated methodology is developed consisting
of three individual methods. A theoretical framework could be derived for each method
along with (partially) successful validations. It turns out that in the presented vehicle
application operational system identification is not required. In the following conclusions
will be presented for each method separately.

The Gear Noise Propagation Method

The Gear Noise Propagation (GNP) Method proposes a new approach in the commonly
known Transfer Path Analysis (TPA) method. The GNP method is based on the iden-
tification of component excitation on a test bench by measuring component - test bench
interface forces. These forces are thereafter multiplied with FRF estimates from these
interface nodes towards point of interest in / on the total vehicle. It was shown that the
synthesis of the total system’s dynamic response, from the component interface onwards
are physically exact if the following conditions are met:

e The component excitation should be the same on the component test bench as in
the total system. This implies that the component excitation should be independent
of its own dynamic response and quasi-static deformation, as they will in general
not be the same in both configurations. Application in this thesis to a Rear Axle
Differential (RAD) in a vehicle showed that the dynamic response of such gearbox
has only minor influence on the gear noise excitation. The quasi-static deformation
of the gearbox does however have a dominant influence on the gear noise excitation.
As the quasi-static deformation is generally not the same in both configurations,
deficiencies are eminent. A test bench setup should thus be designed such that the
quasi-static deformation resembles the one in the total system best.

e The test bench should have a perfect rigid interface to the component in the fre-
quency range of interest. This means proper attention should be paid in the test
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bench design, although a compensation for test bench influences was also developed
in this thesis. Application in this thesis to a dynamically optimized (RAD) test
bench showed that the influences of the test bench dynamics on the force identifi-
cation were nearly negligible. This shows that test bench influences can indeed be
eliminated if the test bench is designed properly in the frequency range of interest
(in this thesis 50 - 1000 Hz).

e Any nonlinear behavior of both the excitation and the vibration propagation through
the total system should not be affected by the system’s configuration, i.e. should be
the same on the test bench as in the total system. If nonlinear behavior takes place in
operation, it should consequently be measured in that specific state. For a vehicle’s
rear axle application in this thesis, both the gear noise excitation and the total
vehicle propagation showed to be nonlinearly dependent on applied driving speed,
torque load on the driveshaft and component temperatures. The latter dependency
was found by the application of the OSI method.

The validation of the GNP method itself showed limited success. This is probably due to
the fact that the test bench forces are measured at a different place compared to where
the excitation is actually applied on the total vehicle. As a consequence, the resulting
inertia forces at the test bench interface needed to be compensated in the determination
of the equivalent gear noise forces. As no information on the rotation of the interface was
known, the compensation only succeeded partly. Better measurement of the test bench
interface motion is therefore required for further improvements.

Operational System Identification

The Operational System Identification (OSI) method developed in this thesis allows the
identification of receptance FRF data of systems in operation. As such one can examine
the system’s performance in operation, enlarging system know-how. The method was suc-
cessfully validated on a vehicle’s exhaust system. The operational FRF estimates matched
those of the FRF estimates according to the Principle Component Analysis (PCA) method,
thereby validating the latter method as well. The operational FRF are different from those
identified with the normal CPS/APS averaging technique, indicating the benefits of FRF
estimation according to the OSI approach. It could also be verified analytically that the
FRF estimation according to the OSI method converges to the true FRF more rapidly
and yields unbiased estimates compared to the CPS/APS averaging technique. Applica-
tion of the OSI method to an operating vehicle was a success. Most of the operational
content due to the operational vehicle excitation could be filtered from the data, yielding
usable operational FRF estimates. The chosen application showed that temperature has
a dominant influence on the operating vehicle system properties.

Dynamic Substructuring

The Dynamic Substructuring (DS) method was placed in a general framework within this
thesis. The framework shows the relations between the different types of substructuring
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disciplines starting from a domain decomposition philosophy. The framework allows for a
proper classification of experimental approaches in DS developed over the past decades.
From this starting point various methods are developed to improve the often unsatisfactory
results obtained in substructuring applications using experimental data:

e The Equivalent Multi Point Connection (EMPC) method determines the receptance
information at an interface coupling area by a measurement sequence of multiple
translational excitations measured at (a minimum of) three coupling nodes. It was
shown how a projection of these measurements on a virtual interface node, defines
the translational and rotational DoF on the interface. In this way rotational DoF
at an experimental substructure can thus be accounted for, yielding improved sub-
structuring results in a vehicle’s rear axle application carried out in this thesis. A
filtration method was also introduced, with which the local rigid body modes of an
interface are used to filter measurement errors. The filtration further improved the
coupling results.

e The Side Force Compensation (SFC) method uses a 3D impedance head to compen-
sate for side forces introduced by the shaker-stinger combination. Validation of this
method showed small improvements in FRF estimates, whereas unmeasured torques
due to inertia of the sensor itself still biased the FRFs. The Side Force Compensa-
tion (SFC) method slightly improves the substructuring analysis of a vehicle’s rear
axle.

e In this thesis an Error Propagation method is introduced, with which one can truly
quantify the uncertainty on the coupled system FRF based on the statistical prop-
erties of the uncertainties determined in the subsystem measurement. The analysis
in this thesis shows that the conditioning of the interface matrix is only partly re-
lated to errors in the total system FRF calculation. Based on the error propagation
method it could also be verified that in experimental Dynamic Substructuring “Ad-
mittance” coupling techniques is equivalent to the “Impedance” coupling techniques,
e.g. errors made in the subsystem description propagate the same into the assem-
bled system FRF. In addition it could also be shown that uncertainties only have a
small influence on the DS calculation in the vehicle Rear Axle application. This is
mainly due to the high damping of the bodywork subsystem and due to the large
stiffness transition between bodywork and driveline. In lightly damped applications,
random errors could indeed seriously affect the coupled system FRF at subsystem
eigenfrequencies, as shown in [116]. The Error Propagation method showed however
that bad coupling results obtained in vehicle applications are mainly caused by sys-
tematic errors, made in the experiment and / or in the interface coupling definition,
and not by random errors.

An improvement in experimental Dynamic Substructuring applications could be accom-
plished in this thesis. Although the results do not correspond one-to-one with the (also
erroneous) validation measurement, the analysis can be used to perform for example sen-
sitivity analysis. In the last part of this thesis, combinations between the GNP, OSI
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and DS method were made, to show the methods’ potential in vehicle design. From the
applications, the following conclusions can be drawn:

e The GNP synthesis is not significantly enhanced by using operationally identified
vehicle FRF's. Indeed, interchanging one of the nine vehicle FRF determined from
a modal measurement with an operational FRF, see chapter 4, show only little ef-
fect. Including all nine operational FRF will therefore probably not yield a much
better fit between GNP synthesis and validation measurement. This analysis there-
fore strengthens the impression that an improved mass compensation of the test
bench interface construction, including compensation of rotational inertia, is most
worthwhile improving the overall GNP synthesis results.

e The vehicle properties change during operation mainly due to changes in compo-
nent temperature. The DS analysis is used to investigate the significance of rubber
mounting temperatures in these changes. It was shown that elevated rubber tem-
perature indeed considerably reduce their own component damping and stiffness.
As a consequence the vehicle properties also change. It was found that the assem-
bled vehicle FRF at elevated temperature generally have lower overall amplitudes.
They do have a much more peaky character compared to low mounting temperature
though. The peakiness could well attract the attention of the driver in a gradual
vehicle run-up, as a human is more sensible for instationary sounds.

e The potential of experimental Dynamic Substructuring in vehicle design and opti-
mization could be illustrated by changing driveline component properties and the
design of a Tuned Mass Damper (TMD).

The efforts made in part IIT and IV in improving the results obtained with experimental
dynamic substructuring in a vehicle application lead to the following understanding:

Further improvements in this vehicle application, and probably other applica-
tions as well, require further improvements in the substructure measurement
and their coupling definitions.

Indeed the sensitivity analysis in part IV show that the numerical driveline models do
not have such a big effect that they match the difference between the assembled system
FRF and the validation measurements. Furthermore, the uncertainty propagation method
showed that random errors during subsystem measurement also do not make up for these
differences. Instead the biggest errors in this application are caused by the systematic
errors made during the subsystem and the validation measurements. Here the excitation
with a shaker and 3D impedance head most certainly caused the biggest differences in
assembled and validation FRF. Indeed, the introduced but unmeasured and uncompen-
sated torque excitation on the system during measurement yield significant errors on the
measured FRF. In future work one should, knowing from this thesis that stochastic errors
can be neglected, use an impulse hammer excitation in (sub)system measurement. One
should however keep in mind that the excitation has to be applied on a single point formed
by the driving point accelerometer.
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The “List Offener Punkte”

Although this Ph.D. project came to an end after three years of effort with the presented
methods and results, there is still a considerable amount of wishes on my “List Offener
Punkte” left.? In fact, I think I could spend an additional 2 years and 3 more M.Sc. stu-
dents to refine the developments previously issued. Inspired by the idea that other people
continue my work, I'd like to take the opportunity in this chapter to put forth ideas which
I think are interesting to investigate.

Further progress with the GNP method

The results accomplished with the GNP method could be improved by eliminating
the error sources as described on page 47. In general it would be interesting to
validate this method on a more simple experimental setup using, for example, an
electric engine with an unbalanced rotor for excitation and a metal structure, like
a beam, as the propagation path. Application to vibration sources like a vehicle’s
engine and road & wheel contact could possibly also yield better results, as they
typically require analysis in lower frequency ranges.

Further progress with the OSI method
As for the OSI method, it would be interesting to apply this principle on rotating
shafts experiencing different torque inputs. From such an analysis more understand-
ing of vibration propagation through rotating shafts could be gained. Interesting
would be to analyze, for example, the influence of angles between the driveshaft
components.

Further progress on the DS method

Improved experimental substructuring results could be obtained within this thesis
with the development of the EMPC and SFC method. Yet further improvements
should be possible. [t is felt that eventual errors in the coupled system FRF are
mainly caused by systematic errors made during subsystem measurement and cou-
pling interface definition. Unmeasured force and torque input during subsystem
measurement can for example seriously affect the FRF estimates. Instead of com-
pensating for these influences, one could also try to eliminate them by:

List Offener Punkte (LOP) is German for “To Do List”.



8.4. DESIGN OF A TUNED MASS DAMPER FOR AN OPERATING VEHICLE

e Using an impulse hammer for excitation. Indeed, as it was found that random
measurement errors had a negligible effect on the coupled system FRF, many
averages for the FRF estimate are found not to be necessary. In future mea-
surements, it is therefore recommended to experiment with the impulse hammer
which does not introduce unmeasured torque input.

e Figure 8.7 shows a costum sensor design having 3 triax accelerometers and 3D
force sensors. This sensor would allow the determination of all TDoF and RDoF
information at its connection point by successive multidirectional excitation
from an impulse hammer. The responses of the force and acceleration signals
can be projected in a least squares sense to the T- and RDoF information at
the contact interface for each individual excitation (see section 6.1.1). As the
UFO always has the same configuration, its dynamic stiffness matrix can be
determined very accurately by for example a FE analysis. Compensating for the
sensors mass using the SMC method can therefore be done in a very accurate
way.

Force &
Acc. Sensor

Apply Impulse
with Shaker

Figure 8.7: UFO.
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Appendix A. Equation of Motion

In this section the derivation of (sub)system FRFs from the basic Equation of Motion
(EoM) is briefly addressed. These FRFs form the starting point for Dynamic Substruc-
turing applications.

The Equations of Motion of a discrete/discretized dynamic system may be represented in
the physical domain by:

Mii(t) + Cu(t) + Ku(t) = £(t) (1)

Here M, C and K are the mass, damping and stiffness matrices of the structure, u
denotes its vector of degrees of freedom and f is the external force vector, respectively.
The equation is written in the time domain, denoted with (¢). In this thesis use is made
of partitions of the subsystem matrices, e.g. the mass matrix and displacement vector are
defined as:

Mn Mll u,
M| . L uEs| ],
Mkl Mkl u;

where k is the number of force DoF and [ is the number of displacement DoF'. Note that the
partitions include multiple DoF of their own, containing different directions for example.

Implicitly it is assumed that equation (1) describes a system that is linear (the mass,
damping and stiffness properties are independent of the state of the system) and time
invariant (i.e. constant parameters). This is not a necessary condition, also nonlinear and
time dependent systems can be described. Solving the system’s equations then, however,
requires techniques like time integration and iterative solvers [68].

Now the system of equations is transformed into the frequency domain, using the
Fourier transformation. For the transformation, use is made of the following transforma-
tion rules:

u(jw) = /00 w(t)e I¥tdt (2)

(jw)"u(jw) = /_oo dr;l:éﬂe_j”tdt. (3)

with j = +/—1. Application to the EoM in (1) results in
(—w?M + jwC + K) u(jw) = f(jw). (4)
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Equation (4) can be rewritten as:
Zu=f (5)

where the explicit dependance on frequency is omitted for clarity and the Dynamic Stiff-
ness matrix Z is defined:

Z =—w’M + jwC + K. (6)
Equation (5) can be rewritten as
Yf=u (7)

where Y, the inverse of the dynamic stiffness matrix Z, is the so-called receptance matrix®
of the system.

Use will be made of some specific properties of the dynamic stiffness and receptance
matrices, which will be discussed briefly. Notice that the entries of both forms are deter-
mined with different boundary conditions, i.e.

Usj .

Yy, = jT i k# (8)
J 1 fr,=0

Zi = | k) (9)
Uy ur=0

Whereas all DoF are free to move in the receptance form, all chosen DoF in the analysis

uy, fy

ug, f1

Figure 8: A two mass spring system under experimental evaluation with a receptance or dynamic
stiffness approach. It becomes clear, that the dynamic stiffness entries are dependent on the choice
of participating DoF, whereas the receptance form does not.

with dynamic stiffness are set to zero except the one for excitation. The later makes the
dynamic stiffness entries dependent on the choice of DoF, having both advantages and
disadvantages. Indeed, if the two mass-spring system is considered in figure 8, the second
mass might or might not be interesting to analyze. First assume the whole system is
analyzed. One finds for the dynamic stiffness and receptance matrix expressions:

Z Z U
11 12 1 _ fl (10)
Zor L2 u2 f2
Yii Y U
11 Yo fi] _ L (1)
Yor Yoo ) u2
31t has to be noted that the individual elements of the receptance matrix are not the arithmetic reciprocals

of the elements of the dynamic mass matrix, and vice versa, i.e. Yii # ZJCI except for the trivial case of
only one degree of freedom.
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where entry Z11 and Y7, were measured as in figure 8. Notice that uo was set to zero in
order to measure Z11, whereas us was free to move in the determination of the receptance
entry Yi1. If now node two is left out of the analysis, as we might not be interested in its
response in the dynamic analysis, new equations of the same system can be derived. For
the receptance matrix entry, because no constraints are applied to the motion of chosen
measurement points in the first place, the entire system moves in the same way during the
second measurements as well. We directly find

Yin Yo bil uy
= 12
o ]le] - 02
and therefore for the FRF between response u; and f;

E = Y11.
In summary it follows from the receptance format that the DoF that is not measured may
be dropped from the equation. For the dynamic stiffness entry we obtain a different result
though. As node 1 is now the only node for analysis, node 2 is left free to move in the
determination of the dynamic stiffness entry as well. The systems can be seen as identical
to the receptance experiment. For the dynamic stiffness in this experiment we can thus
write:

I "
(15)

and therefore we find that the FRF between measured response u; and f; in dynamic
stiffness format yields in fact

L T (16)

= Zn 12499 £21.

Ul
Hence, the measured FRF is a different from the system entry Zp; itself. The analysis has
thus shown that the receptance matrix describes system properties, that are invariant of
the chosen set of system DoF, whereas the dynamic stiffness matrix does. The analysis also
shows, that in both the receptance and dynamic stiffness format, all nodes not included
in the system description are free to move and do not exert external or boundary forces.
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Appendix B. Hypoid Gearing

The most elegant and cost effective angular gearing, which transfers the power and
motion of the driveshaft to the outgoing RAD shafts, have proven to be the spiral bevel,
or hypoid, gearsets [111]. This is due to their good adaptation to individual conditions

like axle angle, axial offset and transmission ratio. Figure 9.a shows an example of such a
tooth form.

Outer Side

Inner Side

(a)

Deviation to ideal rotating transmission

‘ / Tooth 1 / \ Tooth 2 \ Gear Angle
()

Figure 9:  (a) Hypoid gearing, example of one gear tooth. (b) shows an ease-off topology of such a
tooth. Ease-off is the purpose made deviation of the gear topology compared to the ideal rolling gear

configuration. (c¢) shows the non-constant rotating speed of the gear due to the FEase-off topology of
the gears.

Ideal hypoid gearsets should satisfy three kinematic coupling conditions for exact and
ideal rotation transmission:

e The gears require intersecting axes of rotation;
e The plane of contact of gear and pinion are identical;

e The flank surfaces of the gears are congruent.
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Although production technologies nowadays offers the possibility to produce such gearing,
use is made of ease-off topography in the design of the gearsets. An example of such a
topography is shown in figure 9.b. The diagram indicates the difference of the corrected
gear flank from the ideal hypoid gearset with exact rolling, conjugated gear properties over
the entire flank region. These artificial offsets in the design are very important in practice.
This is due to the flexibility of the gears, bearings, axes and housing of the gearbox. As the
parts deform with applied torques, the ideal kinematic coupling will be distorted. With an
ideal produced gearset, this deformation leads to unwanted impulses at the first contact
between the gears, resulting in a high gear noise excitation. A specific task for the gearset
design is therefore to create a gear topology, which keeps the gear contact smooth in the
different loading conditions. This resulted in the ease-off correction, which shapes the gear
flanks somewhat more curved, leading to a better rotation transmission at higher applied
torques.

An indication of the harmonic excitation which is produced by the non-ideal gear
topography, can be made by looking at the single flank error of the gears. Figure 9.c
shows an example of such a flank form deviation diagram. As can be seen, the ring gear
does not rotate with a constant rotation speed even if the pinion gear does. The shape
of the flank form deviation directly influences the different gear orders which are excited.
A Fourier transformation of the flank form deviation diagram of one tooth intervention
therefore gives a direct indication of the amplitude of the gear orders.*

The flexibility affecting the acoustics of gearboxes is not the only consideration which
have to be dealt with in gear construction. The production process also has a large
influence on the gearing performance. Conventional hypoid gear production consists of
the gearset generation, hardening and lapping. Apart from cutting machine errors, the
heat-treatment distortion of the gears as well as the shock removal during lapping has a
dominant influence on the actual gear topology which is produced. These distortion effects
can only be qualitatively estimates and therefore leaves a spread after production.

The production influences became less critical with the application of grinding ma-
chines to finalize the gear production. Such a grinding machine uses abrasive wheels as a
cutting device producing very fine finishes. In this way distortions due to heat treatment
and lapping errors are almost completely eliminated. As a side effect the tonality of the
excitation spectrum can however increase, due to the dominant reduction of the overall
noise level with respect to the reduction of the gear orders. This optimized production
process can therefore even reduce the comfort level of the driver, if the gear excitation and
the vehicle isolation are not matching.

In summary, hypoid gearsets in a rear axle differential are non-exactly rolling by their
design in order to optimize their performance at high torque transmission. The production
process also has a dominant influence on the actual tooth topography which is produced.
Both effects introduce gear order excitations which propagate into the total vehicle. These
vibrations are generally smaller than the total sound level, but due to their tonal character,
can still be experienced as disturbing. Design considerations in the total car are therefore
eminent.

“For a description on gear orders and their measurement the reader is referred to [8].

193



194

Appendix C. Construction of Boolean
Matrices in DS framework

This appendix illustrates the construction of the Boolean matrices B and L. To this end,
the general system shown in figure 10 is considered, this figure schematically shows the
coupling of two general substructures. Both substructures consist of 3 nodes; substructure
A has 4 degrees of freedom while substructure B holds 5 DoF. In this example, nodes 2

Figure 10:  Coupling of two arbitrary substructures to illustrate the formulation of the Boolean

matrices B and L.

and 3 of substructure A are coupled to nodes 5 and 6 of substructure B, respectively. So,
three compatibility conditions should be satisfied:

U2z = Usg
Uy = Usy (17)
U3y = UGy
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To express this condition as in equation 5.3, i.e. Bu = 0, the signed Boolean matrix B
must be constructed. The total vector of degrees of freedom w is:
T
u=[uly up Uy Usy Ut Uiy Usy Usy Ues |
The signed Boolean matrix B is now found as:

Uly U2z U2y U3y U4y U4y Usy Usy Ube
0 1 0 0 0 0 -1 0 0
B = 0 0 1 0 0 0 0 -1 0
0 0 0 1 0 0 0 0 -1

Every coupling, or equivalently, every compatibility condition, corresponds to a line in
the Boolean matrix B. Therefore, in the general case where the coupled substructures
comprise n degrees of freedom of which m are coupled interface DoF, the matrix B has
size m-by-n. In this example, n = 9 and m = 3; the size of B is 3-by-9. It can easily
be seen that the condition Bu = 0 is equivalent to the three compatibility equations in
equation (17).

From this signed Boolean matrix, the Boolean localization matrix L is found by com-
puting the nullspace. In this example, this gives:

1000 0 0]
000100
0000710
00000 1

L=l01000 0
001000
000100
0000T10
(00000 1]

The set of unique interface DoF that is chosen for this example is found as:’

T
q= [ Uly Uqy U4y Usz Usy uﬁz]

Indeed, the Boolean matrix L transforms this unique set of degrees of freedom to the total
set of DoF":

" wy, ] [1 0000 0]
Usy = Usy 000100/, -
Usy = Uy 0000710 uly
Ugy = Usy 000001 u“
u=Lqg= Uy =1010000 4
Uy 001 000]|]["
Us 00010 0]|]["“
Usy 00001 0]fFL"s-
. ue, | LO O OO O 1]

5the interface DoF of substructure B are retained.
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In addition, the Boolean localization matrix L describes the force equilibrium naturally
as well:

o -
10000000 O07] 9 0
000010000 §2y 0

3z

[Tg_ |0 00001000 o 0 0
0100007100 0 920 + G50
0010000T10 g2y + G5y
(00010000 1| gzx | 930 + G

Y
L 96z

In order to satisfy the equilibrium condition, the connection forces on dual degrees of
freedom must thus sum to zero.

Finally, it should be noted that there is another way to obtain the matrix L from B.
To this end, partitioning of the global set of DoF into sets of unique (u,,) and redundant
coordinates (u,) is required. The unique coordinates are all the internal DoF plus one
set of interface DoF. The redundant coordinates are formed by the dual interface DoF.
Partitioning equation 17 then gives:

From this partitioned equation, it is clear that the redundant DoF can be found from the
unique DoF' as:

-1
u, = —B By

Since the Boolean localization matrix L builds the set of global DoF from a set of unique
DoF (i.e. w = Lq), one finds L directly from the partitioned compatibility equation:

u I
o= ae, | )
In this example, this gives:

U2y U2y U3y Uly Udy Udy Usy Usy Uee
1 0 0 0 0 0 -1 0 0
B = 0 1 0 0 0 0 0 -1 0
0 0 1 0 0 0 0 0 -1
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Computing the Boolean localization matrix from equation (18) then gives:

00010 0]
0000710
0000GO0 1
100000
L=l0100 0 0
001000
000100
0000T10
(00000 1]

It can easily be verified that this is indeed equal to the nullspace of the partitioned B
matrix.

Appendix D. Extracting Statistical
Moments from Time Data

In this appendix it will be shown how the mean value and standard deviation of measured
force and acceleration time signals can be calculated. These statistical moments serve as
input in the uncertainty propagation analysis in section 6.3.2. It will also be shown that the
calculations for the moments is invariant with the order of transformation into frequency
domain. However, since the FFT transformation is computationally very efficient, it is
proposed to determine the statistic properties in frequency domain.

Mean Values

Assume that a time signal z(¢), corresponding to measurement channel ¢, is measured with
a certain sample frequency and block size. The total number of blocks is designated by N,
and the block size is N;. The total time set can then be reshaped in a matrix form where
all time blocks are assembled with matching samples on the second dimension, i.e. the
time signal is written in a matrix of dimension N, x Ns. The mean value for all samples
can then be calculated by taking the mean value of every column, e.g.

1 b ()
Ty’ = E Tp-
Nb b—1 b ( )

Here b is the running variable over the measurement blocks, s is the running variable
over the samples and superscripted bar, for instance Z, denotes an average value of that
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variable. Notice that, in order to avoid ambiguous notation, this notation is different
from the notation used elsewhere in this thesis. The result of the averaging operation is
an array of length Ny corresponding to the time block average signal from channel ¢ as
z(0) = {x&c) .. azg\c,z]

This concept can be generalized to any number of signals by assembling them in a matrix
with dimension N, x Ny, where N, denotes the total number of measured signals. In such
case one can define a set of time block averaged signals for each sample (or frequency) as

= [a" .. wmw]T

Transformation of the obtained averaged time sample to the frequency domain using the
DFT transform [120] yields:

- 2 2mi
X0 = 20N gl Nk (20)

Where k denotes a frequency line with values K = 0,..., Ng — 1. The spectrum has to
be multiplied by a factor 2, as the negative frequencies are dropped. In addition, the
spectrum is normalized by the factor 1/N;. Now combining the first two expressions, an
estimate on the frequency line averages is obtained:

© 1 Ny ©) i Ns—1 N,
X, N Z <N;;,b§xs”’> NNb SZ% bzlx — sk, (21)

The DFT can of course also be applied to the individual time blocks first and averaged
afterwards. This calculation order in fact gives the same result, as will be shown next.
First the time samples of all blocks are transformed to the frequency domain, yielding

(0 _ 2 NZ‘H ()%

c c) —=7t gk

Xk,b == E xS’be N ® . (22)
s=0

Then, taking the averages of the N} spectra

Ny

X\ = Z (23)

L

Combining both expressions gives:

@ 1 Ny Ny Ns—1 2t
X sz( Z“’S"e ) O DD DR 24)

b=1 s=0

As can be seen, equations (24) and (21) are equal, indicating that the order of averaging
and transforming to the frequency is arbitrary. Since the Fourier transform is linear and
the mean is calculated in a linear fashion, this indeed makes sense.
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Standard Deviations

The calculation of the standard deviation will be evaluated next. It will be shown, that
the order of averaging and Fourier transformation is invariant for the standard deviation
as well. The standard deviation on the samples of a signal ¢, over the total number of

time blocks Ny, is denoted by Az and can be calculated as [120]:

Aaf) = [ 5 (29 - 29) (25)

If one is now interested in the resulting standard deviation of the frequency lines, one
cannot simply insert the standard deviations (25) in the expression for the Fourier trans-
form. Since in this case the Fourier transform is a function depending on the variables
with a given uncertainty, the uncertainty propagation theory as set out in section 6.3.1
should be used instead. From equation (6.34), the expression for the second moment of
the frequency lines is found as:

Ax© = |2 Nf (Ax(c)e—%sk)Q (26)
k. N2 S ‘ )
S s=0

where it is assumed that there is no relevant cross correlation between the samples within
a measurement block. Combining both equations then gives:

2

(© = 14/ (0 ~©\2| —2ma
ax =\ xe Z N (a4 —al) ) e (27)
b=1

Through elimination of the “lowest” square and square root this can be rewritten as:

(© ~ A [ (@ ~@\2) ik
AXy = N?Z sz<$ab x) ¢ (28)

(c)

Inserting the expression for the average Zs ', as found in equation (19), and rearranging
then gives:

(© gl 1 ()2 dxi
c c — =t sk
AXe = N2Nb > Z( Nb;%b> e N (29)

s=0 b=1

The order of averaging and Fourier transformation is now reversed. In this case the time
blocks are first transformed to the frequency domain using the expression for the DFT:

X\ = Z (e ok (30)
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Then the standard deviations on the N, frequency spectra are calculated:

Ax@_ |1 &L @ 5@)? ”
‘ —\Nbe;( 9 -x) (31)

Combining both equations gives:

1 Nb NS 1 27 ?
AX( = \ % (( Z x;ew’“> - X,@) (32)

Inserting the expression for the mean X}, as found in equation (24), then gives:

Ny /Ns—1

2
R Ira—.

This can be written as:

Np Ns—1

Axy = \ N2Nb Z > (el —at )26_%Sk’ 39

s=0

if one assumes there is no cross correlation between frequency lines. Note that this equation
is equal to equation (29), indicating that the order of the operations is arbitrary. However,
from a practical point of view it is far more efficient to take the last approach, i.e. first FFT
all spectra and then calculate the standard deviation. This avoids the need to program
the expression for the uncertainty propagation through the FFT function and use can
be made of computationally efficient built-in algorithms for the calculation of the FFT
spectra and standard deviations.





