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1
Introduction

1.1. Evolution
WE, i.e., humans are a very special creation of nature. We are so special that it
took billions of years of evolution to get us to our present state. Since this is a
scientific document, let’s not be vague. Let’s throw in some numbers to put things
into perspective. The ages of stars can be estimated by measuring the abundance of
radioactive elements like thorium-232 and uranium-238. This technique of measuring
the age of stars and the universe as a whole is called nucleocosmochronology. This
scientific study estimates the age of our galaxy, the ”Milky Way”, to be about 13.51
billion years old[12]. However, our own solar system is only 4.571 billion years old,
and our ”home”, the Earth, is about 4.543 billion years old, but we humans have been
around for only 250,000 years[13]. To make sense of this timeline, imagine that the
”Milky Way” is only one year old. Then our ”Earth” is only about four months old, and
we humans have been here for a mere ten minutes. We have evolved tremendously
through out this time so much so that we are a force to be reckoned with. We have
changed our environments to fit and serve our purpose, and we have been able to
reach this far because of our knack for collective learning; preserving information and
then sharing it with one another. This has continued for generations helping us to
create new forms of complexity. So, ”INFORMATION” is very important and plays a
crucial role in what we are today.

One of the most successful and necessary inventions in the modern era has been
the development of cellular communication technologies. Starting with the telegraph
and evolving into pagers and mobile telephones, the world of communication is not
what it used to be a couple of decades ago. We have moved from a 2G Global System
for Mobile(GSM) to 4G Long Term Evolution-Advanced(LTE-A) system. The motivation
is managing more bandwidth while experiencing lower latency. In other words, this
means having the capacity to transfer large amounts of data without negligible delays.

While 2G revolutionized digital mobile voice communication, the later variants 3G
and LTE-A systems are aimed at providing faster download speed and for making
real-time video calls. The data rate has gone up from 64 kbps in 2G to 2 Mbps in
3G to 50-100 Mbps in 4G[14]. Our inherent need is for more and more amounts of
data/information combined with the massive world population calls for mobile net-
works with huge amounts of data. This is promised by the 5G and Beyond (B5G)

1



2 1. Introduction

mobile networks that can provide very high throughputs per device(≈ multiple Gbps)
and higher per area efficiency(bps/km ). It is estimated that, by 2020, about 50 bil-
lion devices will be connected to the IP network [14] and that about 50 petabytes of
monthly data traffic will be used in 2021 in smartphones. This is about 12 times as
much traffic as in 2016[15].

1.2. Technical Objectives for 5G
The next generation of mobile wireless networks, the so-called 5 Generation (5G), is
currently under construction, which intends to offer a factor 1000x increase in wireless
data handling capacity.

This 1000x increase in data traffic can be achieved by future 5G networks employ-
ing three independent mechanisms [14]: First, adopting more (smaller) base-stations
within an existing wireless cell (e.g., 56x as many), effectively transferring from a
few macro-cells to many small-cells, demands “high integration” of the transceiver.
Second, designating (e.g., 3x) more spectral bandwidth through carrier aggregation
demands “new architectures” for the transceiver. Third, adopting spatial-division sig-
naling avoids generating interference and boosts the necessary number of transceivers
along with their antennas for a wireless node; e.g., using a 6x multi-input/multi-output
(MIMO) configuration [15], [16]. MIMO demands the use of “digitalization and signal
processing (DSP)” techniques for the transceivers. Combined, these three mecha-
nisms can facilitate a more than 1000x increase in data capacity in the low GHz range
(up to 6GHz) while providing connections that are more robust and shorter response
times at a lower energy consumption.

Being Electrical Engineers working on designing transmitters, we will only look into
the design of transmitters from now on and motivate the design of high frequency
power amplifiers in spite of several challenges associated to it. Also we will dive a bit
into SOI technology and outline it’s several features.

1.3. Motivation for mm-wave Design
According to the Shannon-Hartley theorem, the channel capacity is directly propor-
tional to the channel bandwidth given that the signal power is bounded and that the
noise has a Gaussian power-spectral density. Thus, it makes sense that, in order to
meet the ever-increasing data needs of the ever so increasing world population, mod-
ern day communication systems are moving into Super High Frequency (SHF) and
Extremely High Frequency (EHF) bands. According to IEEE standards, SHF includes
S, C, X, 𝐾 and K band while EHF includes 𝐾 , V, W and mm/G bands [17].

In the USA, the Federal Communications Commission(FCC) has allocated 27.5-
28.35GHz and 37-40GHz for 5G. The above mentioned spectrum is licensed while a
7GHz unlicensed spectrum is available from 64-71GHz. Similarly, South Korea has
made 27.5-28.35GHz and 37.5-40GHz band for 5G communication. Japan intends to
use 27.5-29.5GHz while China has reserved 24.25-27.5GHz and 27.5-29.5GHz for 5G
systems [15]. According to [18], the frequency spectrums under consideration for
future 5G systems in Europe are:

• 24.25-27.5 GHz
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• 40-43.5 GHz

• 66-71 GHz

Due to the higher path losses involved at these frequencies, communication will
be limited to indoor hotspots and outdoor small cells. This means that we will need
a large number of cells, which is beneficial as it enables frequency reuse and limits
interference over a limited region. This also relaxes the linearity requirements of
the transceiver as the path losses isolate one transceiver from another. Thus, this
leaves us with certain room for innovation in the direction of high efficiency transceiver
designs. In this work, a novel technique is investigated that can provide high efficiency
operation even when operating in the 30GHz frequency band where the Power Gain
(𝐺 ) of the transistor is highly compromised. Also, mm-wave frequencies enable the
design of on-chip passive components due to the small wavelengths involved in these
frequencies. As a result, we can have a fully integrated transceiver that will bring
down the cost of implementing 5G systems. Figure 1.1 summarizes the fundamental
aspects of 5G wireless communication system.

Figure 1.1: Specifications of 5G

The craze for high frequency mm-wave design is here to stay for a while because of
its use in automotive radar which is gaining popularity as most automobile manufac-
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turers turn to the lucrative market of driver assistance systems and self-driving cars.
mm-wave radars provide better range resolution and accuracy due to their smaller
wavelengths.

1.4. Silicon-On-Insulator (SOI)
As the name suggests, SOI is a variant of the popular bulk CMOS technology. SOI
technology consists of an added layer of Oxide that separates the body/bulk from the
active area. This way, the parasitic source and drain capacitances can be drastically
reduced. This was the major motivation for us to design in SOI technology. 22FDX
(22nm Fully Depleted Silicon On Insulator (FDSOI) technology) has been recently
launched by GlobalFoundries. Although SOI has been available for a long time, it was
partially depleted SOI that suffered from a few problems like the ’Pass-Gate’ leakage
[19], history effect due to S/D coupling [20], and extra noise margin. However, with
the advent of FDSOI, these issues have been resolved. FDSOI was designed to provide
FinFET like performance at 28nm die cost [21]. Also, since FDSOI provides different
flexibilities in terms of devices with different threshold voltages and the possibility of
static/dynamic back-biasing, they can be used for both high performance and low-
power designs. The emerging technologies like IoT and 5G RF systems can take
advantage of these flexibilities. The forward body biasing(FBB) and reverse body
biasing(RBB) mechanisms allow playing with the threshold voltage of the devices in
order to have an extended range of operation. For GlobalFoundries, the maximum
voltage can be as high as +2/-2 depending on whether FBB or RBB is desired and the
type of device NMOS or PMOS. Also, unlike bulk CMOS devices, the range of FBB is
not limited by latch-up [21].

All electrical paths between the source and the drain is confined to the narrow
region under the gate which ensures better electrostatic control of the channel. This
ensures a significant improvement in sub-threshold behaviour and drain-induced bar-
rier lowering(DIBL). At the transistor level, this ensures lower threshold voltage and
higher speed. Unlike bulk CMOS, FDSOI does not need any doping or pocket implants
in the channel to control the threshold voltage or for better electrostatic control. This
ensures superior mismatch as the random dopant fluctuation can be avoided[22].

GlobalFoundries also provides MOS devices in conventional wells and in Flipped
wells. A conventional well is when an NMOS is placed in a P-well. These models have
regular 𝑉 . The Flipped well models have an NMOS in an N-well. These models are
again available in two different models, i.e., a low 𝑉 model and a super-low 𝑉 model.

1.5. Thesis Contribution
Figure 1.2 illustrates a conventional IQ wireless transmitter. This work focuses on the
implementation of the in-phase and quadrature phase LO generation, the mixer and
the power amplifier. A wideband ”Supply Interpolating” transmitter with two ampli-
fier branches has been implemented in this work. The 𝑀𝑎𝑖𝑛 branch works in the 8dB
power back-off (PBO) region while the 𝑃𝑒𝑎𝑘 is operational in the high power region. A
peak output power of 18.4dBm has been generated. The control signal to switch be-
tween the two branches has been generated as well. An IM3 of 25dB can be achieved
both at peak output power and at 8dB power back-off. A two-stage polyphase filter
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has been implemented to generate the IQ LO signal. An image rejection ratio (IRR)
> 32dB has been achieved at 30GHz. IRR better than 30dB can be achieved from 26-
33GHz. A passive mixer has been used in this work to upconvert the baseband signal
to the LO frequency. The amplifier branches, the passive mixer, and the polyphase
filter have been laid out. Passives like a center-tapped inductor and the output balun
have also been laid out too, EM simulations have been performed to determine their
characteristics. Post layout simulation results have been provided in the final chapter.
Peak power-added-efficiency (PAE) of 22% has been achieved with 15% PAE at 8.6dB
PBO. Supply interpolation enhances the PAE by more than 12% at PBO compared to
a conventional PA without any efficiency enhancement scheme.

Figure 1.2: Block diagram of a conventional Cartesian wireless
transmitter

1.6. Outline
In Chapter 2, the prior art in high output power(18-20dBm) will be discussed. Focus
will be put on mm-wave high frequency power amplifier designs. This will be followed
with a discussion about the various high efficiency techniques and the problems posed
by 5G systems that make them unusable.

In Chapter 3, Supply Interpolation will be presented, and we will follow it up with
the design choices that we made in order to arrive at our final design.

Chapter 4 will provide a peek into the layout along with a discussion about the
important parameters to be taken care of in the layout of mm-wave systems. Chapter
5 presents the post-layout simulation results.

A summary of this work along with recommendations for future research efforts
will be provided in Chapter 6.





2
Literature Survey of mm-wave Power

Amplifiers

Before we dive into the details of various power amplifiers, it is apt to provide an
overview of power amplifiers. A power amplifier (PA) is almost the last stage of any
transmitter (TX) that generates desired output power while being energy efficient and
reliable. This means that the DC power consumption needs to be reduced. There is
no problem in reducing the DC power consumption; in fact, a reduced supply will
ensure that the devices will not breakdown and thus leads to a reliable operation.
Another criteria that is highly desired from a PA is the ability to accurately replicate
the input signal at the output with some constant gain. Simply stated, this means
that the spectral purity of the entire system cannot be compromised. However, power
amplifiers are also expected to provide high output power, sometimes in the order
of watts. For this work, more than 18dBm of output power (≈ 65𝑚𝑊) is required.
That is where the problem lies. It is not possible to drastically reduce the DC power
as that also leads to less output power. One solution would be to design a super
efficient amplifier that generates output power almost of the same order as its DC
power consumption. There are switching amplifiers like Class-D, E, F and S [23] that
can provide very high efficiencies. However, the problem is that the output signal is
not linear. Linearity is also very essential as we cannot cause any interference with
the adjacent channels and, as a result, transmitting signals in other neighbouring
frequency channels is forbidden. The linearity of a system is used to quantify the
amount of power being spilled on to the adjacent channels.

A proper design of power amplifier has to take care of all of the above mentioned
issues. The design becomes more difficult when migrating to newer technology nodes.
The higher technology nodes cannot withstand very high voltages and are more prone
to non-idealities like short-channel effects, drain induced barrier lowering (DIBL), and
velocity saturation which hampers the performance of MOS devices. Also, another
issue when working in the mm-wave domain is the reduced power-gain (𝐺 ) of the
devices. Switching amplifiers are not feasible as we cannot generate a proper switch-
ing signal at such high frequencies. Simulation shows that an ideal Class-E amplifier,
when working with an ideal switching signal can provide efficiencies >90%, but when
we replace the perfect switching signal with a sinusoid the efficiency drops to about

7
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70% which means that it is working as a Class-B amplifier (Figure 3.13b). As is evi-
dent, the switching behaviour is solely dependent on the driving signal.

A power amplifier design needs a multi-dimensional balance of different design
parameters like power-gain, knee voltage, on-chip passives, and matching network
efficiency. Even the interconnects become essential and can deteriorate the perfor-
mance at mm-wave frequencies.

2.1. Basics
As already mentioned, a power amplifier is not a small signal system. However, one
needs to take care of both large signal and small signal parameters during its design.
The large signal parameters include the power-added efficiency, drain efficiency, sat-
urated output power, -1dB compression point, power gain, and input and output third
order intercept points(𝐼𝐼𝑃 & 𝑂𝐼𝑃 ). On the other hand, the small signal parameters
like the S-parameters that are essential for providing proper matching also needs to
be considered. Return losses are measured using 𝑆 & 𝑆 . -3dB bandwidth and
stability factors are also important small-signal parameters. Rollett stability factor(K)
along with |△| are used to determine if the amplifier is unconditionally stable. Another
often used parameter to judge stability is 𝜇. More detailed descriptions about these
parameters have been provided in Section 3.3.3.

Due to device reliability issues, a single-transistor stage is not suitable for gen-
erating 18-20dBm output power. Hence, a cascode structure or power combining
network at the output is generally used. However, this affects the overall efficiency of
the system. The required output power cannot be delivered by having a larger tran-
sistor and burning more DC power. The PA needs to ”see” the proper load (𝑅 ) to
deliver the maximum RF output power by maximizing the output voltage and current
swings. This is called maximum power matching. A detailed explanation is provided
later in Section 3.3.4. The load (𝑅 ) is usually 50Ω, so 𝑅 needs to be transformed to
𝑅 . This impedance transformation ratio (𝑚 = ) is also critical because it sets an

upper limit to PAE. For a simple L-type matching network, assuming that the Q-factor
of the capacitor (𝑄 ) is much larger than that of the inductor (𝑄 ), insertion loss (IL)
is given by [24] :-

𝐼𝐿 = 1 + √𝑚 − 1𝑄 (2.1)

[25] states that the impedance transformation ratio 𝑚 < 5 is necessary to limit IL,
in order to guarantee proper RF output power along with a decent PAE.

2.2. Prior-art in mm-wave Power Amplifiers
Some of the previous works, focusing on 5G applications are reviewed in this section.
We will also take a look at a couple of other amplifier designs in the V (40-75 GHz)
band.

2.2.1. Without Efficiency Enhancement
A couple of the most recent power amplifier designs for 5G applications are [1] & [2].
In [1], a 28GHz PA was designed for Phased Arrays in 28nm bulk CMOS. A two stage
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design in which the Driver Amplifier (DA) is half the size of the output Power Amplifier
(PA) has been implemented. The DA also has twice the bias current density of the PA.
This has been done to ensure that the DA can drive the PA into compression. Figure 2.1
shows the two-stage amplifier schematic used in this work. Inductive degeneration
has been employed in the output stage so as to broaden the inter-stage-matching
bandwidth. This in turn also reduces distortion. Degeneration reduces the gain of the
transistor and hence the linear range is increased. In this case, inductive degeneration
pushes the 𝑃 point to higher input power level, but the efficiency at power back-off
(PBO) is enhanced [5]. Metal trace lines connecting the sources to the ground plane
have been used to implement the degeneration inductor. This helps to reduce the
chip area as another passive is not required. However, the drawback is that, without
proper design, the losses incurred in the metal traces may be higher than what would
take place in a proper inductor. This is because the Q factor of the metal trace based
inductor will most definitely be much less than that of an actual inductor, but the fact
that routing also becomes a bit difficult when an actual inductor is used might be
able to justify the use of a metal trace based degeneration inductor. Sub-threshold
biasing has been used to enhance efficiency and linearity. The motivation for using
subthreshold region is elaborated further.

In the weak inversion or subthreshold region, highest transconductance (𝑔 ) can
be achieved for a given amount of current. The transconductance efficiency ( ) is
largest for subthreshold region of operation whereas the transconductance efficiency
is poor in strong inversion. This can be demonstrated with the help of the following
equations [26]

𝐼 , = 𝐼 . 𝑒𝑥𝑝(
𝑉 − 𝑉
𝑛 . 𝑉 ) . (1 − 𝑒𝑥𝑝(−𝑉𝑉 )) . (1 + 𝜆 . 𝑉 )

𝐼 = 𝜇 . 𝐶 . 𝑊𝐿 . (𝑛 − 1) . 𝑉 , 𝑤ℎ𝑒𝑟𝑒 𝑉 𝑖𝑠

𝑉 = 𝑘𝑇
𝑞

(2.2)

where 𝑉 is the thermal voltage, k is the Boltzmann constant, T is the absolute tem-
perature and q is the electric charge of an electron. n is the subthreshold swing
coefficient, also known as the body effect coefficent [27]. n is defined by [27]

𝑛 = 1 + 3𝑡
𝑊 (2.3)

where 𝑊 is the maximum depletion layer width and 𝑡 is the gate oxide thickness.
Since 𝑉 is usually much higher than 𝑉 which is usually about 25.85mV at 300K, the
third exponential term in Eqn. (2.2) can be ignored. In first order approximation, the
channel length modulation can be ignored as well. As a result, the drain current in
subthreshold (Eqn. 2.2) can be simply expressed as

𝐼 , = 𝐼 . 𝑒𝑥𝑝(
𝑉 − 𝑉
𝑛 . 𝑉 ) (2.4)
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The 𝑔 in the subthreshold region of operation is then purely a function of the drain
current as given by

𝑔 = 𝐼
𝑛 . 𝑉 (2.5)

Higher transconductance efficiency that is available in the subthreshold region has
been utilized to design an efficient and linear transmitter in [1].

The output power (𝑃 ) is not too high. 𝑃 of 15.3dBm has been obtained with a
1.1V supply. With 64-QAM OFDM signal and 250MHz RF Bandwidth (RFBW), an EVM
of -25dB has been achieved. The EVM was measured at almost 10dB power back-off
(PBO). Peak PAE of 36.6% has been achieved but the PAE is only 9% at 10dB PBO.

Figure 2.1: Two stage amplifier adapted from [1]

In [2], a PA capable of handling a RFBW of 800MHz (which is more in line with
the 5G requirements) has been proposed. This work has been implemented in 40-nm
CMOS. In this work, a 4-bit gain control (9dB range) for phased-array operation has
been presented. Figure 2.2 shows the schematic of the three stage power amplifier. A
transformer based matching network with dual-resonance has been used to achieve
wideband linearity. Out of the three stages, only the first stage is a Variable Gain
amplifier (VGA). The first stage consists of a current steering VGA. 4-bit thermometer
code is used to control the gain. The remaining two stages are single-transistor stages
with capacitive neutralization. In this paper, a 𝑃 = 15.1𝑑𝐵𝑚 with a PAE of 33.7%
for a 64QAM OFDM signal has been reported. A RFBW of 800MHz that consists of
an 8-component-carrier (8CC), each 90MHz wide with a 10MHz wide guard band has
been employed. The 𝑃 of 6.7dBm with a PAE of 11% has been achieved with
an EVM of -25dB. The drawback is that many passives have been used, however,
this is unavoidable when using multiple stages at mm-wave. Inter-stage matching is
essential to ensure power operation by minimizing the loss in signal power. The price
paid is the increase in chip area. The peak output power is only 15dBm even after
using a three stage PA. This is 3dBm less than what we can generate in this work.

Another work in the 5G domain [28] uses Class-J PA to deliver 16.2dBm output
power with a PAE of 39%. In this design, 28-nm FDSOI CMOS technology has been
used. Post-layout simulation results have been provided in the paper. The only notable
thing is that it is a single-ended design and thus lacks the advantages provided by
a full/pseudo differential design. No results for the EVM of the system has been
mentioned in the paper.

Figure 2.3 shows the schematic of a Class-J PA for 5G applications presented in [3].
A cascode topology has been implemented that can generate more than 18dBm peak
output power at 27, 28, and 29GHz. The corresponding peak PAEs are 33.8%, 35.3%
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Figure 2.2: Three stage amplifier along with a cascode VGA
used in [2]

and 34.7%. The PAE at 7dB PBO is only about 9%, except for the 29GHz band in which
a PAE of 11.3% has been achieved. The technology used is 120-nm SiGe BiCMOS. No
information has been provided about the type of signal used for measurement and
also the RFBW and EVM informations are missing. The design is single ended in nature
and, hence, is more error prone. It is sensitive to noise and common mode signals.
The output matching network has been tuned to provide close to ideal impedance
at the fundamental and the 3 harmonic. The 2 harmonic impedance was not
optimized as a more extensive matching network would have then been necessary.
This would have led to a larger chip area and also considerable losses. Due to the
above reasons, Class-J PAs are still not a popular choice.

A full Digital Power Amplifier (DPA) has been presented in [4], in which a 6-bit
DPA has been designed in 28-nm CMOS. The 60GHz stacked Class-E PA can support a
25Gb/s signal while being linear (EVM < −26dB). Figure 2.4 shows the schematic of
the stacked gate-controlled DPA implemented in [4]. A series resistor has been added
to the final inverter stage in order to ensure that the resultant RC cut-off frequency is
well above the modulation bandwidth but is sufficiently less than the carrier frequency
of 60GHz. This DPA can support a wide range of modulation signals from QPSK to
64-QAM, and measurement results have been presented for each of these signals.
Measured EVM is about -26dB for a 64QAM signal with a RFBW of 4GHz. This is more
than enough to support very high speed 5G systems. However, the main focus of this
work is 802.11ay PAN standard [29]. As a result, the peak 𝑃 requirement is different
(much less). A peak 𝑃 of only 6.9dBm has been achieved for a QPSK signal while
it is only 0.6dBm for a 64QAM signal. A pattern-dependent DPD has been used in
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Figure 2.3: Single stage amplifier operating in Class-J used in
[3]

this design to meet the stringent linearity requirements. The pattern-dependent DPD
alleviates the problems of memory effect and bandwidth limitation in the up and down
converters. Such a DPD also minimizes the adverse effect of delay mismatch in the
amplitude and phase paths. However, the signal bandwidth needs to be sufficiently
high if DPD is implemented. This would complicate the design in a 5G system as both
high output power and linearity is required. The stacked structure also provides a
shielding action and hence there is less leakage to the output.

A high efficiency linear PA has been implemented for 5G systems in [5]. A two
stage CS PA with inductive degeneration has been used here. About 18dBm of output
power has been reported with peak PAE% of 41.5%. A parallel power combiner has
been used at the output. AM-PM distortion has been plotted against different bias
voltages to determine the optimum bias voltage. However, [5] states that the optimum
bias point found using this method does not provide optimal performance in terms of
efficiency and output power. Thus, different bias points were chosen for the DA and
the PA in order to simultaneously optimize AM-PM distortion, efficiency, and output
power. A 64-QAM signal with RFBW of 1GHz has been measured to provide an EVM of
-25dB. An output power of 8.4dBm with a PAE of 8.8% can be obtained at this EVM.
Figure 2.5 illustrates the amplifier schematic presented in [5]. Metal traces have been
used to implement the degeneration inductors. This helps in saving chip area and
also manages to utilize the metal traces to the designer’s advantage.

Discussion
• The Class-J based PA proposed in [28] and [3] have not been considered in this
work because of their single-ended nature. It is susceptible to common mode
errors, ground bounce, and other noise sources. This is the reason why a push-
pull amplifier has been used in this thesis. Also, for Class-J amplifiers, proper
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Figure 2.4: Stacked gate-controlled Class-E DPA used in [4]

Figure 2.5: Differential CS pair with inductive degeneration
used in [5]

impedance needs to be provided to the higher harmonics like the 2 and 3 .
The matching network becomes extremely complicated and hence more losses
are incurred in such a scenario. The use of transmission lines also occupies a
lot of chip area.

• The work demonstrated in [4] promises to provide error-free operation even at
data speeds > 20𝐺𝑏/𝑠. A stacked Class-E DPA has been implemented. The
gate of the CG transistor has been used for amplitude modulation by controlling
it digitally. Measurement results have been provided for both continuous wave
signals and for modulation signals. The system is capable of handling large
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RFBW of the order of 4GHz (64-QAM signal has been used so each symbol
consists of 6bits. Hence, 24/6 𝐺𝑏/𝑠 = 4 𝐺𝑆𝑦𝑚𝑏𝑜𝑙𝑠/𝑠). However, the system
only provides a saturated output power of about 7dBm. Output power in the
order of 18dBm is necessary for 5G systems. So, this architecture in its present
state does not satisfy all the specifications of a 5G system.

• [5] is based on the designs proposed in [1] & [2]. Both the EVM and RFBW
specifications for 5G systems have been accomplished. The use of inductive
degeneration leads to a more linear system and helps to meet the EVM speci-
fications. The use of metal traces to implement the degeneration inductor also
saves a lot of chip area and simplifies the routing. This design technique has
been adopted in this thesis work with slight modifications. The metal traces
connecting the source of the PA to the ground line has inductive properties at
mm-wave frequencies. Hence, the linearity of the PA will be slightly enhanced
in post-layout simulations. This is obtained without much design effort albeit at
the cost of output power and less gain. A detailed description about the layout
of this thesis work has been provided in a later chapter.

• PA designs proposed in [1] & [2] are more inline with the 5G specifications.
A two-stage and three-stage PA has been proposed in these works. Due to its
simplicity, this architecture is able to handle large RFBWs and also delivers about
10% PAE at PBO. This is in accordance with some of the other works in the mm-
wave regime. The output power is slightly on the low side. So, in this thesis
work, attention has been paid to ensure that peak output power of > 18 𝑑𝐵𝑚
can be achieved. The PAE at PBO has been optimized in this thesis with the help
of a novel technique.

2.2.2. With Efficiency Enhancement
Most base stations employ some form of advanced architechture like Doherty, out-
phasing, or Envelope Tracking (ET) in order to tackle the high PAPR values associated
with modern day communication standards but, with the demand for larger band-
width on the rise, all of these techniques lose their charm. However, some of these
published works both in the sub-mm-wave and mm-wave regime have been reviewed
in this section. Layout schemes proposed in a couple of the works elaborated below
have been used in our own design. Lastly, a motivation for the present thesis has
been provided.

[30] briefly states some of the techniques used to generate high efficiencies at
power back-off. In [31], ET was used to generate more than 43% PAE with an aver-
age output power of about 24dBm for WiMAX/3GPP LTE transmitters. A self-biased
cascode PA has been used. It has been shown that self-biased cascode SiGe PA leads
to lesser on-resistance (𝑅 ) than a constant-biased cascode PA. A linear Op-Amp
with a Class-AB output stage has been used to design the envelope modulator, but
this system is only capable of handling a RFBW of only 5MHz. This work has been
demonstrated in 0.35𝜇m SiGe BiCMOS technology as such a system is not capable of
handling large RFBW.

A GaN PA has been reported in [32] for 5G applications that can achieve peak
𝑃 = 34𝑑𝐵𝑚 with a PAE of 30% at 𝑃 and a peak PAE of 38.7%. Dynamic supply



2.2. Prior-art in mm-wave Power Amplifiers 15

modulation is used here to achieve higher PAE. This system is capable of handling
a maximum RFBW of 20MHz. Using 0.25𝜇𝑚 GaN/SiC HEMT technology, Watt-level
linear output power has been achieved. This technology is a not a good choice for 5G
applications as the maximum reported 𝐹 for this technology is 27GHz [32].

A novel three-bit supply modulator with Digital Predistortion (DPD) that also em-
ploys ET has been proposed in [6] to achieve a total system efficiency of 23.9%.
Peak 𝑃 of 44.5dBm has been reported . The eight voltage levels provide a better
resolution than having multilevel voltage sources. This design performs better than
[31] as it does not require the use of a less efficient linear Op-Amp in the envelope
modulator. Thus the overall system efficiency is improved. Here, the RFBW is limited
to 10MHz which is standard for LTE signals. Figure 2.6 shows the multilevel cascaded
power-DAC used in [6]. The power-DAC is called so as it converts the digital bitstream
directly to analog output power. The DC voltage levels connected to each half bridge
converter has been scaled by 2. As a result, 𝑉 = , 𝑉 = and so on.

Figure 2.6: Cascaded multilevel power-DAC used in [6]

By controlling the value of the bits, the output voltage can be controlled. This can
be expressed by [6]

𝑉 =∑𝑏 𝑉2 + 𝑉 (2.6)

In the absence of an offset voltage, the dynamic bias needs to provide a voltage swing
of 0-48V. In order to prevent the degradation in RF power efficiency, the voltage swing
of the dynamic bias has been reduced to about 42V thus an offset voltage of 6V has
been used in this design. The voltage swing of the power-DAC is between 𝑉 and 𝑉 ,
where 𝑉 is given by [6]

𝑉 = 𝑉 (1 − 1
2 ) + 𝑉 (2.7)

In this proposed design, the switching frequency of the 𝑖 cell is given by [6]

𝑓 = 2 𝑓 (2.8)

where 𝑓 is the input signal frequency and 𝑖 = 1 for the MSB and 𝑖 = 𝑁 for the LSB
cell. Thus the losses incurred due to switching have been minimized as the faster
switching devices are connected to progressively lower DC voltages.
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An all-digital RF transmitter in 40-nm CMOS has been presented in [7]. Because
of the rise in RFBW for high speed operation, a direct quadrature architecture has
been used in this transmitter. Thus, a power hungry CORDIC system is not required.
Also, a 2D Look-Up table (LUT) has been used to perform digital pre-distortion. The
baseband signal is also upsampled to 800MHz. 5x oversampling is used to reduce
the far-out noise and to push away the sampling replicas. This is followed by another
2x oversampling after the DPD operation. One thing that makes this design non-
portable to other frequency bands is the use of 2x carrier frequency and then using a
”divide-by 2” circuit to generate the quadrature signals. Figure 2.7 shows the all-digital
quadrature transmitter, and Figure 2.8 illustrates the unit DPA cell proposed in [7]. A
current-mode Class-D operation along with a transformer based matching network
has been implemented that ensures zero-voltage switching (ZVS) thereby improving
the efficiency. The sampling clock for the digital front-end has been derived from the
carrier frequency by means of a divider. A duty-cycle-control (DCC) circuit has been
used in the LO path to improve the efficiency. The DCC ensures that both sides of
the differential pair are not switched on simultaneously. The currents from the I and
Q paths have been combined at the output to generate the RF output power. Even
when tested with a 160MHz RFBW 64-QAM OFDM signal, the transmitter can provide
13.5dBm output power with -30dB EVM. The RFBW is much larger than what we have
seen so far. The AND gate (Figure 2.8) is used to enable or disable a particular leg of
the differential pair. This is followed by buffers at the output to compensate for the
loss of signal in the interconnects.

Figure 2.7: All-digital quadrature transmitter used in [7]

In [8], a digital intensive DPA/power-DAC topology has been used to generate watt
level peak 𝑃 . Measurements have been performed in a 33-46GHz frequency band.
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Figure 2.8: DPA unit cell adapted from [7]

High output power has been generated by using stacked Class-E like PA unit cells that
have been power combined at the output by using a non-isolating power combiner.
Supply switching has been employed to minimize the DC power consumption in the
OFF unit-cells. The basic architecture has been illustrated in Figure 2.9. The use of
non-isolating power combiner enables load modulation which helps to achieve better
efficiencies. If an isolating power combiner had been used then the total drain ef-
ficiency would have been similar to Class-B [8]. This can be intuitively explained in
that isolating power combiners burn the power from the unit-cells in the resistor (for
a Wilkinson combiner) to maintain isolation.

Another issue outlined in this work is that it is difficult to create high characteristic
impedance (𝑍 ) transmission lines that are less lossy and, at the same time, meet the
electromigration rules. So, a C-L-C 𝜋-matching network has been proposed that can
meet the high 𝑍 requirements as well as behave as a quarter-wave transmission line
at the desired frequency of operation. The 𝜋matching network has been implemented
with spiral inductors. The parasitic capacitances of the inductor have been absorbed
in the design and form the key component of the C-L-C network. More than 23dBm of
output power with a peak PAE of 10.7% for the stacked 8-way combiner configuration
has been reported. The PAE at 6dB power back-off is only about 4.5%. The area
occupied is also about 2-4 times larger than the other works that have been compared
to in the paper. This difference is partly because the output power is about 6-7dBm
higher and also because of the use of eight spiral inductors. A DNL of less than 0.5LSB
and an INL of 1LSB has been reported with end-point fitting.

Although Doherty PA first came to light almost 80 years ago, it is still a popular
choice for most PAs used in the communication industry. This has been proved by
[9], in which a multiband linear Doherty PA that operates in 28GHz/37GHz/39GHz
bands for 5G applications has been proposed. The conventional output network has
been replaced by transformers in both the main and the auxiliary paths. This helps
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Figure 2.9: Load modulated power DAC proposed in [8]

to reduce the impedance transformation ratios (ITR) at PBO. It has been stated that,
in the conventional Doherty network, the ITR at 6dB PBO is 4 which can be reduced
to 1.65 with the proposed matching network. This drastically improves the efficiency
at PBO and also makes it more wideband [33]. Two stages (DA & PA) have been
used in this design. Transformers have been employed for inter-stage matching. The
input match has been improved by using varacter-tuned transmission lines (TLs) to
make it more wideband. The quadrature signal has been generated on chip with a
differential hybrid. Figure 2.10 illustrates the proposed design. Peak 𝑃 of > 16dBm
with a peak PAE > 20% has been reported in all three bands. At 6dB PBO, PAE’s of
> 12.8% has been achieved while it is > 15% in the 37GHz band. The RFBW used
for the measurement is 500MHz, but a RFBW of 1GHz has been reported for 28GHz
band with EVM better than -26dB.

Figure 2.10: Multiband Doherty PA presented in [9]

Even though [10] is not exactly for 5G applications, it still addresses the problems
faced in mm-wave design. A new transistor layout scheme has been proposed that
reduces the device and interconnect parasitics that play a very essential role at mm-
wave frequencies. A 60GHz Class-AB PA has been presented for a dual mode of
operation, i.e., for high power (HP) and for low power (LP). In the LP mode, one of the
transistor branches is shorted at the output to reduce the DC power consumption. This
work has been implemented in 40-nm bulk CMOS technology. 17dBm peak 𝑃 with a
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peak PAE of> 30.3% has been reported. The PAE at 6dB PBO for the high power mode
is only 10% (graphically estimated). However, only continuous wave measurement
results have been provided in this paper. Figure 2.11 shows the schematic of the dual
mode PA presented in [10].

Figure 2.11: Dual mode PA presented in [10]

The design proposed in [11] is more relevant to our design. In this work, a cascode
structure has been implemented. This is unique in the sense that it consists of a
neutralized CS stage and a bootstrapped cascode device (Figure 2.12). A capacitor is
placed across the CG device. Due to the Miller effect, this capacitor appears at the
drain of the CS device as (1−𝐴)𝐶 , where 𝐴 is the voltage gain of the CG transistor and
𝐶 is the capacitance placed across CG device. This means that a negative capacitance
is created between the drain and the source of the CS stage. This negative capacitor,
if tuned correctly, will cancel out the 𝐶 of the CS stage and hence prevent shunting
of RF signals to the ground. This leads to higher power gain. This is similar to placing
an inductor at the drain of the CS transistor, but placing an inductor complicates
the layout. Fortunately, the bootstrapped capacitor can be implemented with metal
lines drawn between the source and drain nodes of the CG stage. Hence, the layout
complication is reduced. Nevertheless, the use of a bootstrapped capacitor leads to
increased instability. Hence, in our work, bootstrapped capacitors were not used.

The measurements have been performed at 73GHz. 18.9dBm of 𝑃 and a sat-
urated output power of 22.6dBm has been achieved with a maximum PAE of 19.3%.
EVM results for 64-QAM signal with a RFBW of 400MHz and 600MHz has been pro-
vided. EVM is better than -24dB in both cases.

Discussion
A short comparison of the above mentioned works have been provided. More em-
phasis has been put on pointing out the shortcomings of each work. A few notable
features have also been highlighted.

• Due to the poor efficiency and inability to handle large bandwidths, Op-Amp
based envelope modulators proposed in [31] are not a suitable choice for modern
communication systems like 5G.

• The GaN based PA [32], although shown to generate very high output power
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Figure 2.12: Neutralized bootstrapped cascode PA adapted
from [11]

and PAE, is not suitable for systems with large RFBWs. The 0.25𝜇𝑚 technology
used in this work is also not suitable for mm-wave design.

• The 3-bit supply modulator proposed in [6] manages to provide better volt-
age resolution. By employing a binary coding for the DC voltages, the voltage
resolution has been minimized to 𝑉 /(2 − 1). This is lower than other imple-
mentations in which the same number of power DAC stages (N) with fixed DC
voltages can provide a voltage resolution of only 𝑉 /𝑁. However, the price paid
for this higher voltage resolution is the higher switching speed that is necessary
in each power DAC stage (Eqn. 2.8). This frequency increases by power of two
with each stage. For an input signal of several hundred MHz, generating these
high frequency switching signals would be a problem. Hence, this architecture
is also not a good choice for 5G systems.

• The all-digital RF transmitter proposed in [7] is not suitable for mm-wave sys-
tems as the synthesis of high frequency clocks is difficult. High frequency clocks
usually have lower driving capability because of reduced voltage swings. This
system also suffers from poor efficiency at PBO.

• The maximum PAE is limited in [8] because of the use of stacked PA topology.
Very high output power can be achieved because of stacking. However, a lot
of chip area is consumed due to the use of several spiral inductors and long
transmission lines that are still used in the DPA unit cells. The use of spiral
inductors along with the parasitic capacitances relaxes the design of the power
combining network, but this design also relies on load modulation to enhance its
efficiency. However, for 5G systems, due to the use of massive MIMO, the load
witnessed by the PA and the antenna changes dynamically. Hence, the efficacy
of load modulation techniques is severely affected.
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• In [9], the system is capable of handling sufficiently large RFBW but, since the
design is based on load modulation technique (Doherty), such an architecture
may not fare well in massive MIMO systems. However, the PAE at PBO is at
least 3-4% better than all of the works (except the GaN PA in [32]) cited above.
This can be attributed to the superior nature of Doherty amplifiers and also to
the fact that the impedance transformation ratio has been drastically reduced at
PBO with the help of the modified transformer based output matching network.

• The cascode PA proposed in [11] illustrates layout techniques for the mm-wave
PA that has been adopted in this work. Although the EVM has been reported for
slightly smaller RFBWs, the frequency of operation is 73GHz. Thus a superior
EVM can be expected from such an architecture at half this frequency.

• For 5G systems, massive MIMO is going to be used for a better link performance.
What this means is that the load experienced by the antenna and the PA keeps
on changing dynamically. Doherty PA is very sensitive to load modulation. So,
in real-time, Doherty PA would not be able to work to the best of its capability.

In this work, load modulation techniques will not be used to achieve higher back-
off efficiency since supply modulators are not efficient for signals with large RFBW.
Hence a novel technique has been adopted to increase the efficiency at PBO.

Table 2.1 outlines the various performance metrics and their desired values for a
modern 5G transmitter.

Metric Value
System Efficiency >20%
Output Power 18 dBm ∼ 63 mW

Modulation Bandwidth 800 MHz
EVM ∼ -37.5 dB (<1.5% with DPD)

Power Back-Off 10 dB

Table 2.1: Performance Requirements

2.3. Conclusion
The different innovative power amplifier design techniques proposed in literature have
been reviewed. The shortcomings of various designs, as far as their applicability to
5G systems is considered, have been highlighted. A couple of those presented above
are plausible design solutions for 5G systems. Inspiration has been drawn from some
of the design and layout choices elaborated in these works. The concept of ”Supply
Interpolation” has been introduced in the next chapter along with a basic background
of the different circuit components.





3
Supply Interpolation

Before the concept of ”Supply Interpolation” is introduced, background information
will be provided about the challenges involved in designing a PA. A high-level descrip-
tion of ”Supply Interpolation” is followed by examining the benefits of SOI technology.
A brief description is provided regarding the various pros and cons of SOI and CMOS
bulk technology. This is followed by a more circuit level schematic of ”Supply Interpo-
lation”. Admittance parameters are used to provide an insight into the workings of a
two-port network. The different configurations of ”Supply Interpolation” are provided
along with a motivation that leads to the final schematic. The supporting circuit blocks
like the mixer and the polyphase filter is elaborated.

3.1. Recap
As already stated, different techniques have been used to obtain more efficiency from
PAs without compromising its linearity. To ensure spectral efficiency, different mod-
ulation schemes are used. These modulation schemes affect the PA design because
more advanced modulation types have a high peak-to-average-power ratio (PAPR).
This means that the input signal reaches its maximum power level for only a small
amount of time. In other words, the PA operates in the power back-off regime instead
of its peak power. This drastically affects the drain efficiency and the power-added-
efficiency (PAE) of the PA.

For example, in BPSK modulation, according to IEEE 802.11a specifications, the
maximum expected PAPR is 52 or 17dB. However, this is unlikely as we have a scram-
bler so not all of the subcarriers in an OFDM symbol are equally modulated. Figure
3.1 shows the plot of PAPR for the ideal case when using BPSK OFDM modulation with
52 subcarriers. It is clear from the plot that most of the power will be concentrated
at about 10dB power back-off. This means that, most of the time, the PA is operating
from a certain supply voltage but is not generating enough power as the input signal
is low. Thus, the efficiency of the system suffers. A simple MATLAB example [34]
shows that the difference in PAPR for a 64-QAM signal and OFDM modulation of the
64-QAM signal can be as high as 6dB. Hence, while the PAPR for a 64-QAM signal is
only 3.7dB, the corresponding PAPR for 64-QAM OFDM signal is more than 9.4dB.

Now that the importance of efficiency at Power Back-off (PBO) has been success-
fully established, it is obvious why so many researchers have tried to maximize the

23
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Figure 3.1: Cumulative Distribution Function of BPSK OFDM
signal

efficiency at PBO. The golden ways of doing this are:

• Supply modulation

• Load modulation

It has been shown that supply modulation is limited to signals with a radio fre-
quency bandwidth (RFBW) in the range of a few tens of MHz. The term video band-
width is also used to refer to the instantaneous bandwidth of a signal. In this thesis,
RFBW has also been used to refer to the instantaneous bandwidth of a signal. The
RFBW is usually small as the efficiency of the supply modulator is severely affected
when the RFBW increases. However, for 5G systems, supply modulators will not be
a good choice as the entire system efficiency will degrade. On the other hand, the
performance of load modulation technique like Doherty does not suffer from large
RFBW. However, the caveat here is that, due to massive MIMO in 5G systems, the
load of the antenna along with that of the PA is dynamically changing. Hence, extra
measures are necessary to ensure that the Doherty configuration works properly.

Thus, in this work, a novel technique has been investigated. This technique does
not have the problems that are associated with supply modulation. ”Supply Interpo-
lation” as a concept is not new and has been around for almost two decades. A low
frequency implementation of the concept can be found in [35]. In this work, the same
concept has been utilized to achieve higher efficiencies at PBO but without the limita-
tions of a dynamic supply modulator. Class-G amplifiers are not suitable due to hard-
switching between different supply voltages and hence are prone to severe transient
disturbances in the output signal. Another used technique is multi-level outphasing.
Here, the output power is modulated by switching the supply of a switched-mode PA
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to different levels. However, like the normal supply modulation concept, this is also
not suitable for 5G applications.

3.2. Supply Interpolation
This section explains the concept of ”Supply Interpolaton” (SI) and also presents a
high level implementation of the concept.

Instead of switching the supply to various discrete levels, we have different ampli-
fier branches connected to different supply voltages. Output power can be controlled
by turning on or off the amplifier branches connected to the most appropriate supply
voltages. This way, we can reap the benefits of supply modulation. This method is
not dependent on the bandwidth of the signal, and now the control can move to the
baseband side. This makes processing much easier. The gradual transition between
the amplifier branches can be controlled through its bias or by controlling the gain of
the amplifiers. This can also be done digitally by using digital control word to control
a RFDAC that then drives the main/peak amplifier branch. In this thesis, however,
we have concentrated on the analog implementation of this concept. A conceptual
schematic has been illustrated in Figure 3.2. It consists of a digital signal process-
ing (DSP) block that generates the digital bitstreams. The analog/digital upconverter
converts the digital signal to an analog signal and upconverts it to the LO frequency.
The controller block is responsible for generating signals that determine the switching
on/off of the different amplifier branches, i.e., whether to turn on the ”Peak” branch
or to continue using the ”Main” branch. The ”Peak” branch is connected to a higher
voltage source and hence is used to generate higher output power. In the low power
regime, the ”Peak” branch is switched off to enhance efficiency. At PBO, the ”Main”
amplifier branch is used to reduce DC power consumption. This provides a peaking of
efficiency at PBO. The outputs of the different amplifier branches can be connected
as depicted in Figure 3.2, or they can be connected to power combining networks.
This will be elaborated upon later.

Figure 3.2: Conceptual schematic of Supply Interpolating
Transmitter

Figure 3.3 illustrates the basic working principle. When the input amplitude is
small, the amplifier connected to the lower 𝑉 is used. From Figure 3.3, we can see
that 𝑃𝐴 is on when 𝑣 < 𝑣 , . During this phase, 𝑃𝐴 is off. This saves the DC
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Figure 3.3: Conceptual working principle of Supply
Interpolating Transmitter

power consumption in the ”Peak” branch. Close to the threshold, 𝑃𝐴 starts to turn
off, and 𝑃𝐴 starts to deliver more output power. This transition can be performed
in two ways. 𝑃𝐴 and 𝑃𝐴 can be switched on and off rapidly, or this can be per-
formed steadily. During the transition phase, both of the PAs are on, however, the
power delivered to the output from each branch is different. This transition needs to
be performed with care; otherwise, the linearity will be affected. Figure 3.3 portrays
the operation of such a transmitter with respect to the input and the output ampli-
tudes. For an ideal Class-B operation (all even harmonics shorted) along with smooth
transition between the low and the high power region, a perfectly linear transfer can
be achieved. The transients that are present at the output need to be reduced in
order to ensure linearity and to be able to meet the EVM requirement for 5G systems.
The rapid switching between the branches leads to common-mode oscillations at the
output. Due to the non-ideality of a real circuit, these common-mode oscillations can
get converted to differential signals. As a result, the linearity of the system is compro-
mised. A steady switching between the branches is essential as it helps to alleviate
the problem of common mode oscillation. Such an operation should provide efficiency
peaks at PBO similar to that of the Doherty technique. However, the operating prin-
ciple is drastically different in Supply Interpolation. This novel operating technique
does not depend on load modulation. Thus, an SI based PA will not be affected by
the dynamically changing load conditions in a massive MIMO system. Figure 3.4 de-
lineates the drain efficiency versus output power for an SI transmitter. Compared
to the efficiency of a conventional Class-B PA, this technique provides much higher
efficiencies at PBO. By using two or more different amplifier branches connected to
different voltage sources, efficiency peaks at deep PBO can be achieved.

3.2.1. Technology : FDSOI
SOI stands for Silicon-On-Insulator. SOI MOSFETs consist of a film of crystalline silicon
that is separated from the substrate by a layer of 𝑆𝑖𝑂 . SOI devices are available in
two models: PDSOI and FDSOI. PDSOI stands for Partially Depleted SOI and FDSOI
stands for Fully Depleted SOI.
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Figure 3.4: Efficiency at PBO in Supply Interpolating
Transmitter

PDSOI has a thicker top silicon layer (channel) in the active region. This thickness
is usually 50-90nm. Due to the presence of the thick top silicon, the channel/body can
only be partially depleted of mobile carriers. The depletion region extends into the
body but not all the way through to the BOX layer. The depletion region is wider near
the drain than it is near the source. This can be explained by the fact that the drain
is always at a much higher potential than the source. The channel electrons near the
drain acquire very high energy due to this high electric field. Hence, electron-hole
pairs are generated by impact ionization. The electrons get absorbed by the drain
while the holes start to accumulate in the floating body. As a result, the potential of
the body increases leading to a reduction in the threshold voltage. The reduction in
the threshold voltage acts like a positive feedback which leads to a further increase in
the drain current. Consequently, there is again an increase in the number of holes ac-
cumulating in the floating body. This process continues until the source-body junction
is forward biased at which point the holes are no longer trapped and are released.
Due to the reduction in the threshold voltage, the drain current abruptly increases
leading to a discontinuity in the 𝐼 /𝑉 plot [36] [37] [38]. This is called the ”kink
effect”.

In the case of FDSOI, the top silicon layer is very thin, approximately 5-20nm [39].
It is usually 1/4 the gate length. As the silicon is so thin, the channel is fully depleted
of mobile charges. This leads to the superior behavior of FDSOI. Due to the presence
of a fully depleted channel, FDSOI does not suffer from the ”floating body effect”. As
a result of the fully depleted nature of the body, the potential barrier to holes at the
source end is small. So, there is very little accumulation of holes and, as such, ”kink”
cannot appear [40].

In PDSOI, the BOX layer is very thick (≈ 100−200𝑛𝑚) but, the BOX is only about
5 − 50𝑛𝑚 in thickness in FDSOI [39]. Figure 3.5 illustrates the two different types of
SOI.

The distinguishing feature between an NMOS in bulk CMOS and in a regular-well
FDSOI process is the presence of the Buried Oxide (BOX) layer in FDSOI (Figure 3.6b).
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(a) PDSOI

(b) FDSOI

Figure 3.5: Different types of SOI MOS transistor

There are two different ”Thin-Oxide” devices available in the PDK library. One model
is called ”Regular 𝑉 ” (RVT) and the other is ”Low 𝑉 ” (LVT). We also have a ”Super Low
𝑉 ” (SLVT) model. RVT is the conventional MOS, so it has a p-type substrate for NMOS.
However, both the LVT and SLVT models have their wells flipped. This means that an
NMOS is placed in an N-well and a PMOS in a P-well. The 𝑉 is increased by using a
lightly p-doped channel implant for an NMOS to create a ”Low 𝑉 ” (LVT) and a lightly
n-doped channel implant is used for a PMOS to create a ”Low 𝑉 ” (LVT) variant. SLVT
models do not have such channel implants [21]. Of course, such channel implants
can also be used in the conventional MOS devices, to generate RVT and HVT (High
𝑉 ) variants. Figure 3.7 shows the MOS devices with a flipped well. ”STI” and ”DTI”
stands for Shallow Trench Isolation and Deep Trench Isolation, respectively. Isolation
is needed to prevent latchup. Trench isolation also enables higher packing density,
i.e., the density is not limited by latchup. Without isolation, the n+ and p+ regions
would need to be separated by longer distances.

The 𝐼 −𝑉 plot of the three different variants of ”Thin-Oxide” NMOS is illustrated
in Figure 3.8. The effect of Body Biasing (BB) can be endorsed by these plots. The
blue plot is when no BB is used. As soon as we forward bias the body, the drain current
increases. The reverse effect is seen with reverse biasing the body. The threshold
voltage can be seen to vary by at least 100mV under BB. Figure 3.9 portrays the 𝐼 −𝑉
curves of the three different NMOS devices for different gate-to-source voltages (𝑉 ).
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(a) NMOS in conventional Bulk Process

(b) NMOS in regular-well FDSOI Process

Figure 3.6: NMOS in Bulk and FDSOI Process

However, for the sake of brevity, not all of the different BB configurations are depicted
in Figure 3.9. The BB voltage can be as high as ±2𝑉. In this case, ±1.5𝑉 has been
used. This is much higher than what can be used in bulk CMOS. In bulk CMOS, the BB
is limited by the parasitic diodes present between the n+ source and the p-substrate
in NMOS and between the p+ source and the n-well in PMOS (Figure 3.6a). FBB
voltage is limited to 300mV in bulk CMOS because of these parasitic diodes [21]. In
FDSOI, such junctions do not exist and, therefore, there are no parasitic diodes. This
enables the use of a much higher voltage in BB. Moreover, since the channel is fully
depleted, the effect of BB is enhanced. The threshold voltage can vary by 70mV/V
in FDSOI compared to a mere 25mV/V in bulk CMOS [21]. The performance of LVT
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Figure 3.7: NMOS and PMOS with Flipped Well

is slightly inferior to that of RVT. This can be explained by the presence of channel
dopants in LVT as explained previously. SLVT in the absence of such dopants perform
extremely well under FBB and gives superior performance than RVT.

FBB enables high performance at the cost of power. Due to the low 𝑉 of these
devices, there is a lot of power consumption in the standby mode. Thus, if one desires
to minimize the standby power, then FBB is not an option. Leakage power (standby
power) can be reduced by using RBB. Therefore, a trade-off exists between power
and performance, which is universally known.

In this design, we wanted to minimize the power consumption at all costs, hence,
the conventional well (RVT) models with 0 BB voltage have been used. Table 3.1
shows the different device operating points. As can be seen, the 𝑔 of both SLVT
and RVT devices are high under FBB. The threshold voltage 𝑉 has been estimated
from the 𝐼 versus 𝑉 plots shown in Figure 3.8. The extrapolated line has only
been shown for the normal usage scenario of each device (i.e., FBB for SLVT and LVT
and 0 BB for RVT). The 𝑉 has been kept at 0.5V for simulating the 𝑔 and the 𝑔
of the devices. Similar simulations can be done with the other devices present in the

Parameter Device Name No BB FBB RBB

𝑔
SLVT 34.16m 38.46m 25.17m
LVT 23.16m 29.96m 11.56m
RVT 30.72m 35.94m 24.58m

𝑉
SLVT 303.25m 216.46m 379.2m
LVT 368.35m 292.4m 422.6m
RVT 335.8m 270.7m 379.2m

𝑔
SLVT 3.161m 3.825m 2.206m
LVT 2.024m 2.742m 971.7u
RVT 2.948m 3.549m 2.308m

Table 3.1: Parameters for different NMOS devices 𝑉 = 0.8𝑉
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(a) IV plot of Regular NMOS (RVT) (b) IV plot of Low NMOS (LVT)

(c) IV plot of Super Low NMOS (SLVT)

Figure 3.8: 𝐼 -𝑉 plots of the different Thin-Oxide NMOS
devices

library, however, for the sake of brevity, they are not shown here. Table 3.2 provides
an overview of the advantages and disadvantages of CMOS, FDSOI, and PDSOI.

This section, though a bit of a stray from our discussion in the last section, is
essential in order to understand the characteristics and the nature of the devices
available in the PDK. Based on this knowledge, we can make an informed decision
about which devices to be used in our design. Due to the high 𝑔 and the low
leakage characteristics of RVT, they are a perfect choice for the CS input stage of our
PA. For the cascode device, we are going to use a ”Medium-Oxide” NMOS (EGV Low-
𝑉 ) model. The EGV model has a channel length of 100nm and can withstand much
higher voltages than the RVT model. This is essential for generating high power and,
at the same time, maintaining reliability.
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(a) Regular NMOS (RVT) with no BB (b) Low NMOS (LVT) with FBB

(c) Super Low NMOS (SLVT) with FBB

Figure 3.9: 𝐼 -𝑉 plots of the different Thin-Oxide NMOS
devices

We return back to the implementation details of the SI transmitter. Figure 3.10
shows the analog intensive supply-interpolating transmitter. The Digital Baseband
Processing block generates the complex I-Q signal from the digital bitstream. Since,
the signal bandwidth for 5G systems is in the order of 1GHz, a sampling frequency
(𝑓 ) of at least 2GHz is required. This clock can also be generated by the DSP block.
A Digital-to-Analog Converter (DAC) is required to convert this digital information into
analog signals. This is followed by a Low-Pass filter, or a Reconstruction filter as it is
usually called. The task of this filter is to attenuate the high frequency aliases that
occur at the harmonics of 𝑓 . This filter smoothens out the stair-case like output of the
DAC to generate a smooth continuous signal. Such a filter may also include a correc-
tion for the ”Hold” operation that affects the amplitude of the higher frequencies. This
is followed by a mixer that translates the signal to 30GHz. Since IQ modulation has
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Technology Pros Cons

CMOS

• Fabrication is relatively easy.

• Heat can easily dissipate into
the substrate due to the absence of
an insulating material.

• The latch-up effect is detrimental
to circuit performance.

• The presence of source-body and
drain-body junctions lead to higher
junction capacitance. These junctions also
lead to the presence of parasitic diodes.
These parasitic diodes limit the voltage
range for forward and reverse body bias.

• Limited variation in is possible
with forward body bias.

FDSOI

• ”Floating body” effect is absent.

• No ”kink effect”.

• Random fluctuations of are absent.

• Heat dissipation is much better than
PDSOI as the BOX layer is much thinner.

• No latch-up effect.

• The threshold voltage can be varied
by about 100mV for every
1V of body bias [21].

• SOI devices are more suitable for
high temperature operation
as the leakage current is drastically lower
than bulk CMOS [37].

• Challenging to manufacture very
thin body.

• Higher fabrication costs.

• Relatively difficult to control the
thickness of the ultra-thin body.

• Threshold voltage sensitive to the
thickness of the silicon film [38].

PDSOI

• Easier to manufacture than FDSOI.

• ”Floating body” effect can be used to
enhance the performance

• Heat cannot easily dissipate due to the
presence of a thicker BOX. This drastically
elevates the device temperature which
leads to a reduction in the mobility
of the electrons.

• Threshold voltage less sensitive to
the uniformity of the silicon
film thickness [38].

• No latch-up effect.

• Presence of ”kink effect”.

• Shows history effect which is
responsible for different switching rates
on subsequent switching edges.

• The addition of body tie to reduce
”kink effect” increases the cost of the die.

• Body tie contacts also introduce
charges into the body. This affects the
speed of operation as some time is required
to discharge these charges.

Table 3.2: Comparison between the different technologies

been used, a quadrature LO signal is necessary. How such a signal can be generated
is illustrated later. After upconversion, the signal is fed to a PA. The control signal
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determines the appropriate PA branch to be operated.
As an example, Figure 3.11a depicts an SI based on digitally controlled PA (DPA).

The DPA is turned on/off by the digital bitstream. Due to the switched mode PA
operation, the DPA is highly energy efficient. For example, if a 10-bit (2 = 1024)
resolution is desired, then two separate bitstreams of 9-bit (2 = 512) each can be
generated. When the MSB is high, then the DPA connected to 𝑉 is turned on or
else only the DPA connected to 𝑉 is in operation. The output matching network
ensures that we are operating in Class-E mode. Figure 3.11b portrays how the two
branches are used. In the low-power regime, the amplifier connected to 𝑉 is on.
As the Amplitude Command Word (ACW) increases, the amplifier connected to 𝑉
starts to turn on, and the other amplifier slowly turns off. This has been elucidated
by plotting the DC power consumption of each branch (Figure 3.11b). Efficiency and
𝑃 versus ACW is illustrated in Figures 3.12a & Figure 3.12b. It is clear that this
technique can deliver very high efficiencies at PBO. All of this can be achieved even
when handling signals with large RFBW. By refining the cross-over from one branch
to another, a more linear transfer can be obtained.

Figure 3.10: Analog Intensive Supply Interpolating Transmitter

However, unfortunately, the efficiency depends on the on-resistance (𝑅 ) of the
devices. Hence, one needs wider devices to ensure low 𝑅 . A simple simulation can
be used to demonstrate this. Here, the MOS devices have been replaced with ideal
switches and the on-resistance 𝑅 of the switch has been swept. An ideal pulse of
30GHz is used for this simulation with 0.1psec rise and fall time. This is done to show
the effect of 𝑅 only. A plot of efficiency versus 𝑅 is plotted in Figure 3.13a, but
this efficiency will be even lower in the real scenario as we cannot possibly generate a
pulse at mm-wave frequencies with ideal rising and falling edges. Consequently, if the
pulse excitation is replaced with a sinusoid in the same schematic, then the efficiency
drops drastically. This can be observed in Figure 3.13b.

However, we cannot meet the linearity (EVM) criterion with a Class-E based PA
as switched mode PAs are very non-linear. Thus, we are going to implement a more
linear PA using a Class-AB mode of operation.

3.3. Basic Architecture
Polar power amplifiers are very popular and widely used. Let us take a look at them
and see how they fare under the strict requirements of 5G. In a Polar architecture,
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(a) Simple Example of Supply Interpolation
(b) DC Power consumption versus ACW

Figure 3.11: DPA based SI Transmitter along with its control
profile

(a) Efficiency versus ACW (b) Output Power versus ACW

Figure 3.12: DPA based SI Transmitter along with its Efficiency
and 𝑃

the amplitude information and the phase information of the baseband is applied sep-
arately. The amplitude information can be used to modulate the supply voltage by
Envelope Tracking (ET) or with the help of a switched-mode power supply (SMPS).
Both the AM and PM signals can be merged in a saturated PA driver followed by a
linear (less efficient) PA [41]. Figure 3.14a shows such a design. Here, the amplitude
information from the baseband is provided by the DAC directly into the source of the
PA. The phase information is encoded into the carrier.
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(a) Efficiency versus (b) Efficiency versus with a sinusoid

Figure 3.13: Effect of 𝑅 and the type of excitation on the
Efficiency of a switched-mode amplifier

An IQ signal can be expressed in polar form by 𝑟 & 𝜃, where r is the envelope and
𝑡ℎ𝑒𝑡𝑎 is the phase. In terms of the rectangular coordinate plane, 𝑟 is the distance of
the point from the origin, and 𝜃 is the angle in radian, from the positive x-axis to the
line connecting origin to the point. Equation 3.1 shows this relationship.

𝐼𝑄𝑆𝑖𝑔𝑛𝑎𝑙 = 𝐼 + 𝑗 ∗ 𝑄 = 𝑟∠𝜃 (3.1)

The instantaneous frequency of modulation can be expressed as [41] :-

𝑑𝜃
𝑑𝑡 =

𝑑
𝑑𝑡(arctan

𝑄(𝑡)
𝐼(𝑡) ) =

𝐼.𝑑𝑄/𝑑𝑡 + 𝑄.𝑑𝐼/𝑑𝑡
𝐼 + 𝑄 (3.2)

From Equation 3.2, it is clear that there is a significant frequency drift from the
carrier frequency when I and Q signals pass near the origin. For advanced modulation
schemes like 64-QAM OFDM, the PAPR is almost 9-10dB, and hence there will be a
large number of trajectories near the origin [41]. This leads to large bandwidth expan-
sion which degrades the in-band EVM performance and, at the same time, produces
out-of-band spectral regrowth when applied to a nonlinear PA [41]. Figure 3.14b and
Figure 3.15a illustrate the time-domain and the frequency-domain plot of the phase
modulated carrier signal, respectively. A 2-tone signal with a RFBW of about 980MHz
was provided and, in Figure 3.15b, the third order distortion products can be seen.
An IM3 of only 9dB is obtained. Also, since the AM and PM signals pass through dif-
ferent circuit blocks, they experience different delays. This differential delay leads to
Intermodulation Distortion (IMD). The analysis in [42] shows that, for a differential
delay of 𝜏, an IMD voltage proportional to 𝜏 is generated.

The analysis above establishes that an IQ transmitter is the only option for 5G
systems. In this work, the IQ transmitter converts the baseband signal to 30GHz
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(a) DAC based Polar Power Amplifier (b) Time-domain plot of a Phase Modulated Clock

Figure 3.14: Polar Amplifier along with the Phase Modulated
Clock

(a) Spectral plot of a Phase Modulated
Clock

(b) Zoomed in Spectral plot of a Phase
Modulated Clock

Figure 3.15: Phase Modulated Carrier Signal

before feeding it into the PA. The differential baseband signal and a single ended
carrier signal comes from off-chip. The single ended carrier signal is converted to a
differential carrier with the help of a Balun. Then, this differential carrier signal is
passed through a Poly-Phase Filter (PPF) to generate the quadrature signals (I and
Q). The differential baseband IQ signal comes directly from a signal generator.

3.3.1. Passive Mixer
A mixer is used for signal upconversion. Apart from upconverting the baseband signal
to the carrier frequency, a mixer must also provide a sufficient signal swing for the
subsequent stages (e.g., PA). The conversion gain as well as the power consumption
of a mixer are two important design parameters. The mixer should also be able
to drive the input capacitance of the following stage, which is typically a PA in a
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Figure 3.16: Double Balanced Passive Mixer

transmitter. Lastly, since a transmitter needs to be linear, the mixer output should
also be linear. The main function of a PA is to deliver high power to a load. However,
such an operation should not affect the power budget of the transmitter. Hence, a
PA needs to be energy efficient. Apart from providing high output power, a PA is also
responsible for transferring the modulation from the input to the output. This implies
that a PA needs to be linear in its operation. Regrettably, a highly efficient PA is non
linear thus the mixing operation needs to be linear so as not to put the extra burden
of linearity on the PA.

In order to relax the design of such a mixer, buffers can be used in between the
mixer and the PA, but these extra buffer stages lead to non linearity [43]. Thus, in
this work no additional stage has been used in between the mixer and the PA.

A passive mixer has been used for the upconversion in this thesis. This has been
done to decrease the DC power consumption in the mixing operation. Also, passive
mixers are highly linear and are thus suitable for upconversion [43]. The conversion
gain of the passive double balanced mixer is [43]. However, this is only valid when
using an ”ideal” LO waveform, i.e., a square wave. When operating at very high
frequencies, this is not possible. As a result, during the transition period (when the
LO signals change polarities), all of the transistors are on, and the input signal is
treated as a common mode input. This leads to a decrease in the conversion gain
[43]. This issue can be minimized by using an LO signal with a very large amplitude.
However, this is also difficult to achieve at such high frequencies.

A few things need to be considered while designing a passive mixer. The on-
resistance (𝑅 ) of the switch is important. This is because the 𝑅 along with the
output capacitance of the switches and the input capacitance (𝐶 ) of the following
stage (or amplifier) forms a low pass filter that can limit the bandwidth at nodes X
and Y [Figure 3.16]. 5G systems will be dealing with huge RFBWs so proper care
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needs to be taken during the design phase to ensure that the parasitic capacitance
and resistance at nodes X and Y are within permissible limits. It may not be possible
to tune/reduce 𝐶 beyond a certain limit as the amplifier needs to deliver a certain
amount of power. In such a situation, an inductor can be used to resonate out the
input capacitance of the PA and the capacitance present at the nodes X and Y at the
frequency of operation. Using Equation 3.3, we can find the suitable value of the
inductor. The factor 2 is because we are using the capacitances considering a single
ended operation as 𝐶 , is the capacitance at node X or node Y. The input capacitance
of the amplifier can be estimated with an S-parameter simulation. However, due to
the finite quality factor (Q) of the passives, the mixer will see the parallel equivalent
resistance (𝑅 ) of the inductor at resonance. The value of this resistance is given by
Equation 3.4. This needs to be kept in mind as a similar situation will be encountered
in this work during the design of the Polyphase filter in Section 3.5.

𝐿1 = 2
(2𝜋𝑓 ) (𝐶 , + 𝐶 ) (3.3)

𝑅 = 𝑄 ∗ 𝐿1 ∗ 2𝜋𝑓 (3.4)

Another option is to reduce the value of 𝑅 by using wider switches. This will provide
favorable results until the point where the input capacitance of the switches start
loading the LO ports. As has been elaborated later on, the input capacitance of the
mixers also need to be within a certain limit. This is because the stages before the
mixer (in this case, a Polyphase filter) has to deliver enough power to drive the input
capacitance of the mixer. As a result, it is convenient to have a mixer with smaller
input capacitance. Also, wider switches add to the capacitance at nodes X and Y
[Figure 3.16].

Apart from bandwidth limitations, issues like carrier feedthrough and offset in base-
band signals need to be taken care of. The carrier feedthrough is equal to

[43], where 𝑉 and 𝑉 is the baseband offset voltage and amplitude of the
baseband signal, respectively.

3.3.2. Pass Gate
Although it is presumed that the reader is well aware of the advantages of using a
pass gate rather than a single MOS switch, a short description has been provided
nonetheless for the sake of completeness. Figure 3.17 shows two voltage controlled
switches. In Figure 3.17a, a control signal is used to turn on/off the NMOS in order
to control the flow of the signal from the input port to the output port. However,
this simple structure has a serious drawback. The control signal by itself is not self-
sufficient. This means that the state of the switch cannot be determined by the control
signal itself. The switch can be in the on or off state for the same value of the control
signal depending on whether the source voltage is high or low. The gate-source
voltage thus determines the state of the switch. Therefore, even if the control signal
is high, the switch will be in the off state if the source voltage is high as then the 𝑉 of
the device is below the threshold voltage. This simple structure can only pass signals
that are one threshold voltage below 𝑉 . Also, the threshold voltage fluctuates due
to the body effect. So, the source and the body terminals need to be tied together
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in bulk CMOS. In a FDSOI technology, FBB can be employed to reduce the threshold
voltage of the device. As a result, FBB has been used in this work to demonstrate its
importance in enhancing the performance of a system.

On the other hand, a pass gate is more versatile. The NMOS can pass signals when
the PMOS is not working and the PMOS is on when the NMOS is in an off state. Thus,
in this way, both high and low signals can pass through. When the source signal is
low, then the high control signal enables the NMOS, and the signal passes through.
The PMOS is in the off state during this operation as it is driven by the complementary
clock, therefore, its 𝑉 is low. Now, when the source signal is high, then NMOS is off
as its 𝑉 is below the threshold but the PMOS is on as its 𝑉 is high. Consequently,
the addition of a PMOS takes care of all of the deficiencies of the single MOS switch.

(a) Single MOS switch (b) Pass Gate

Figure 3.17: Voltage controlled switch

In this design a pass-gate based passive mixer has been used for the reasons
stated above. Figure 3.18 illustrates the basic pass gate based mixer schematic and
the mixers in both of the I and Q paths. It is similar to the passive mixer depicted in
Figure 3.16; the only difference is that, here, we have a pass-gate based mixer. The
I and the Q paths are combined at the output of the mixer. This is also beneficial as,
otherwise, we would need a separate PA for the I and the Q paths and then combine
them at the ”Drain” of the PA [44] (although it is a digital approach, but it is based
on the same idea). This method ensures that we would not need extra PAs, which
would have made the output matching more complicated because of the large output
capacitances associated with these PAs. Also, from the matching point of view, this
technique is superior as the mismatch between the I and the Q paths is reduced.

Figure 3.19a and Figure 3.19b demonstrate the advantage of using IQ modulation
for signals with large bandwidth, i.e., for 5G systems. The spectral plot is free of the
distortion products that can be seen in Figure 3.15b.

3.3.3. Two Port Network
In order to design a microwave amplifier, a little bit of insight is necessary. A system
needs to be completely characterized by parameters that can be measured at its
terminals (ports). This is extremely necessary and only then can we gain insight into
the true workings of a network. Different parameters like Impedance parameters
(Z-parameters), Admittance parameters (Y-parameters), and scattering parameters
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Figure 3.18: Passive Mixer

(S-parameters) are available and widely used. Figure 3.20 shows a two port network.
The Norton equivalent circuit of a two port network is also illustrated.

Using Y-parameters, we can derive the input and output admittance of the 2-port
network. The input admittance 𝑌 and the output admittance 𝑌 can be represented
by [24]

𝑌 = 𝑌 − 𝑌 𝑌
𝑌 + 𝑌

𝑌 = 𝑌 − 𝑌 𝑌
𝑌 + 𝑌

(3.5)

For a unilateral network, i.e., for 𝑌 = 0, Eqn. 3.5 reduces to the form 𝑌 = 𝑌
and 𝑌 = 𝑌 . Using Figure 3.20 different powers and gains associated with a two
port network can be calculated. The different powers can be calculated easily using
Y-parameters [24]. The transducer power gain (𝐺 ) can be expressed as :-

𝐺 = 𝑃𝑜𝑤𝑒𝑟 𝑑𝑒𝑙𝑖𝑣𝑒𝑟𝑒𝑑 𝑡𝑜 𝑡ℎ𝑒 𝑙𝑜𝑎𝑑
𝑃𝑜𝑤𝑒𝑟 𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒 𝑓𝑟𝑜𝑚 𝑡ℎ𝑒 𝑠𝑜𝑢𝑟𝑐𝑒 =

𝑃
𝑃 =

| | 𝑅𝑒(𝑌 )
| |
( )

(3.6)

Another gain term often used is operating power gain (𝐺 ). This is defined by

𝐺 = 𝑃𝑜𝑤𝑒𝑟 𝑑𝑒𝑙𝑖𝑣𝑒𝑟𝑒𝑑 𝑡𝑜 𝑡ℎ𝑒 𝑙𝑜𝑎𝑑
𝑃𝑜𝑤𝑒𝑟 𝑖𝑛𝑝𝑢𝑡 𝑡𝑜 𝑡ℎ𝑒 𝑛𝑒𝑡𝑤𝑜𝑟𝑘 =

𝑃
𝑃 = |𝑉 | 𝑅𝑒(𝑌 )

|𝑉 | 𝑅𝑒(𝑌 ) (3.7)
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(a) Spectral plot of up converted IQ signal (b) Zoomed in Spectral plot

Figure 3.19: Up converted IQ signal

(a)

(b)

Figure 3.20: Two-port network

The available power gain (𝐺 ) is defined as

𝐺 = 𝑃𝑜𝑤𝑒𝑟 𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒 𝑓𝑟𝑜𝑚 𝑡ℎ𝑒 𝑛𝑒𝑡𝑤𝑜𝑟𝑘
𝑃𝑜𝑤𝑒𝑟 𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒 𝑓𝑟𝑜𝑚 𝑡ℎ𝑒 𝑠𝑜𝑢𝑟𝑐𝑒 = 𝑃

𝑃 =
|𝐼 | 𝑅𝑒(𝑌 )
|𝐼 | 𝑅𝑒(𝑌 ) (3.8)

where 𝐼 = 𝑉 (𝑌 + 𝑌 ) is the current delivered by the source (Figure 3.20a), and 𝐼
can be derived by using a Norton equivalent of the 2-port network (Figure 3.20b).
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𝐼 can be expressed as [24]:

𝐼 = 𝐼 = 𝑌 𝑉

𝐼 = 𝑌
𝑌 + 𝑌 𝐼

(3.9)

The operating power gain 𝐺 , available power gain 𝐺 can be expressed as [24]

𝐺 = |𝑌 |
|𝑌 + 𝑌 |

𝑅𝑒(𝑌 )
𝑅𝑒(𝑌 )

𝐺 = |𝑌 |
|𝑌 + 𝑌 |

𝑅𝑒(𝑌 )
𝑅𝑒(𝑌 )

(3.10)

where 𝑌 is the Norton equivalent admittance.
The Norton equivalent admittance is equal to the output admittance of a 2-port

network. So 𝑌 = 𝑌 . We can also express 𝐺 as [24]

𝐺 = 0.5𝑅𝑒(𝑌 )|𝑉 |
| |
( )

𝐺 = 4𝑅𝑒(𝑌 )𝑅𝑒(𝑌 )|𝑉𝐼 |
(3.11)

The ratio of 𝑉 /𝐼 can be derived using the Y-parameters of the 2-port network. Finally,
𝐺 can be expressed in terms of Y-parameters by [24]

𝐺 = 4𝑅𝑒(𝑌 )𝑅𝑒(𝑌 )|𝑌 |
|(𝑌 + 𝑌 )(𝑌 𝑌 ) − 𝑌 𝑌 | (3.12)

Figure 3.21 shows the different gain versus frequency plot. For a unilateral system,
𝑌 = 0 and the gain from such a system is referred to as the unilateral power gain.
Figure 3.21 shows the maximum unilateral power gain (𝐺𝑈𝑀𝑋). Since a real system
is never unilateral, this is only of theoretical interest. 𝐻 is a hybrid parameter that is
used to determine the 𝐹 of a transistor. As is shown in the plot, 𝐹 is the point where
𝐻 crosses the X-axis.

With the help of Figure 3.20, it can be stated that 𝑃 ≤ 𝑃 where the equality is
only achieved for a matched load (𝑍 = 𝑍 ). Thus using Eqns. 3.6 and 3.8, it can be
stated that 𝐺 ≤ 𝐺 . The maximum 𝐺 can only be achieved for a conjugate match,
i.e., when the load is conjugately matched to the two-port output impedance. A con-
jugate match cancels the reactive component of the impedances, enabling maximum
power transfer.

Using similar reasoning as above, it can be stated that 𝑃 ≤ 𝑃 [Figure 3.20].
The above condition leads to equality only when the two-port is conjugately matched
to the source. As a result, we can state that 𝐺 ≤ 𝐺 . In order to maximize all of
these three different gain terms, a bi-conjugate match is necessary. This means that
both the input and the output ports are simultaneously conjugately matched.
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Figure 3.21: Different Gains versus frequency

Hence, optimum source and load impedance/admittance necessary to maximize
all of the different gain terms is [24]

𝑌 = 𝑌 + 𝑌 𝑌
1 − 𝑌 = 𝑌∗

𝑌 = 𝑌 + 𝑌 𝑌
1 − 𝑌 = 𝑌∗

(3.13)

Because the amplifier should never oscillate, one needs to ensure that the input
and output port never present a negative resistance. The conditions 𝐾 > 1 and |Δ| < 1
are used to check for stability. These parameters are usually used in S-parameter form,
hence Eqn.3.14 presents both the Y and S parameter representations of K and Δ [24]
[45].

𝐾 = 2𝑅𝑒(𝑌 )𝑅𝑒(𝑌 ) − 𝑅𝑒(𝑌 𝑌 )
|𝑌 𝑌 |

= 1 − |𝑆 | − |𝑆 | + |Δ|
2|𝑆 ||𝑆 |

|Δ| =|(1 + 𝑍 𝑌 )(1 + 𝑍 𝑌 ) − 𝑍 𝑌 𝑌 |
= |𝑆 𝑆 − 𝑆 𝑆 |

(3.14)

where 𝑍 is the characteristic impedance at each port.
Another way to test for stability is to use the 𝜇 Stability test. The advantage of this

method is that only a single parameter needs to be evaluated. Another advantage is
that the magnitude of 𝜇 directly provides a measure of the stability, e.g., a two-port
with a larger 𝜇 is more stable.

Under a simultaneous conjugate match, 𝐺 can be expressed as [24]:-

𝐺 , = 𝐺 = |𝑌 |
|𝑌 |(𝐾 −

√𝐾 − 1) (3.15)
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When 𝐾 = 1, the value of 𝐺 , is called the maximum stable gain (MSG) and is
defined as :-

𝐺 = |𝑌 |
|𝑌 | (3.16)

Referring back to Figure 3.21, we can state that for 𝐾 < 1, 𝐺 , (Eqn. 3.15)
is not defined. In such a scenario, the maximum stable gain is used (𝐺 ) but, for
𝐾 > 1, the maximum available gain (𝐺 , ) is defined (Eqn. 3.15). The 𝐹 is
defined as the frequency where the gain plots intersect the X-axis or where the gain
is unity. Since unilateral systems do not exist at mm-wave frequencies, in this work,
𝐹 is taken as the frequency where 𝐺 = 0𝑑𝐵. The interesting thing to be noted
here is the intersection of the curves 𝐺 and 𝐺 . The point or the frequency
at which these curves start to diverge is called the stability break point (𝐹 ). This
is because, for frequencies less than 𝐹 , the system is conditionally stable. This
means that oscillations can occur if the source and load impedance are not proper.
However, for frequencies greater than 𝐹 the system is unconditionally stable and
will never oscillate. This region has been marked in the plot. We will revisit this in the
discussion about capacitive neutralization in Section 3.4.3.

These various gain terms has been plotted for our technology of interest (22FDX
SOI) in Figure 4.7b.

3.3.4. Gain & Power Match
The analysis in the previous section should be sufficient for emphasizing the impor-
tance of matching in order to extract the best possible gain from the amplifier. Two
types of matching are possible, i.e., Conjugate (Gain) match or Load-line (Power)
match [46]. Figure 3.22 shows that, in the case of an ideal current source, the gener-
ator can deliver maximum power to the load when the load resistance is conjugately
matched. This means that the real part of the load resistance is equal to the real part
of the generator impedance. Any reactive component needs to be resonated out. The
term ”Gain-match” will be used when referring to such a matching condition. For a

Figure 3.22: Loadline matching
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real device like the PA, we are limited by the maximum voltage and current ratings of
the transistor. These limitations need to be satisfied for a reliable operation. So, for
real devices, an optimum resistance is chosen that meets their maximum voltage and
current ratings. This kind of a matching will be referred to as a ”Power-match” from
here on.

Power match has certain advantages over Gain match. Figure 3.23 shows the
output power versus input power for an ideal amplifier when ”Gain-matched” versus
when it is ”Power-matched”. From this plot, it is clear that even though power match
leads to lower output powers at low input power levels, it provides sufficiently higher
output power when the input power is above a certain level. This is just the opposite of
what one can achieve with a ”Gain-match”. For a gain-matched scenario, the amplifier
provides higher gain for lower input power levels, but the output power is significantly
lower for higher input power levels. In Figure 3.23, the 1dB compression point has
been marked with an asterisk. As can be observed, the 1dB compression point is lower
than what can be achieved for a power-matched case. This means a power-matched
amplifier can provide linear output powers for a much larger input power range than
would be possible in a gain-matched amplifier. The difference in the 1dB compression
points for these two cases can be in the order of 2dB, but it can vary in the range of
0.5 to 3/4dB [46].

Figure 3.23: Gain versus Power match

3.3.5. Loadline/Power Match
In the case of a Class-A power amplifier, in Figure 3.24, the optimum load resistance
𝑅 is given by

𝑅 = 𝑉
𝐼 /2 =

𝑉
𝐼 (3.17)

This is because, if the device is excited with a sinusoidal waveform, then a voltage
swing of 𝑉 is seen at its drain node. The peak voltage at its drain goes up to 2∗𝑉 .
This is because the drain voltage is also sinusoidal in nature with an amplitude of 𝑉
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across the DC bias voltage of 𝑉 . Similar reasoning leads us to the conclusion that
the drain current goes up to 2∗𝐼 . Thus the load seen by the amplifier must be given
by Equation 3.17. This has been illustrated in Figure 3.25

Figure 3.24: Class-A Power Amplifier

Figure 3.25: Drain voltage and current waveforms for a Class-A
PA

Now let us outline the requirements of the power amplifier to be used in our
system, and then we can utilize the information provided in the last couple of sections
to derive some numerical values for some of the circuit elements.

3.3.6. Power Amplifier
The power amplifier in Figure 3.26 receives the combined I and Q signals from the
mixers and has to amplify them but, obviously, there are certain problems associated
with it. Let us review them a bit :-

• We need to generate a certain amount of power, i.e., 18dBm in this case. Now,
for a balun with 1:1 transformation ratio, the voltage swing at the drain of
the amplifier is too large for a reliable operation. That is why, in Figure 3.26,
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”Medium-Oxide” NMOS devices have been used. ”Medium-Oxide” devices have
a thicker gate-oxide and can withstand higher DC voltages. For 22FDX SOI
Process Design Kit (PDK), the ”Medium-Oxide” device has a channel length of
100-nm and can withstand a DC voltage of 1.5V. Of course, the RF voltage am-
plitude can go up to √2 times this value, but even that is not sufficient for a
reliable operation.

– Solution: Using power combiners at the output to generate the desired
power. Then the output from each PA unit can be lower and hence a single-
transistor (Common-Source (CS)) configuration with ”Thin-Oxide” devices
can be used. This would provide more power gain and hence better Power
Added Efficiency (PAE). However, the passive power combiners are lossy
and hence it may not benefit the over all system efficiency.

– Solution: Using a cascode structure. Then we will not need a lossy power
combining network. Also, the elimination of such a large passive network
means a smaller chip area is required. A cascode device is less efficient
than a CS configuration, but using a cascode configuration also leads to
greater isolation between the output and the input.

• Another issue with using a ”Medium-Oxide” device is that the output swing from
the mixer needs to be higher. The threshold voltage for a ”Medium-Oxide” device
is higher than the ”Thin-Oxide” devices which is around 0.25-0.3V. As stated in
Section 1.4 and elaborated in Section 3.2.1, different models of devices are
available. For ”Medium-Oxide”, the low 𝑉 model has a threshold voltage of
around 0.7V which, for ”Thin-Oxide” devices, is around 0.25-0.3V. We have not
used the flipped well ”Super low 𝑉 ” model as it is leaky and leads to more
DC power consumption. So, using a ”Medium-Oxide” device would mean that
our mixer also needs to be designed with ”Medium-Oxide” devices. As we all
know, the switching action is most important in mixers. Therefore, by using a
”Medium-Oxide” device we compromise the performance of the mixer. Also, the
linearity of the mixer is affected if a large voltage swing needs to be generated
at its output. In order to generate a linear output, the size of the devices in
the mixer should also be scaled depending on the desired output swing. Wider
NMOS and PMOS devices in the mixer is not desired as it will be difficult to drive
it because of the large gate-source capacitance of the device. The polyphase
filter driving the mixer will have a hard time driving it if the input capacitance of
the mixer is huge.

– Solution: To use a cascode structure with a ”Thin-oxide” device as the CS
input. We only need a 0.6𝑉 signal to drive our PA. Thus the mixer
can generate an output with low distortion levels. Figure 3.27 shows the
modified schematic.

If the total output power is 100mW and we are limited to a maximum 𝑉 of 1.1V
due to the device reliability issues then, from the discussion in Section 3.3.5, we can
derive the optimum load that should be presented to the power amplifier to ensure
a ”Power-match”. Output power of 100/2 = 50mW is required from a single ended
amplifier. Putting in the values of 50mW as 𝑃 and 𝑉 = 1.1 in Equation 3.18, we
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Figure 3.26: Basic Schematic of the Power Amplifier

can determine that the optimum load resistance (single ended) required to ensure a
loadline or power match is 𝑅 = 12.1Ω. Therefore, the differential 𝑅 is 24.2Ω.

𝑃 = 𝑉
2𝑅

𝑅 = 𝑉
2𝑃

(3.18)

If the balun is designed to have a coupling coefficient of 𝑘 = 0.707, then, the
effective turns ratio of the balun becomes 𝑛 = = 1.414. Therefore, a 50Ω load at

the output will be transformed to a differential impedance of 50/𝑛 = 25. Simulation
results show that 𝑘 = 0.65, and, therefore a differential 𝑅 = 21.125Ω has been
achieved finally. This is close to the theoretical value of 𝑅 derived above.

3.4. Different Supply Interpolating Amplifiers
Continuing from our discussion in Section 3.3, the cascode PA shown in Figure 3.27 is
the basic building block of our Supply Interpolating Transmitter. The amplifier consists
of neutralizing capacitors to minimize the effect of 𝐶 capacitance of the CS device.
The 𝐶 forms a negative feedback in the transistor that degrades the stability of the
MOS transistor. The neutralizing capacitors (𝐶 ) are connected between the gate
of a MOS and the drain of the other input device in a differential pair. This takes
advantage of the 180∘ out of phase nature of the drain and gate voltages of a MOS.
In Figure 3.27, a part of the output signal (at the source of the cascode device) flows
to the input through the 𝐶 capacitances of M1 and M2. This signal is neutralized
by an equal and opposite signal that is fed by the 𝐶 capacitors. 𝐶 connected
between the gate of M1 and the drain of M2 feeds in a signal that is 180∘ out of phase
with the output signal fed back in by 𝐶 of M1 [47]. A similar explanation applies for
the other CS device M2.
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Figure 3.27: Modified Schematic of the Power Amplifier

3.4.1. Differential mode stability
As already stated in Section 3.3.3, the Rollet stability factor (K) and Δ (Eqn. 3.14) are
sufficient criterions to check for stability of a system. A simple S-parameter simulation
can be performed to determine the value of the neutralizing capacitor which satisfies
the condition 𝐾 > 1 and |Δ| < 1. It can be observed that the system is unconditionally
stable over a range of values for the neutralizing capacitor. To gain further insight into
the stability of the system, the poles of the system need to be analyzed as a function
of 𝐶 [48].

Figure 3.28 demonstrates a differential amplifier with differential excitation [48].
An equivalent circuit for the same can be derived to analyze the poles and zeros of
the system. The transfer function of the equivalent circuit can be derived in terms of
the input admittance of the system [48].

By analyzing the transfer function, it can be shown that with the increase in
the value of 𝐶 , the poles shift away from the right-half-plane. Eventually, for
𝐶 ≈ 4 ∗ 𝐶 , the poles move into the right-half-plane. Thus the system becomes
unstable at this point. We can also explain this phenomenon intuitively. As already
mentioned, 𝐶 feeds back a part of the output signal into the gate of the transistor
to neutralize/cancel out the signal that gets fed in through the 𝐶 of the transistor.
When 𝐶 is close to the value of 𝐶 , the signal fed back through 𝐶 is able
to cancel out the feedback through 𝐶 . When 𝐶 is much larger than 𝐶 , then
the feedback signal from 𝐶 is much higher than the signal fed back through the
transistor’s 𝐶 . Thus at this point, the feedback signal from 𝐶 leads to instability.

The enhancement in stability is only applicable for a differential mode excitation.
This enhancement strategy takes a toll on the common mode stability of the system.
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Figure 3.28: Differential pair in differential mode excitation

3.4.2. Common mode stability
It can be observed from Figure 3.29 that, in the common mode, the differential pair is
connected in parallel. This means that the neutralizing capacitors are also connected
in parallel. The issue in common mode stability can be understood by analyzing the
equivalent small signal schematic of a neutralized NMOS differential pair under com-
mon mode excitation. From the small signal circuit, we can derive the K-factor of a
differential pair in common mode excitation. It can be shown that K increases with
the increase in the value of 𝐶 but it is still way smaller than 1 [48].

Figure 3.29: Differential pair in common mode excitation

For better insight into the commonmode stability, we have to analyze the schematic
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of the differential pair in common mode excitation (Figure 3.29). 𝑍 , has very low
impedance even at sufficiently high frequencies because of the presence of decou-
pling capacitor 𝐶 . Similar reasoning leads us to the conclusion that 𝑍 , is also
really low. It has been demonstrated in [48] that the poles of such a system lie in the
right-half-plane for all values of 𝐶 .

Capacitive neutralization thus helps to restore differential mode stability without
affecting the power gain and the 𝐹 . The common-mode stability is worsened by
the use of neutralization capacitors. The poles move towards the right in the right-
half-plane for an increase in the value of 𝐶 . The common mode stability can be
improved if one can move the poles towards the left into the left-half-plane. Common
mode stability can be restored by increasing the series bias resistance in the common-
mode bias line [49].

3.4.3. Design of Supply Interpolating Transmitter
After the detailed discussion about the stability issues associated with neutralization,
it is apt to turn our attention to the implementation details of the SI transmitter. We
start this discussion with the neutralization capacitor. As already stated, ”Thin-Oxide”
devices are used to implement the neutralization capacitors. The drain node of ”Thin-
Oxide” RVT has been shorted with that of the source terminal in order to make it
behave like a capacitor. This was done to ensure that the neutralization would not
vary with PVT conditions. Matching is important at such higher technology nodes,
hence using identical devices as our input transistor for implementing 𝐶 ensures a
much better neutralization as the capacitors (i.e., both 𝐶 and 𝐶 ) change in the
same direction. Nevertheless, the Q-factor of MOS capacitors is at least one order of
magnitude smaller than MOM capacitors [50]. Therefore, more losses are incurred.

Figure 3.30a illustrates the amplifier structure that has been used in both the
𝑀𝑎𝑖𝑛 and the 𝑃𝑒𝑎𝑘 branch. An SI technique requires the use of at least two amplifier
branches, therefore, the two branches need to be connected to the load. This implies
that the two amplifier branches are also connected to each other, either directly or
indirectly. Hence, the amplifier branches will interact with each other. One possible
way to minimize such an interaction is to use a Wilkinson’s power combiner. However,
the isolation resistor is lossy and hence degrades the performance. Apart from that,
transmission lines are bulky and occupy a lot of chip area. As a result, a power
combiner with isolation capabilities has not been implemented in this work. Another
motivation for not using a power combiner with isolation is the different operating
principle of SI. As elucidated previously, the two amplifier branches operate at different
instants (Figure 3.3). There is only a small region where both the amplifier branches
are operating simultaneously. Hence the interaction between the branches is limited.

Transformer based power combiners were the next choice. The ”Main” and the
”Peak” branch can be connected in series or in parallel (Figure 3.30b). However, for
a series combiner, the impedance presented to the PA decreases with each additional
stage. For example, if the power from two amplifier branches need to be combined
with a transformer of 1:1 turns ratio, the differential impedance presented to each PA
is 50/2 = 25Ω. When the load impedance is reduced, the transistor size needs to be
increased (to deliver more current to the load) in order to produce a certain output
power. A transformer based parallel combiner can be used to surpass these issues.
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(a) Basic Cell of Supply
Interpolating Amplifier

(b) Power Combining options

Figure 3.30: Supply Interpolating Amplifier with a power
combiner

The impedance presented to the PA for a 1:1 turns ratio parallel combiner is 50 ∗ 2 =
100Ω (for two amplifier branches). However, the output power that can be delivered
by a parallel combiner is usually less than that of a series combiner (for the same
parasitics) [51]. Parallel combiners also suffer from low self-resonance frequency and
are not suitable for mm-wave operation [51]. Besides, a transformer based combiner
with multiple primary coils occupies a large chip area. Due to the above mentioned
concerns, neither parallel nor series based transformer power combiners were used.

In order to minimize the use of passives and reduce the chip area, a single primary
balun with a 1:1 turns ratio was designed. This means that each amplifier branch is
presented with a differential load of 50Ω in the ideal case. The ideal situation is
when the output impedance of the branch in the off state is very high such that it
is not loading the other branch. However, due to the large transistor size and the
frequency of operation, the amplifier in the off state also loads the output. This has
been elaborated later on.

Now, the different configurations of the SI transmitter need to be investigated.
One way to connect the outputs of the 𝑃𝑒𝑎𝑘 and 𝑀𝑎𝑖𝑛 amplifier would be to hardwire
them at the output, i.e., current summation. The supply of each branch is provided by
connecting a negative voltage source to its 𝑉𝑆𝑆 terminal while the center tap of the
balun is connected to ”Ground”. This has been illustrated in Figure 3.31a. Hence, the
”Main” branch has a supply of 0 − (−𝑉𝐷𝐷 ) = 𝑉𝐷𝐷 and, similarly, the ”Peak”
branch is connected to 𝑉𝐷𝐷 . The benefit of this configuration is that a single
balun can be used to provide the supply of several amplifier branches. For example,
if three amplifier branches need to be connected, then no extra modifications are
required. The new branch can be connected to the existing schematic with its own
supply voltage (negative supply) connected to its 𝑉𝑆𝑆 terminal. A slight disadvantage
of this schematic is that negative supply voltages are necessary.
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Another possibility is to connect the 𝑀𝑎𝑖𝑛 branch capacitively to the 𝑃𝑒𝑎𝑘 branch.
In this case, the supply voltage for the𝑀𝑎𝑖𝑛 can be connected to the center tap of the
inductor as depicted in Figure 3.31b. In this configuration, negative supply voltages
are not necessary. However, this comes at the price of extra passives. Simulation
shows that the coupling capacitors need to be > 0.5𝑝𝐹 in order not to attenuate the
output from the 𝑀𝑎𝑖𝑛 branch. On the other hand, a higher value of 𝐶 poses
a serious issue for the 𝑃𝑒𝑎𝑘 amplifier branch. A higher 𝐶 provides very small
resistance and hence the 𝑃𝑒𝑎𝑘 amplifier branch modulates the output impedance of
the 𝑀𝑎𝑖𝑛 branch on account of its higher drain voltage swing. As a result, the output
power from the 𝑃𝑒𝑎𝑘 branch gets attenuated but, of course, this problem is also
present in the schematic of Figure 3.31a. The remedy to this issue is simple and does
not pose any extra burden on the design. This will be described shortly.

Figure 3.31c portrays yet another configuration of an SI transmitter. The 𝑉 is
connected to the center tap of the balun. The supply of the 𝑀𝑎𝑖𝑛 stage is offset
by connecting its 𝑉𝑆𝑆 terminal to a DC voltage rather than connecting it to ground.
Thus the effective supply voltage for the 𝑀𝑎𝑖𝑛 stage is 𝑉𝐷𝐷 − 𝑉𝐷𝐷 and that
of the 𝑃𝑒𝑎𝑘 branch is 𝑉𝐷𝐷 − 0 = 𝑉𝐷𝐷 . As a result, only a single balun is
necessary to provide the supply voltages to all of the branches. If another amplifier
branch is necessary, then it can simply be added to the existing configuration with an
offset voltage connected to its 𝑉𝑆𝑆 terminal (similar to the 𝑀𝑎𝑖𝑛 stage depicted in
Figure 3.31c). This schematic is slightly superior than the previous ones in the sense
that we do not need a negative supply voltage and also no passives are required. The
Supply Interpolating Transmitter used in this thesis work is based on this configuration
(Figure 3.31c).

3.4.4. Practical Considerations
Apart from what has been illustrated in Figure 3.31, a passive mixer and a PPF are
required to ensure the proper operation of the SI transmitter. In the configuration
depicted in Figure 3.31b, since both the amplifier branches are connected to ground,
they can both be biased at the same gate voltage. Both of the branches have a
”Thin-Oxide” CS input transistor and hence the DC value of the gate voltage can be
the same for both the branches. The LO signal and the baseband signals coming from
off-chip can already be biased at the necessary DC voltage. This implies that it is not
necessary to bias the PAs separately at the input. However, the same cannot be said
about the other configurations. Let us inspect them one by one.

For the schematic in Figure 3.31a, both the 𝑃𝑒𝑎𝑘 and the 𝑀𝑎𝑖𝑛 are connected to
different DC voltages at their sources. This necessitates the use of a bias network at
the input of the PA. For example, if the 𝑀𝑎𝑖𝑛 is connected to -0.8V, then the gate
voltage should swing around a DC of -0.5V. In essence, the gate of the 𝑀𝑎𝑖𝑛 is then
biased at −0.5 − (−0.8) = 0.3𝑉, i.e., just at the threshold voltage of a ”Thin-Oxide”
device. Similar reasoning for the 𝑃𝑒𝑎𝑘 branch leads to the conclusion that a bias
network needs to be implemented before the amplifier branches. The bias network
can be implemented with a R-C network or with a L-C network. Since an inductor
occupies more chip area and the Q-factor of a capacitor is usually superior to that of
an inductor, the natural choice would be to go for a R-C based biasing circuit.

A quick inspection of the configuration depicted in Figure 3.31c suggests that only
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(a) Supply Interpolating Amplifier with Negative Supply Voltages

(b) Supply Interpolating Amplifier with Capacitive coupling

(c) Supply Interpolating Amplifier with voltage offset at its source

Figure 3.31: Different Supply Interpolating Amplifiers

a single bias network is necessary in this case. However, even though the 𝑃𝑒𝑎𝑘
branch is connected to ground, a dummy bias network is necessary here. Before this
is elaborated further, we need to discuss the low level implementation details, i.e., the
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layout of the circuit.
Essentially both the configurations depicted in Figure 3.31c and 3.31a are the

same. The bias of the LO and the baseband signals only need to be altered. And
since we have not designed the biasing network on chip hence this can be easily done
by changing the bias off-chip. The only difference in the configuration depicted in
Figure 3.31c is that, if we assume 𝑉𝐷𝐷_𝐿𝑜𝑤 to be a battery, then, the current flowing
out from 𝑉𝐷𝐷_𝐻𝑖𝑔ℎ charges the supply 𝑉𝐷𝐷_𝐿𝑜𝑤.

The differential input to the PA comes from the passive mixer. Since, this is an
IQ transmitter, four different phases are necessary. The differential IQ LO signal is
generated by the PPF (elaborated in Section 3.5). The output of the PPF is routed to
the mixer input. In order to ensure decent linearity, the N and PMOS transistors in
the mixer cannot be very narrow. Simulations show that the input capacitance of the
mixer in the I path is 167fF. The PPF cannot drive such a high capacitive load (Section
3.5). As a result, an inductor had to be used to resonate out the input capacitance
of the mixer. Hence, it is wise to use this inductor to provide the bias voltage. Thus
the configuration in Figure 3.31b is not suitable at all since it requires passives for the
𝑀𝑎𝑖𝑛 stage and also an inductor for each branch to tune out the input capacitance of
the mixer. This has already been touched upon in Section 3.3.1, although there the
inductor was used to resonate out the input capacitance of the stage following the
mixer, the fundamental issue is the same.

At this juncture, it is easy to imagine why the configuration in Figure 3.31c requires
two bias networks. A center-tapped inductor (each for differential I and Q signal) is
used to provide the bias for the 𝑀𝑎𝑖𝑛 and the 𝑃𝑒𝑎𝑘 branch. Thus, even though a
biasing network should not be necessary for the 𝑃𝑒𝑎𝑘 branch, circuit non-idealities
(parasitics and input capacitance of the mixer) necessitate the use of an inductor.

The physical dimensions of the inductor need to be minimized so as to have a
compact layout. If the inductor is big (i.e., occupies a large area), then the mixer
cannot be placed close to the PPF. As a result, the interconnects required between
the PPF output and the input of the mixer become too long. This is detrimental to the
performance of the entire system as it introduces parasitics. However, these para-
sitics are the reason why the center-tapped inductor can be small. In this design, an
inductor of about 50𝑥36𝜇𝑚 each was required in the I and the Q path. EM simulation
results of the inductor are provided in a separate chapter.

The only issue that remains unaddressed is the problem of the output impedance
of the 𝑀𝑎𝑖𝑛 branch being modulated by the large drain voltage swing of the 𝑃𝑒𝑎𝑘.
Besides this, we also need to consider how to switch between the two branches.
As mentioned previously, the transition between the low and the high power region
is extremely important. Without a proper transition between the two regimes, the
linearity of the system will be affected. The solution to both of these problems can be
found by switching the DC bias of the cascode transistor on/off. The DC bias need not
be pulled down to 0V. In this work, the DC bias of the cascode has been set to 0.6V
for the off state and 1.7V for the on state. In this regard, special attention needs to
be paid to the 𝑀𝑎𝑖𝑛 branch. When the 𝑃𝑒𝑎𝑘 is on, the drain voltage, on account of
its higher swing, can go down to 0.2-0.3V. MOSFET is a symmetrical device hence the
node with a higher voltage is always the drain. Ideally, the 𝑀𝑎𝑖𝑛 should not conduct
when the 𝑃𝑒𝑎𝑘 is on except for the transition period. Assuming that the 𝑀𝑎𝑖𝑛 is off
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(a) Main branch (b) Peak branch

(c) Stability break point ( ) for Main branch (d) Stability break point ( ) for Peak branch

Figure 3.32: Differential Stability with capacitive neutralization

when the 𝑃𝑒𝑎𝑘 is conducting, the voltage at the source node of the cascode (drain of
the CS) has to be equal to the 𝑉𝑆𝑆 of𝑀𝑎𝑖𝑛. In our case, the 𝑉𝑆𝑆 of𝑀𝑎𝑖𝑛 is connected
to 0.8V. Thus, when the drain voltage swings below 0.8V, the source and the drain
node of the cascode in the 𝑀𝑎𝑖𝑛 branch is interchanged. In order to maintain the
non-conducting nature of the 𝑀𝑎𝑖𝑛 amplifier, the bias voltage of the cascode is set
to 0.6V. This way, the cascode device will never have enough 𝑉 to conduct. The
cascode bias voltage has been swept from 0.6-1.7V to enable a smoother transition
between the high and the low power regime. This also facilitates the proper operation
of the SI transmitter by ensuring that the branch in the off state is not conducting.

For the schematic shown in Figure 3.31c, capacitive neutralization was performed
to ensure stability over a wide frequency range. Figure 3.32 shows the plot of the
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K-factor and |Δ| for both the 𝑀𝑎𝑖𝑛 and 𝑃𝑒𝑎𝑘 amplifier branches after capacitive neu-
tralization. From this plot, it can be observed that the region of instability is also
dependent on the value of 𝐶 . One should try to maximize the frequency range
of unconditional stability by minimizing the value of 𝐹 (Figures 3.32c & 3.32d). At
the optimum value of 𝐶 , i.e., when 𝐶 = 𝐶 , the K-factor is maximized and the
𝐹 is minimized. By reducing 𝐹 we increase the frequency range of unconditional
stability and hence reduce the frequency range over which the device is conditionally
stable.

3.5. Polyphase Filter (PPF)
Since we want to have a complete transmitter solution for 5G applications, we have
designed the mixers to convert the baseband signals to RF. Now we need to have a
quadrature LO signal. Several different procedures are available to generate quadra-
ture LO signals.

• A divide-by-two circuit can be used, but the problem is that we would then need
an LO signal that operates at 2𝑓 . Due to the low quality of passives, the phase
noise is very high and also the LO signal swing is low for mm-wave operation.
So generating very high frequency mm-wave signals with high spectral accuracy
and sufficient power is very difficult.

• Quadrature Oscillators are another option. Here, the two coupled oscillators
trade off phase noise and tuning range with IQ accuracy [52].

• Quadrature hybrid couplers can also be used. They can provide multi-octave
bandwidth of operation with decent amplitude and phase balance. The only
disadvantage is that it is not suitable for integrated circuits because of its large
size.

• A polyphase filter following a single phase oscillator can be used to generate
the quadrature LO signals. Decent IQ accuracy can be obtained by cascading
several staggered-tuned stages. This also helps to enlarge the bandwidth of
operation [53].

The age old way of generating quadrature signals using PPFs is shown in Figure 3.33a
& 3.33b. The configuration in Figure 3.33b is not considered here as it leads to 6dB
loss in signal per stage whereas we would experience 3dB loss per stage from the
one in Figure 3.33a [54]. The ratio of differential I and Q outputs of the PPF in Figure
3.33a can be expressed by [55] :-

𝐻 = Δ𝑉 ,
Δ𝑉 ,

= 1 − 𝑠𝑅𝐶
1 + 𝑠𝑅𝐶

(3.19)
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Whereas the ratio of the differential I and Q outputs of the PPF in Figure 3.33b can
be expressed by [55] :-

𝐻 = Δ𝑉 ,
Δ𝑉 ,

= 1
𝑠𝑅𝐶

(3.20)

From Eqn. 3.19, we can state that the amplitude of the I and Q outputs are always
the same irrespective of the frequency of operation, the values of R,C and the load
impedance. However, the phase difference is 90∘ only at 𝜔 = . By using more
number of stages in cascade, the phase can be made equal to 90∘ at each RC pole,
i.e., at 𝜔 = , 𝜔 = etc., where the subscript 1 refers to the 1 stage and 2

refers to the 2 stage and so on.
Similarly, from Eqn. 3.20, we can infer that the phase difference between the I

and Q outputs is always equal to 90∘ as the ratio is always imaginary. The phase
difference is independent of the frequency of operation and the values of R,C, but the
amplitude of the I and Q outputs is equal only at 𝜔 = . This again can be resolved
by using more stages in cascade. The amplitude can be corrected by using limiting
amplifiers [54], but this will degrade the efficiency of the system. So the configuration
in Figure 3.33a is a better choice for mm-wave operations. However, it also suffers
from a serious drawback.

The long interconnect at the output (Figure 3.33a) makes this design asymmet-
ric. At mm-wave frequencies, the parasitic capacitances associated with such a long
interconnect would be detrimental to the performance of the entire transmitter. It is
also wise to have less routing as it is severely lossy at mm-wave frequencies. Long in-
terconnects at mm-wave frequencies can have significant inductance and this affects
the performance.

A symmetric design has been proposed in [54] that also manages to reduce the
length of the long interconnect. Also, since this design is more symmetric, better
image rejection ratios (IRR) can be obtained. Two stages of PPF are used to make
it more wideband. The different stages are tuned to different frequencies (stagger
tuned). Thus the combined effect is that sufficient rejection is available over a range
of frequencies. We have used the same PPF design technique that has been illustrated
in Figure 3.34. In order to account for the inductance of the interconnects, the value
of 𝐶 capacitors have been tuned. Extensive EM simulations are performed to
estimate the inductance of the interconnects and thus tune the value of the capacitors
to ensure an IRR better than -32dB.

The input impedance of a single stage PPF can be derived as shown below [Figure
3.35]

𝑅 = ( 1
𝑗𝜔𝐶 + 𝑅)||(

1
𝑗𝜔𝐶 + 𝑅)

𝑅 = 1
2(

1
𝑗𝜔𝐶 + 𝑅)

(3.21)
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(a) Polyphase Filter with constant
amplitude output

(b) Polyphase Filter with constant phase
output

Figure 3.33: Asymmetric Polyphase Filters

Figure 3.34: Polyphase Filter with symmetric interconnects

It can be shown that, if a symmetrical load 𝑍 is applied at the four output nodes
(Figure 3.36), then the input impedance does not change at all [55], but the output
swing is reduced because of voltage division. This is illustrated by Figure 3.36.

Assuming, 𝑉 = 𝑎(−𝑗)𝑉 and 𝑉 = 𝑎𝑉, we can apply Kirchhoff’s voltage law (KVL)
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(a) Differential (b) Single Ended

Figure 3.35: Input Impedance of Polyphase Filters

Figure 3.36: Attenuation of output when loaded with a
symmetrical load

to arrive at the following result

𝐼 = −𝑗𝑎𝑉 − 𝑉
𝑅

𝐼 = −𝑗𝑎𝑉 + 𝑉
−𝑗𝑅 = 𝑎𝑉 + 𝑗𝑉

𝑅

𝐼 = −𝑗𝑎𝑉 − 𝑎𝑉
𝑍

𝐼 = −𝑗𝑎𝑉 + 𝑎𝑉
𝑍

(3.22)
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Since, according to Kirchhoff’s current law (KCL), 𝐼 +𝐼 + 𝐼 + 𝐼 = 0, we can derive
that

𝑎𝑉(1 − 𝑗) − 𝑉(1 − 𝑗)
𝑅 + −𝑗2𝑎𝑉

𝑍 = 0
𝑜𝑟, 𝑎(𝑍(1 − 𝑗) − 𝑗2𝑅) = 𝑍(1 − 𝑗)

𝑜𝑟, 𝑎 = 𝑍
𝑍 − 𝑗(1 + 𝑗)𝑅 =

𝑍
𝑍 + 𝑅(1 − 𝑗)

(3.23)

If 𝑍 = 𝑅(1 − 𝑗), then 𝑎 = . Thus we can state that because of this loading |𝑉 | =
|𝑉 | (Figure 3.36). If 𝑍 = ∞, then |𝑉 | =|𝑉 | as there is then no loading

effect.
The output swing is slightly increased (by a factor of √2) if an identical stage

is connected in cascade. Figure 3.37 depicts the node voltages. If 𝑍 = 𝑍 =
𝑅(1 − 𝑗), then it can found out that

𝑉 = 𝑉
2 = 𝑉

4
𝑉 = √2𝑉 = 𝑉

2√2

(3.24)

Usually the input capacitance of a differential pair is loading the output stage of a

Figure 3.37: Attenuation of output when loaded with an
identical stage

PPF. Due to voltage division between the polyphase filter capacitor and the grounded
load capacitance of the differential pair, losses are incurred [53]. These losses can be
quite substantial at mm-wave frequencies where even a small capacitor would signif-
icantly load the PPF. As stated in [53] the losses in a cascaded PPF can be limited by
using stages with increasingly larger input impedance. This ensures that the succeed-
ing stages load the previous stage less. This helps in reducing the effect of voltage
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division. Thus fewer losses will be incurred. However, the value of the resistors can-
not be very large as the parasitic capacitances to the substrate would then limit its
frequency of operation. However, the impedance of the first stage is also critical and
cannot be very low as it would then load the stage driving the PPF. In this work, the
PPF is followed by the mixer. The input capacitance of the mixer is 167fF which, at
30GHz, presents a load of 31Ω. Here, we go back to our discussion in Section 3.3.1.
It was mentioned that it is possible to resonate out the input capacitance of the mixer
by using an inductor at the input of the mixer. Ideally, after resonating out the input
capacitance of the mixer, the PPF should see a very high impedance(≈ 𝑘Ω), but, in
reality, the quality factor of the inductor limits the resistance that the PPF sees. At
resonance the PPF sees a differential resistance of 𝑅 (Eqn. 3.4). The long inter-
connects between the output of the PPF and the mixer input also contribute to some
inductance. Hence the explicit inductor required at the mixer input is not very high.
In this design, a differential inductor of 36pH each was used in the I and Q paths.
With a quality factor of ≈ 17 at 30GHz, this leads to a parallel resistance 𝑅 ≈ 116Ω.
Thus, in reality, the PPF is loaded by this impedance.

Stage R C

1 30Ω 174 𝑓𝐹
2 60Ω 87 𝑓𝐹

Table 3.3: Resistance and capacitance values used in the PPF

As already mentioned before, the impedance of each stage needs to be scaled up
in order to prevent the loss in signal swing. As a result of this, a resistance of 30Ω and
60Ω has been used in the first and the second stage of the PPF, respectively. Using
Eqn. 3.21, we can state that the input impedance of the PPF filter is (15 − 𝑗15)Ω.
Even though the input capacitance of the mixer does not directly determine the input
impedance of the PPF, it plays a major role in determining the value of the resistances
to be used in the PPF stages preceding it. The resistance and the capacitance values
used in the PPF are mentioned in Table 3.3.

3.6. Conclusion
Compared to other efficiency enhancement techniques, ”Supply Interpolation” makes
use of multiple supply voltages to provide efficiency peaks at power back-off. This is
especially suitable for modern communication systems like 5G where massive MIMO
is going to be used. The implementation details of a SI transmitter was provided
along with a short overview about the different matching techniques. A passive mixer
was implemented in order to minimize the power consumption in the upconversion
stage. The analysis of the input impedance of a polyphase filter was provided and a
suitable configuration was chosen to minimize parasitic capacitances. A comparative
study was provided between the different technologies like CMOS, PDSOI and FDSOI.
The benefits of using body biasing were outlined as well and these were supported by
simulation results of the three different MOS devices available in 22FDX technology.
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Layout

The schematic level design and simulations are like the tip of an iceberg. In terms of
circuit design, it means that there are many more problems and issues that need to be
addressed. The mismatch among different circuit components, parasitic inductances,
capacitances, long interconnect, and routing issues are extremely critical and they
must be meticulously addressed before signing off the chip. For mm-wave systems,
layout plays an essential role, and serious attention needs to be paid in order to
optimize it. Let us dive beneath the surface and face the rugged monstrous reality of
chip design.

As already illustrated in Figure 3.18, passive mixers are based on pass-gates. An
efficient way had to be found to connect all of these numerous transistors together.
The P & N MOS devices of a pass gate have been placed together into a unit cell for
better matching. Thus the appropriate finger width (𝑊 ) and the number of fingers
(𝑁 ) had to be decided but, in order to do that, we need to brush up on a few facts
now.

4.1. Basics
The transit frequency (𝐹 ) and the maximum frequency of power gain (𝐹 ) are
functions of the gate resistance (𝑅 ), gate-source capacitance (𝐶 ), and gate-drain
capacitance (𝐶 ) which are reflected in Eqns. 4.1 & 4.2 [56]. All of these factors
are dependent on the finger width (𝑊 ) and the number of fingers (𝑁 ). Thus, an
optimum value of 𝑊 and 𝑁 has to be found.

𝐹 ≈ 𝑔
2.𝜋.(𝐶 + 𝐶 ) (4.1)

𝐹 ≈ 𝐹

2.√𝑅 .(𝑔 . ) + (𝑅 + 𝑟 + 𝑅 ).𝑔
(4.2)

The gate resistance 𝑅 consists of the poly-silicon gate resistance and the resistance
of the metal lines used to connect multiple fingers together. For active circuits like
power amplifiers, power gain is more important than current gain. Hence, we are more
concerned about 𝐹 and try to maximize it as much as possible. Our transistor layout
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choices are centered around this simple fact. It is evident from Equation 4.2, that 𝐹
can be maximized by reducing 𝑅 . As discussed, since 𝑅 depends on both the poly-
silicon resistance and the metal interconnect resistance, an optimum value for𝑊 and
𝑁 must be selected to achieve a balance between the metal and poly resistance.
Increasing the number of fingers might help in reducing the poly-silicon resistance for
a fixed total width, but the reduction in poly-silicon resistance may be offset by the
increase in metal interconnect resistance. Hence, we may not benefit much and the
𝐹 might deteriorate too. A similar argument applies for finger width. If the finger
width is too wide then the poly-silicon resistance dominates 𝑅 . Increasing the bias
current density beyond a certain point is not helpful, either, firstly because it does not
help to increase 𝐹 and a higher bias current density also increases the DC power
consumption. This is not acceptable at mm-wave frequencies because the efficiency
is inherently low at such high frequencies.

For the following simulation results, the total width of the device has been kept
constant at 16𝜇m, only 𝑊 has been swept. Figure 4.1 & 4.2 shows how 𝐹 is
affected by the finger widths and the bias current densities. The highest 𝐹 is
obtained for a bias current density of 0.4mA/𝜇m and 0.25mA/𝜇m for the ”Thin-Oxide”
and the ”Medium-Oxide” device, respectively. The plot corresponding to the highest
𝐹 has been highlighted and plotted distinctly in Figures 4.1a & 4.2a. From these
figures it can be observed that 𝐹 starts to decrease with the increase in finger
width. For 65-nm bulk CMOS, maximum 𝐹 can be achieved for a current density
of 0.8mA/𝜇m [50]. This is almost twice as much current as is required for 22FDX SOI
technology. Lower gate resistance (𝑅 ) along with lower overlap capacitances enable
high frequency operation. As a result, higher technology nodes are a suitable choice
for mm-wave systems. However, the optimum value of finger width (𝑊 = 1𝜇𝑚) that
gives the best 𝐹 is the same as that stated in [50]. The optimum finger width
seems to remain unaffected by technology scaling.

These results indicate the optimum finger width for the CS and the cascode tran-
sistor. In order to reduce DC power consumption, the devices have been biased well
below the necessary 0.4mA/𝜇m and 0.25mA/𝜇m current density. The maximum avail-
able power gain (𝐺 ) at 30GHz for both the ”Thin-Oxide” and the ”Medium-Oxide”
transistor is illustrated in Figure 4.3. The variation in 𝐺 over bias current density
is portrayed. Thus it can be stated that, 𝐺 drops by about 1dB for 40% and 33%
reduction in bias current density for ”Thin-Oxide” and ”Medium-Oxide” devices, re-
spectively. Hence, there is some freedom in choosing the bias points. However, as
far as the finger width of the devices is concerned, it is better to use a 1𝜇m wide
finger for both of these devices. Slightly wider fingers have been used in this work to
ease layout efforts and to minimize interconnect lengths.

4.2. Mixers
Figure 4.5 shows the layout of the mixer. This is only a part of the entire mixer shown
in Figure 3.18. In Figure 4.4, the NMOS and PMOS transistors have been labelled. The
entire mixer for the I and Q paths is placed separately and their differential outputs
are taken out separately. The positive side and the negative side of the PA are also
laid out separately. Therefore, this makes the routing a bit less complicated. The ”I”
shaped interconnect in Figure 4.4 is used to connect the sources and the drains of
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(a) versus Finger Width ( ) for different
Bias current densities

(b) versus Bias current densities for
=1 m

Figure 4.1: Plot of 𝐹 versus Finger Width and Bias current
density

(a) versus Finger Width ( ) for different
Bias current densities

(b) versus Bias current densities for
=1 m

Figure 4.2: Plot of 𝐹 versus Finger Width and Bias current
density for Medium-Oxide NMOS

the P and the N-MOS devices together. A large number of vias have been used to
reduce the overall resistance of the vias and the interconnects as a whole. Multiple
metal layers are drawn on top of each other to reduce the resistance of the lines.
Metal-4 (M4) is used to feed the baseband signal into the mixer (Fig. 4.5). M7 is
used to route the LO signals in to the mixer (Figure 4.4). This is because the mixer
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(a) Thin-Oxide NMOS (b) Medium-Oxide NMOS

Figure 4.3: Plot of 𝐺 versus Bias current density at 30GHz

is preceded by the polyphase filter and a center-tapped inductor. Since M9 is used in
the inductors, it is better to route it using M9 and, then, close to the mixer, the signal
is routed through M7 and passed on to M1. Using higher metal layers is beneficial
as they are relatively thicker than the lower metal layers. This leads to fewer losses
in the metal traces as the resistance is inversely proportional to the metal thickness.
Ultimately, the LO signal has to be connected to the gate of the transistor (which is
in M1). The purple coloured metal (M8) at the center (Figure 4.5) is used to pick up
the RF output from all of the different pass gates. It is connected at the center to
maintain symmetry. The LO signals are split up close to the transistor and fed in to
the gate from both sides, i.e., from the top and the bottom (Figure 4.4). This helps to
lower the gate resistance. From Eqn. 4.2, it can stated that 𝐹 can be maximized
by reducing the gate resistance 𝑅 .

The finger width of 0.8𝜇m and 1𝜇m has been used for the NMOS and PMOS devices
in the mixer, respectively. This is because the mobility of a hole is less than that of an
electron. Thus, we usually tend to use a slightly larger device for PMOS. However, in
this case, we had to limit its size to ensure that we have a more compact layout.

4.3. Neutralizing Capacitors
Thin-oxide NMOS has been used to implement the neutralizing capacitors. The same
transistor has been used in the PA as CS devices. The source and the drain of the
NMOS have been shorted together. We also need only half the number of devices we
use in the original PA (for the CS) as both the 𝐶 and 𝐶 are tied together. In the
PA, we used 12 parallel devices in the ”Main” stage, so for 𝐶 we need 6 parallel
devices. Figure 4.6 shows the layout of a neutralizing capacitor. M2 (narrow red metal
around the device) is used to connect all of the source and drain terminals together.
The output is taken out from the extreme right; M7 is used in this case. The thick
purple line at the center (M8) is used to connect to the gate terminal. The RF output
from the mixer is connected here. The output from the extreme right of 𝐶 goes
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Figure 4.4: Layout of Mixer unit cell

Figure 4.5: Layout of Passive Mixer

to the other drain terminal of the differential MOS. The wider M2 (red) lines on the
sides are used to connect the ”VDD” signals to the N-well contacts.
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Figure 4.6: Layout of the Neutralizing Capacitor

4.4. Power Amplifier
Figure 4.7b shows the stability issue associated with gate resistance. Gate resistance
is, in turn, related to the finger width and the number of fingers. For the plot in
Figure 4.7a, the total width of the MOS was kept fixed at 16𝜇m. The number of
fingers of the device was swept, and the 𝐹 of the device has been plotted. With
the increase in the number of fingers, the finger width of the device decreases (as the
total width is fixed). This leads to reduced gate resistance 𝑅 . Figure 4.7b depicts how
reduced gate resistance leads to instability. As mentioned before, for 𝐾 < 1, 𝐺 is
defined whereas, for 𝐾 > 1, 𝐺 or the maximum transducer gain is defined. The
plot in Figure 3.21 shows the region of conditional and unconditional stability. The
frequency at which 𝐺 and 𝐺 diverge from each other is the point of stability
break down (Figure 3.21). This frequency (𝐹 ) increases when the 𝐹 of the
transistor increases. This implies that the region of conditional stability also expands.
Figure 4.7b illustrates that, when the number of fingers of a transistor is increased,
the stability break point (𝐹 ) moves higher up in frequency. 𝐹 (for 𝑁 = 20)
marked in the plot is much higher than 𝐹 (for 𝑁 = 1). Hence, the amplifier
becomes conditionally stable and is more likely to oscillate over a wider frequency
range.

Based on the above analysis, the finger widths of the transistors were set to 1𝜇m
and 1.5𝜇m for the CS and the cascode device, respectively of the 𝑀𝑎𝑖𝑛 branch. Both
the CS and the cascode device have 32 fingers each in order to have a device wide
enough to deliver the necessary output current. The finger width of the cascode was
set slightly larger because then we can use the same number of parallel devices. This
leads to a compact layout. Figure 4.8 shows the layout of the basic unit cell of the
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”Main” PA. There are 12 (multiplier) of these in the ”Main” PA. The ”Gate” of the CS
and the cascode are connected on both sides. This helps to reduce the impedance of
the gate and maximize its 𝐹 (Figure 4.7a). The intermediate node, i.e., the drain
of the CS and the source of the cascode are connected together over the ”Gate” of
the cascode (Figure 3.27).

In both the devices, the gate and the drain terminals are connected on the oppo-
site sides of the transistor. This helps to minimize the gate-drain capacitance which
can lead to stability issues at mm-wave frequencies. Similar procedures have been
followed to design the ”Peak” amplifier branch. Table 4.1 demonstrates the transistor
sizes and the multipliers for each PA branch. All the sizes are in nanometers (nm).

(a) Variation of with number of fingers (b) Stability analysis for multiple fingers

Figure 4.7: Effect of number of fingers on stability

Branch
Common Source

W/L
Cascode
W/L Multiplier 𝑉

Main 1200/18 1500/100 12 0.9

Peak 800/18 800/100 18 1.7

Table 4.1: Transistor size in each PA branch

4.5. Polyphase filter
In order to design the polyphase filter(PPF), the procedure outlined in [54],[57] was
followed. First, the R and C (nominal values) were laid out and the interconnects
were separately simulated in Momentum. Then, depending on the value of the inter-
connects, the capacitance values were adjusted. Since center-tapped inductors were
used at the output of the PPF to tune out the input capacitance of the mixers, the
routing became longer and lossy. Thus, EM simulations were used to select the right
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inductor size. The input balun that converts a single-ended LO carrier signal to a
differential signal has been simulated in EM.

In order to reduce the simulation time, the vias were approximated by drawing a
big rectangle with the same via material. This helped to drastically reduce the time
of simulation without affecting the accuracy so much. Another approximation was
performed where the lower metal layers from M1-M6 were removed, and the multi-
layer substrate was replaced by a substrate with an equivalent dielectric constant [58].
This does not affect the result as the lower metal layers were not being used, and
simplifying the substrate layer also led to faster simulations and thus more iterations
were possible to optimize the layout. Figure 4.9 shows the final optimized layout of
the PPF. The LO signals are marked on the left. The differential LO signal is generated
by the input balun. As already mentioned before, two stages are used in the PPF
to have sufficient image rejection over a wide bandwidth. Dummy capacitors and
resistors have been used in order to minimize lithography edge effects.

Figure 4.9: Layout of Polyphase filter

The routing at the output of the PPF has been optimized as much as possible.
Several iterations have been performed in order to arrive at a routing scheme that
minimizes the coupling capacitance between the outputs, i.e. between 𝐼 , 𝐼 ,
𝑄 and 𝑄 . The output of the PPF is not symmetric. This is the result of
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the symmetry within the PPF. This issue has already been highlighted in the previous
chapter. Numerous EM simulations have been performed on the routings at the output
of the PPF in order to ensure symmetry. This is essential to ensure amplitude and
phase balance in all of the four quadrature outputs.

4.6. Balun and Inductors
The balun and the inductors were laid out in Cadence and then extensive EM simula-
tions were performed to optimize the coupling coefficient, transformer efficiency, area
occupied, etc. The center tapped inductors were simulated extensively along with the
interconnects of the polyphase filter. The inductor size was reduced by increasing the
number of turns. Later on, after the interconnect to the mixer was added, the induc-
tor size had to be drastically reduced. This is due to the fact, that the interconnect
from the input of the inductor to the input of the mixer contributed some inductance
and other parasitics. Hence, ultimately, only a single turn center-tapped inductor was
used. The metal track width is 10𝜇𝑚, and the spacing between the ”positive” and
the ”negative” side of the coil is 8𝜇𝑚. M8 and M9 have been used to reduce the
series resistance of the coil and thus minimize the losses. A BFMOAT layer is drawn
to prevent p-well implants and creates a high resistive substrate. It is usually used
to shield critical RF and analog lines from the substrate. The substrate losses of an
inductor can be reduced by using a BFMOAT layer below the inductor. A BFMOAT
layer has been used in designing the center-tapped inductor to improve the quality
factor (Q) of the inductor. Figure 4.10 illustrates the center-tapped inductor along
with its differential inductance and Q-factor.

(a) Layout of the
center-tapped inductor

(b) Differential Inductance and Q-factor

Figure 4.10: Properties of the Center-tapped Inductor

An initial Balun from the ”RF” library of the PDK was laid out in Cadence. The ”GDS”
file was exported to Momentum. EM simulations were performed in Momentum, and
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the coupling coefficient (𝑘 ) and the transformation efficiency were plotted. It was
found that the 𝑘 and the efficiency of the PDK model were not optimum. The PDK
model only provided a 𝑘 of 0.5, and the transformation efficiency was about 60%.
Thus, the balun was flattened, and its size was altered. The spacing between the
primary and the secondary coil was reduced. The spacing between the ”positive” and
the ”negative” side of the primary coil at the input was also reduced. Because of
DRC rules, a certain distance had to be maintained between the coils. The final balun
occupies an area of 80x70 𝜇𝑚 . The layout of the balun is illustrated in Figure 4.11.
The metal track width is 5𝜇𝑚, and the spacing between the coils has been kept at
1.8𝜇𝑚. Reducing the spacing between the ”positive” and the ”negative” side of the
input (primary coil) also enhanced the coupling and the overall transformer efficiency.
This spacing has been kept at 4𝜇𝑚. Two metal layers, M8 and M9, have been used
for both of the coils. This helps to reduce the losses in the coil and thus enhances the
transformer efficiency. However, the parasitic capacitance between the coils is more
and, as a result, the self-resonance frequency decreases. This can be seen in the
inductance plots of Figure 4.12a & 4.12b. Figure 4.12 depicts the inductance, Q-factor,
coupling coefficient, and the transformation efficiency. The balun or transformation
efficiency is defined by [59]:

𝜂 =
( ) . + +

(4.3)

where 𝐿 is the primary winding inductance, 𝑄 and 𝑄 are the quality factors of the
primary and the secondary coils, 𝑘 is the coupling coefficient and 𝑛 is the turns ratio.
A BFMOAT layer has been drawn below the balun to minimize substrate losses and to
enhance the Q factor.

After the EM simulations, the ”Broadband Spice Model Generator” feature of ADS
was used to generate a spice model of the balun. The spice model file was used in Ca-
dence to perform transient simulations along with the rest of the circuit. Optimizations
were made based on the results of the transient simulation.

The interconnects are a slightly different story. The spice model of the intercon-
nects was found to be inaccurate initially. Thus, the S-parameter file was directly saved
in ADS as a Touchstone file. This was then used in Cadence for performing transient
simulations with the ”NPORT” component available in ”analogLib” of Cadence. How-
ever, if more numbers of points are used in the frequency range for EM simulation,
then the spice model can closely match the S-parameter data. Nevertheless, warnings
about violations of passivity and causality appear in the transient simulation. These
S-parameter datas were used to simulate the SI transmitter as a whole. The simula-
tion results depicting the overall drain and power-added efficiency has been provided
in the next chapter. The efficacy of the polyphase filter in generating in-phase and
quadrature phase signals has also been simulated with these S-parameter files and
the results are provided in Chpater-5.

The layout of the polyphase filter along with its interconnections to the passive
mixer and the center-tapped inductor has been done. Both the PA branches have
been laid out, however, the interconnects to the output balun has not been simulated
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Figure 4.11: Output Balun

yet. As a result, the balun at the output node is not shown in Figure 4.13. Both the
output and the input baluns have been laid out and EM simulations performed to verify
its functionality. The driver amplifier and the power splitter has not been designed
yet. The layout in its current state is illustrated in Figure 4.13.

The block diagram of the chip is demonstrated in Figure 4.14. Except for the
Driver amplifier (DA), power splitter, and the bond pads, the rest of the circuit blocks
have been implemented and laid out. All simulation results presented in the next
chapter include the parasitic capacitances of the PAs, the passive mixers and the two
stage PPF extracted from the layout of each block. The parasitics contributed by the
interconnects between the polyphase filter and the mixer have also been included in
the simulations.

4.7. Conclusion
The effect of finger width, number of fingers and bias current on the maximum fre-
quency of power gain was analyzed. The maximum transducer gain of a thin-oxide
NMOS was compared to that of a medium-oxide NMOS. Based on this analysis, a finger
width of 1𝜇m was found to provide the maximum 𝐹 . A brief discussion about the
layout of the passive mixer has also been provided. This was followed by the layout of
the neutralization capacitor. Both stability and 𝐹 were taken into account in order
to determine the suitable transistor size for the PA. Although, it is beneficial to maxi-
mize 𝐹 , however, this also increases the tendency of the amplifier to oscillate as it
becomes conditionally stable over a larger frequency range. As a result, a compromise
was made between the power gain of the amplifier and its stability. The complete
layout of an unit cell of the 𝑀𝑎𝑖𝑛 branch has been provided and methods to reduce
its gate resistance has been pointed out. The layout considerations of a two-stage
polyphase filter has been discussed as well. Finally, a center-tapped inductor and a
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(a) Differential Inductance and Q-factor of the
Primary coil

(b) Differential Inductance and Q-factor of the
Secondary coil

(c) Coupling coefficient and efficiency of the
Balun

Figure 4.12: Properties of the Balun

balun was designed and simulated in Momentum to optimize its performance. Ideally
a coupling coefficient of 0.707 is desired in order to provide the optimum load to the
PA. A coupling coefficient of 0.65 was achieved along with a transformation efficiency
of about 72.5% for the balun. A higher quality factor of the passives is greatly desired
at mm-wave operation. This minimizes the losses incurred in the passive network. As
a result, considerable efforts have been made to maximize the quality factor of the
inductor and the transformation efficiency of the balun.
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5
Simulation Results

This chapter presents the simulation results of the Supply Interpolation transmitter.
The properties of individual circuit components like the inductor and the balun have
already been presented in the last chapter. In this chapter, the performance results
of the two-stage polyphase filter have been provided. This is followed by the output
power and efficiency plots of the amplifier branches. A brief description has also been
provided about two different switching schemes. All simulation results include the
parasitic capacitances extracted after the layout of each block.

5.1. Polyphase Filter
The amount of phase and amplitude imbalance introduced by a PPF is quantized by
the image rejection ratio (IRR). The IRR is defined as the ratio of the power of the
image to that of the desired tone and can be expressed in terms of the amplitude and
phase imbalance by [60]

𝐼𝑅𝑅 = 1 + 2𝐴 cos Δ𝜃 + 𝐴
1 − 2𝐴 cos Δ𝜃 + 𝐴 (5.1)

where 𝐴 represents the amplitude of the I and Q signals and Δ𝜃 represents the
phase deviation between the I and Q branches. As already mentioned, a two stage
PPF has been implemented in this work. Each stage is tuned to a different frequency
which helps to achieve proper IRR over a wide bandwidth. Figure 5.1b depicts the
IRR over a range of frequencies. It is evident that a two stage PPF can provide decent
IRR over almost 6 GHz. The simulation temperature has been set at 90 C and the
parasitics of the PPF, and of the interconnects connecting it to the mixer have been
included in this simulation. The parasitic capacitances of the mixer have also been
taken into account.

Figure 5.1a shows a simplified structure of the SI Tx along with the nodes A and
B. The signal power loss starting from the input (i.e., the single ended clock at Node
A) provided before the balun to the input of the IQ passive mixer (Node B) is about
≈ 3.9dB. The power of the differential I and Q signals has been included in this
calculation.
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(a) Simple structure of SI Transmitter

(b) IRR at different frequency of operation for a 2-stage
PPF

Figure 5.1: SI Transmitter and IRR of PPF

5.2. Supply Interpolating PA
The efficiency and output power are the most important parameters that determine
the efficacy of a power amplifier. The 𝑃 point is used to determine the maximum
”linear” output power available from a PA. A SI transmitter consists of two amplifier
branches, i.e., the 𝑀𝑎𝑖𝑛 and the 𝑃𝑒𝑎𝑘 branch. The 𝑀𝑎𝑖𝑛 branch is used to generate
output powers less than 8dBm while the 𝑃𝑒𝑎𝑘 branch is operational in the range of
8-18dBm of output power. The 𝑃 for the 𝑀𝑎𝑖𝑛 branch lies at 7dBm while that of
𝑃𝑒𝑎𝑘 branch lies at 13dBm. Figure 5.2 shows the Power gain and output power for
the 𝑀𝑎𝑖𝑛 and 𝑃𝑒𝑎𝑘 amplifier branch, respectively.

Figure 5.3 demonstrates the peak drain efficiency and power-added-efficiency for
the ”Supply Interpolating” transmitter. The dashed red curve denotes the drain effi-
ciency without any efficiency enhancement technique. As a result, it can be concluded
that using ”Supply Interpolation” yields more than 10% higher PAE and almost 15%
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(a) Main Branch

(b) Peak Branch

Figure 5.2: Output power and Power Gain of SI Transmitter

higher drain efficiency compared to a conventional system without any efficiency en-
hancement technique. Efficiency enhancement has been achieved at ≈ 8.6dB power
back-off. The slightly inferior power gain of the 𝑀𝑎𝑖𝑛 branch leads to the difference
in the PAE and drain efficiency curve at power back-off. This is mainly because of
the under-estimation of the parasitic capacitances of the 𝑀𝑎𝑖𝑛 branch. Resizing the
𝑀𝑎𝑖𝑛 branch alleviates this issue, and significant improvement in power gain has been
observed. Enhancing the power gain for the 𝑀𝑎𝑖𝑛 branch also leads to an improve-
ment in the PAE curve which then closely follows the peak drain efficiency curve. As a
result, the efficiency enhancement at power back-off can be improved by about 15%.
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Figure 5.3: Drain Efficiency and PAE of SI Tx

Figure 5.4: SI Tx with control signals

A MATLAB script is used to generate the control signal that automatically turns on
and off the appropriate amplifier branch depending on the envelope signal. Figure
5.4 demonstrates the different control signals available in SI Tx. Both the bias of the
cascode and the baseband input signal is controlled to ensure a smooth transition
between the two amplifier branches. Due to large output common mode transients
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during the switching, the bias of the cascode has been turned on and off steadily.
This smoothens out the output common mode transients. However, a compromise
between output common mode oscillations and linearity has been made. Two types
of control profile has been investigated. The symmetric control profile has equal rise
and fall times for the cascode bias switching (Figure 5.5a). On the othe hand, the
overlap control profile has a higher on time for the 𝑃𝑒𝑎𝑘 branch. The bias of the
cascode device in the 𝑃𝑒𝑎𝑘 branch starts to decrease only after the bias voltage of
the cascode in the 𝑀𝑎𝑖𝑛 branch has reached its maximum value (Figure 5.5b).

(a) Symmetric Control Profile (b) Overlap Control Profile

Figure 5.5: Different control profiles

The baseband signal is split into two parts, one for each branch. Figure 5.6a
demonstrates the envelope signal and the baseband signal for 𝑀𝑎𝑖𝑛 and 𝑃𝑒𝑎𝑘. As
already stated, the 𝑀𝑎𝑖𝑛 is operated when the input is small (<0.35V). Beyond that,
the 𝑃𝑒𝑎𝑘 branch is used. An overlap between the baseband signals for the 𝑀𝑎𝑖𝑛 and
the 𝑃𝑒𝑎𝑘 has been maintained to ensure smooth transition between the two branches.

The output common mode voltage oscillations can be suppressed effectively by
using a symmetric control for the cascode bias. However, because the cascode bias
drops off equally for both the 𝑃𝑒𝑎𝑘 and the 𝑀𝑎𝑖𝑛 branch, the output generated dur-
ing this transition period changes rapidly. This leads to non-linearity in the output
which can be observed as steep changes in the output voltage during the transition
period (Figure 5.6b). The power spectral density of the output signal also contains
a lot of intermodulation products. However, when the transition between the 𝑀𝑎𝑖𝑛
and the 𝑃𝑒𝑎𝑘 branch is more gradual, the output common mode oscillations are more
pronounced as both the branches are working simultaneously from two different sup-
ply voltages (Figure 5.5b). Nevertheless, this ensures that the output doesn’t change
drastically during the transition period. Figure 5.6c illustrates the smooth transition
between the branches when using a overlap controlling profile. The rise and fall time
of the control signal is about 146.5ps for 𝑀𝑎𝑖𝑛, while it is 185ps for 𝑃𝑒𝑎𝑘.

The superior behaviour of the overlap control profile can be ascertained from the
frequency domain plot of the output signal. From Figure 5.7, we can state that the
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(a) Baseband signal

(b) Output with symmetric control (c) Output with overlap control

Figure 5.6: Different control profiles

overlap signalling leads to a more linear operation. There are less intermodulation
products when overlap signalling is used. The third harmonic is -30dBc below the
fundamental. More than 25dB of IM3 (Figure 5.7b) can be obtained when using
overlap signalling. However, this is only about 20dB when the symmetric control
profile is used (Figure 5.7a).

A switching threshold of 0.3V has been used. When the maximum value of the
envelope is <= 0.3V, then, only the 𝑀𝑎𝑖𝑛 branch is in operation. The bias of the
cascode in the 𝑃𝑒𝑎𝑘 is set to low (0.6V). Both the branches are in operation when
the envelope is greater than the switching threshold of 0.3V. The threshold value is
chosen such that the 𝑀𝑎𝑖𝑛 branch is not under compression. An IM3 of about 21dB
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(a) Output with symmetric control (b) Output with overlap control

Figure 5.7: Output PSD with different controls

is observed for an envelope <= 0.3V. Any attempt to increase the threshold value
degrades the linearity of the overall system. This is mainly because of the 𝑀𝑎𝑖𝑛 PA
working in saturation.

Figure 5.8 demonstrates how the linearity of the system gets degraded when the
𝑀𝑎𝑖𝑛 is operating in saturation for a higher switching threshold of 0.4V. For this sim-
ulation, a baseband signal with an amplitude (or envelope) of 0.4V was provided.
The switching threshold was set to 0.4V initially. Since the envelope lies within the
threshold, only the 𝑀𝑎𝑖𝑛 branch is used. The 𝑃𝑒𝑎𝑘 is in off state. The top subplot
of Figure 5.8a depicts the output signal when only the 𝑀𝑎𝑖𝑛 branch is operational.
The saturated behaviour of the 𝑀𝑎𝑖𝑛 branch can be observed. Next, the switching
threshold was reduced to 0.3V, such that both the 𝑀𝑎𝑖𝑛 and the 𝑃𝑒𝑎𝑘 branch is
used. The bottom subplot of Figure 5.8a illustrates the output waveform for this case.
The frequency domain plots also convey the same information (Figure 5.8b). Due to
compression, the IM3 of the system is only about 15dB when only the 𝑀𝑎𝑖𝑛 branch is
used for a baseband signal with an envelope of 0.4V. However, by using the 𝑀𝑎𝑖𝑛 and
the 𝑃𝑒𝑎𝑘 branches judiciously, to provide output in the low and high power region,
respectively, >19.5dB of IM3 can be achieved.

A 16-QAM signal with a bandwidth of 1.1GHz, has been used to evaluate the
spectral purity of the SI TX; this has been illustrated in Figure 5.10. The spectral
purity is better than 24dB (Figure 5.10a). The EVM is better than -18dB for peak
output power of 18.25dBm with a PAPR of 7.8dB. Figure 5.10b demonstrates the
constellation diagram for this scenario. At 4dB PBO, the spectral purity is better than
29dB (Figure 5.11a) and exhibits an EVM of -20.59dBc (Figure 5.11b). The output
balun rejects the 2 harmonic efficiently, which can be confirmed from Figure 5.9.
The 2 harmonic is 60dB below the fundamental. The same plot also illustrates that
the 3 harmonic is more than 40dB below the fundamental. Figure 5.12 elucidates
the relationship between EVM and PBO. The EVM decreases with the increase in the
peak-to-average power ratio.
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(a) Time-domain output for different switching thresholds

(b) Frequency-domain output for different switching thresholds

Figure 5.8: Linearity for different thresholds

Table 5.1 summarizes the performance of the proposed ”Supply Interpolating
Transmitter”. This work can be compared to [2], [9] and [5]. Compared to this work,
all the other works use a multi-stage design. A multiple stage proves to be more ben-
eficial in terms of overall efficiency and 𝑃 . Although [5] can handle slightly larger
RF bandwidth, it requires the use of a bulky power combiner. More than 20dB of
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Figure 5.9: Frequency-domain output for 16-QAM

(a) Frequency-domain output for 16-QAM (b) EVM for 16-QAM at full power

Figure 5.10: Linearity of SI Tx with 16-QAM signal at full power

power gain has been reported by the other works, however, this is the power gain of
the entire system (i.e., of the two/three stages, depending on the design). Compared
to that, the power gain reported in this, from a single stage is about 15dB. The differ-
ence of 2dB in the 𝑃 point can be attributed to the multi-stage designs followed by
the other works. No VGAs and power combining networks are necessary in this work.

5.3. Conclusion
In this chapter, the post layout simulation results of the major circuit blocks have
been provided. At first, the image rejection ratio of the two-stage polyphase filter
was demonstrated. An IRR greater than 30dB has been achieved in the 26-33GHz
range. Next, the power gain and the AM-AM plots of both the 𝑀𝑎𝑖𝑛 and the 𝑃𝑒𝑎𝑘
branch were illustrated. The maximum power gain of 9.3dB and 14.9dB has been
achieved along with 𝑃 of 7dBm and 12.7dBm for the 𝑀𝑎𝑖𝑛 and the 𝑃𝑒𝑎𝑘 branch
respectively. About 15% enhancement in PAE has been achieved at 8.6dB power
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(a) Frequency-domain output for 16-QAM
after zooming in (b) EVM for 16-QAM at 4dB PBO

Figure 5.11: Linearity of SI Tx with 16-QAM signal at 4dB PBO

Figure 5.12: Effect of Power Back-off on EVM

back-off. A peak drain efficiency of 23% can be achieved at 18.4dBm output power.
The PAE is about 15% at PBO and this is mainly due to the slightly inferior power
gain of the 𝑀𝑎𝑖𝑛 branch. Two different control profiles have been studied in this
work. The overlap control profile demonstrates significant improvement in linearity as
compared to that of the symmetric control profile. An IM3 of 25dB (Figure 5.7b) can
be achieved with the overlap controlling. A suitable threshold has also been set up
in order to prevent unnecessary switching between the branches at low power and
also to avoid compressing the 𝑀𝑎𝑖𝑛 branch. Simulation results have been provided
to verify this fact. For an envelope with a maximum of 0.4V, the IM3 is almost 5dB
better when both the 𝑀𝑎𝑖𝑛 and the 𝑃𝑒𝑎𝑘 branch is used as compared to when only
the 𝑀𝑎𝑖𝑛 is used. This is because the 𝑀𝑎𝑖𝑛 starts to compress at that power and as
a result it is prudent to use the 𝑃𝑒𝑎𝑘 branch when the envelope is greater than the
threshold voltage. Hence, a threshold voltage of 0.3V has been chosen to maintain
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a balance between unnecessary switching at low power and the compression of the
𝑀𝑎𝑖𝑛 branch. An EVM of -20.59dBc has been achieved for a 16-QAM signal with a
RFBW of 1.1GHz, delivering a peak output power of 14.39dB with a PAPR of 9.18dB.
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6
Conclusion

Modern communication systems call for significant changes in the transmitter archi-
tecture. In order to address hundreds of MHz of bandwidth, a linear transmitter is
necessary. The power efficiency of the system needs to be improved as well, so as not
to quickly drain the device’s battery. Tens of milliwatts need to be generated in order
to fulfil the link budget requirements and, finally, parameters like adjacent channel
leakage and EVM need to be considered as well. Due to the incursion of massive
MIMO, load modulation techniques will slowly lose their appeal. As a result, a novel
efficiency enhancement technique has been investigated in this work.

A ”Supply Interpolating” wideband transmitter has been designed in this work. Two
different amplifier branches have been used, however, the application of this concept is
not limited by the number of amplifier branches. In theory, multiple amplifier branches
can be added to generate several efficiency peaks at power back-off.

6.1. Thesis Outcome
Polar architecture is widely used in transmitters around the world. However, with the
advent of the 5G communication system, such an architecture is bound to become
obsolete. Polar transmitters lead to huge bandwidth expansion due to the nonlinear
operation of converting from cartesian to polar coordinates. 5G transmitters need
to handle about 800MHz of instantaneous bandwidth, thus bandwidth expansion due
to polar operation degrades the linearity of the system and leads to a poor adjacent
channel leakage ratio (ACLR). Consequently, an IQ operation is preferred. Therefore,
an IQ transmitter has been proposed in this work. In order to limit the workload that
is suitable for a Masters’ thesis project, the baseband IQ signal has been assumed to
be generated off-chip. However, the IQ LO signal has been generated on-chip with the
help of a two-stage polyphase filter. The PPF architecture proposed in [54] has been
adopted in this work due to its symmetric layout and reduced parasitic inductances
that are associated with the interconnects. IRR better than 30dB has been achieved
in the 26-33GHz range. The interconnects were all EM simulated in order to resonate
out any parasitic inductances associated with the interconnects. The center-tapped
inductor has been used to resonate out the parasitic inductances and also to provide
DC bias to the PA input.
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The upconversion of the baseband signal to the carrier frequency has been per-
formed with a passive mixer. The benefit of using a passive mixer is that it consumes
very less power (due to the parasitic capacitors). As a result, it is suitable for mm-wave
applications when power efficiency is inadvertently low. However, instead of using a
single MOS based switch in the passive mixer, a pass gate based passive mixer has
been implemented. The benefits of using pass gate has already been outlined. The
input capacitance of the passive mixer also puts a certain limit on the inductor value
that is used to resonate it out. The losses in the inductor can be modelled by a parallel
resistance. This resistance thus appears at the input of the mixer. As already stated
in Chapter 3, in order to minimize the signal loss through the PPF, the resistance of
each succeeding stage has been doubled. Consequently, the input impedance of the
two-stage PPF is low (15 − 15𝑗). This necessitates the use of a driver amplifier and
possibly a buffer in order to drive the PPF.

Both the amplifier branches have been laid out and simulated with parasitic ca-
pacitances. A peak PAE > 22% and 15% has been achieved at 18.4dBm and 9.8dBm
output power. By the virtue of ”Supply Interpolation”, efficiency peaks at power back-
off of 8.6dB have also been demonstrated. Small signal power gains of 9.33dB and
14.9dB have been reported along with 𝑃 of 7dbm and 13dBm for the 𝑀𝑎𝑖𝑛 and the
𝑃𝑒𝑎𝑘 amplifier branches, respectively.

The overlap control profile allows for a smoother handover between the amplifier
branches. An IM3 of 25dB and IM5 of 23.5dB (Figure 5.7b) can be achieved with
such a controlling scheme. A threshold voltage of 0.3V has been chosen to minimize
unnecessary switching in the low power region. The spectral purity of > 24dB has
been achieved with a 16-QAM signal delivering the peak output power of 18.25dBm.
An EVM of -20.59dBc has been achieved with a 1.1GHz wide 16-QAM signal. The peak
output power delivered in this case is 14.39dB with a PAPR of 9.18dB.

The input power splitter, LO driver amplifier, IO pads and the electrical connection
from the drain of the PAs to the input of the output balun have not been implemented
yet. The design will be tape-out ready after the aforementioned blocks are laid out.

6.2. Suggestions for Future Work
In order to keep the workload manageable, the baseband signal generation has not
been looked into in this work. Future prototypes can address this shortcoming. The
losses in the interconnects and the low input impedance of the PPF was not estimated
correctly at the onset. Hence, future efforts can be directed in this direction to opti-
mize the design such that a driver amplifier becomes redundant. Another possibility
for future work lies in using three or more amplifier branches to enhance the efficiency
at deep power back-off. The power back-off requirement continues to rise due to the
use of highly spectral efficient modulation techniques. As a result, the use of multiple
amplifier branches will provide more efficiency in deep power back-off regions. The
input power splitter has not been implemented in this design. The power gain of the
𝑀𝑎𝑖𝑛 branch is slightly low and also falls off rapidly. Design optimizations are neces-
sary to ensure proper power gain and to improve the PAE at power back-off. Because
of massive MIMO, the antenna load impedance will vary dynamically. Although, an
SI transmitter is inherently insensitive to load modulation, additional antenna tuning
circuitry must be employed for large VSWR (3:1) scenarios. Such a tuning circuit can
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translate the load reflection coefficients (Γ ) to the origin of the Smith chart [44]. This
also provides for an interesting research question.
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