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Summary 

Ever since the early stages of space transportation in the 1940‟s, and the related 
liquid propellant rocket engine development, combustion instability has been a 
major issue. High frequency combustion instability (HFCI) is the interaction be-
tween combustion and the acoustic field in the combustion chamber. It destroys 
the thermal boundary layer wall increasing heat transfer and could lead to com-
promised performance, and ultimately to destruction of the engine and mission 
loss. In order to sustain a combustion instability, the energy of combustion must 
be released in phase with the acoustic oscillation. Any combustion chamber 
process could be responsible for the energy transfer between combustion and 
acoustics, and is sensitive to either the acoustic pressure or velocity. Whether the 
coupling mechanism is pressure or velocity driven, and what process is predomi-
nantly responsible, has been the main issue in handling HFCI. Several theories 
have been developed but none were successful in predicting the occurrence of 
HFCI. In the last years, diagnostic means have dramatically improved as well as 
become less costly. Pressure transducers and high speed optical diagnostics of 
today allow high quality analyses that can specifically target individual processes 
to investigate their role in sustaining HFCI. 
The main objective of this thesis is to take a few steps toward a better physical 
understanding of HFCI by experimentally investigating the interaction between 
flame and acoustic field in a combustor specifically designed for this research. To 
reach this goal, first a test series is carried out to characterize the combustion 
chamber by finding correlations between operating conditions and relevant 
acoustic parameters. Next, an second test series is performed where an externally 
forced acoustic field is imposed. This allows quantifying the effects of external 
forcing explicitly. Large amounts of data have been generated by means of pres-
sure sensors, and high speed optical diagnostics of spray and flame phenomenol-
ogy. With these data, well-defined spatially and temporally resolved pressure and 
corresponding velocity fields of the first acoustic eigenmode were found with a 
high degree of consistency. Also, the behavior of the spray was quantified and a 
spatially and temporally resolved map of the flame intensity could be derived. 

The theoretically predicted existence of a rotating tangential eigenmode was expe-
rimentally confirmed in the test series without external forcing. The characteris-
tics of such a rotating mode can consistently be determined with a high temporal 
resolution. Correlations of high quality were found between the energy contained 
by the pressure oscillation of the first eigenmode and the Weber number as well 
as the injection velocity ratio. The intact core length of the spray correlated with 
the momentum flux ratio similarly to what can be found in literature. The flame 
spreading angle was observed to decrease with both Weber number and momen-
tum flux ratio, which is physically consistent. The spatial structure of the flame 
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intensity fluctuations was stochastic in nature, and no clear conclusion was ob-
tained with respect to what coupling mechanism is at play. 
External forcing increased the energy of the pressure oscillation of the first ei-
genmode by three orders of magnitude. The acoustic field is fixed in space when 
external forcing is applied, and the nodal line of the first eigenmode oriented itself 
perpendicular to the axis of external forcing. The position of the external forcing 
with respect to the spray axis strongly correlated with the energy of the oscilla-
tion. Perpendicular forcing (nodal line parallel to spray axis), yielded high energy, 
and parallel forcing (nodal line perpendicular to spray axis), yielded low energy. 
External forcing was found to amplify the correlation between flame spreading 
angle and injection conditions. But external forcing did not have any influence on 
the liquid core length. It was derived from these two results, that possible candi-
dates for driving an instability are reduced to vaporization(rate) and mixing. The 
spatial structure of the fluctuating part of the intensity field was strongest for 

perpendicular and weakest for parallel forcing. These results were consistent 
with velocity coupling, with the flame responding to the velocity vector field. 
An elaborate analysis has been carried out comparing the spatially resolved 
acoustic fields with the flame intensity field. The location where the intensity of 
the flame is the highest could only be partially explained with velocity coupling. 
For perpendicular forcing, it was clearly velocity coupling, but for parallel forcing 
the distribution of the extreme values of the intensity oscillations required consi-
dering pressure coupling as a possible candidate as well. This is substantiated by 
the analysis of the phase-field. The spatial structure of the phase-field with per-
pendicular forcing was consistent with velocity coupling, but with parallel forc-
ing, the phase-field could only be explained with pressure coupling. A convective 
motion due to velocity, which moves gas parallel to the combustion zone, could 
not possibly be responsible for the structure observed. A response factor, which 
is a measure for how strong the flame responds to an acoustic perturbation, was 
calculated for perpendicular forcing of the flame. Assuming velocity coupling, the 
spatially resolved response factor was found to be positive in the entire combus-
tion chamber with extreme values in the combustion zone. A further step was 
taken by calculating the time delay between the perturbation by the coupling 
mechanism and the response of the flame. In the combustion zone, the time de-
lay during resonance was found to be about 50 μs, which is the same order of 
magnitude as the typical time scale of the mixing process. 
 
Both velocity and pressure driven coupling mechanisms occurred, depending on 
the origin of the perturbation. Velocity coupling seems to be effective by amplify-
ing the mixing process, where pressure coupling is effective through the vaporiza-
tion process (typical timescale 1 ms). The geometry dependent eigenfrequencies 
therefore determine which process has the appropriate time scale for the respec-
tive coupling mechanism to be effective. 
The research yielded tools that are able to determine the temporally resolved 
acoustic and flame intensity fields, as well as a spatially (and temporally) re-
solved response factor. The results can be implemented in models for simulating 
HFCI. 
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Samenvatting 

Vanaf het begin van de ruimtevaart in de jaren ‟40, en de daarbij horende ont-
wikkeling van raket motoren met vloeibare stuwstoffen, waren verbrandings-
instabiliteiten een groot probleem. Een hoog frequente verbrandingsinstabiliteit 
(HFVI) is de interactie tussen verbranding en het akoestische veld in de verbran-
dingskamer. Het vaagt de thermische grenslaag weg waardoor de warmteover-
dracht toeneemt en mogelijk de prestatie afneemt, en zelfs de motor uit elkaar 
kan scheuren en de missie verloren gaat. Om een verbrandingsinstabiliteit te 
handhaven, moet de energie van de verbranding in fase met de akoestische oscil-
latie worden vrijgegeven. Elk proces in de verbrandingskamer zou verantwoorde-
lijk kunnen zijn voor de energieoverdracht tussen verbranding en akoestiek, en is 
gevoelig voor of akoestische druk, of akoestische snelheid. Of het koppelings-
mechanisme door druk of snelheid gedreven wordt, en welk proces hoofdzakelijk 
verantwoordelijk is, is het belangrijkste thema in het hanteren van HFVI. Ver-
scheidene theorieën werden er ontwikkeld, maar geen enkele was tot nog toe 
succesvol bij het voorspellen van HFVI. De laatste paar jaren zijn de diagnosti-
sche mogelijkheden sterk verbeterd en minder duur geworden. De huidige druk-
sensoren en hoge snelheid optische diagnostiek maken hoogkwalitatieve analysen 
mogelijk, die de individuele processen in het vizier nemen om hun rol bij het 
handhaven van HFVI te onderzoeken. 
Het belangrijkste doel van dit onderzoek is een paar stappen te zetten naar een 
beter fysisch begrip van HFVI door de interactie tussen vlam en akoestisch veld 
experimenteel te onderzoeken in een speciaal voor dit onderzoek ontworpen ver-
brandingskamer. Om dit doel te bereiken wordt eerst een testserie uitgevoerd om 
de kamer te karakteriseren door correlaties tussen operationele condities en rele-
vante akoestische parameters te vinden. Daarna wordt een tweede testserie door-
gevoerd waarbij een extern geëxciteerd akoestisch veld wordt opgelegd. Dit maakt 
het mogelijk om de effecten van externe excitatie te kwantificeren. Een grote hoe-
veelheid data werd gegenereerd met druksensoren en hogesnelheidsopnamen van 
spray en vlam fenomenologie. Met deze data werden goed gedefinieerde, in ruimte 
en tijd opgeloste, velden voor druk en daarbij horende snelheid van de eerste 

akoestische eigenmode gevonden, met hoge mate van consistentie. Daarbij werd 
het gedrag van de spray gekwantificeerd en kon een in tijd opgeloste kaart van de 
vlamintensiteit gedefinieerd worden. 
De in de theorie voorspelde roterende tangentiële eigenmode werd experimenteel 
bevestigd in de testserie zonder externe excitatie. De karakteristieken van een 
roterende mode kan consistent worden bepaald met hoge tijdsresolutie. Correla-
ties van hoge kwaliteit werden gevonden tussen de energie van de druk oscillatie 
van de eerste eigenmode en zowel het Weber getal alsook de verhouding tussen 
inspuitsnelheden. De kernlengte van de spray correleerde met de verhouding van 
impulsstromen zoals in de literatuur. Er werd waargenomen dat de spreidings-
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hoek van de vlam neemt af met zowel Weber getal alsook met de verhouding van 
impulsstromen, en dat is fysisch consistent. De ruimtelijke structuur van de 
oscillaties van de vlamintensiteit had een stochastisch karakter, en er kon geen 
duidelijke conclusie getrokken worden betreffende welk koppelingsmechanisme 
actief is. 
Door externe excitatie nam de energie van de drukoscillatie drie orden van groot-
te toe. Het akoestische veld ligt ruimtelijk vast als externe excitatie toegepast 
wordt, en de knopenlijn van de eerste eigenmode richt zichzelf loodrecht op de 
excitatie as. De positie van externe excitatie ten opzichte van de spray as corre-
leert sterk met de energie van de oscillatie. Loodrechte excitatie (knopenlijn paral-
lel aan de spray as) geeft hoge energie, en parallelle excitatie (knopenlijn lood-
recht op de spray as) geeft lage energie. Het werd waargenomen dat externe exci-
tatie de correlatie tussen vlam spreidingshoek en injectie condities versterkt. Van 
dit resultaat werd afgeleid, dat van de mogelijke kandidaten om een instabiliteit 

aan te drijven alleen verdampen en mengen overblijven. De ruimtelijke structuur 
van het oscillerende deel van het intensiteitsveld is het sterkst voor loodrechte en 
het zwakst voor parallelle excitatie. Deze resultaten waren consistent met snel-
heidskoppeling, waarbij de vlam reageert op het snelheidsvector veld. 
Een uitvoerige analyse is uitgevoerd om de ruimtelijk opgeloste akoestische vel-
den met het vlamintensiteitsveld te vergelijken. De locatie waar de intensiteit van 
de vlam het hoogst is  kon alleen gedeeltelijk door snelheidskoppeling worden 
verklaard. Bij loodrechte excitatie was uit duidelijk snelheidskoppeling, maar bij 
parallelle excitatie was het noodzakelijk door de ruimtelijke verdeling van de hoge 
waarden van de intensiteitsoscillaties om ook drukkoppeling als mogelijk kandi-
daat te overwegen. Dit werd bevestigd door de analyse van het faseveld. De ruim-
telijke verdeling van het faseveld bij loodrechte excitatie was consistent met snel-
heidskoppeling, maar bij parallelle excitatie kon het faseveld alleen met drukkop-
peling worden verklaard. De convectieve beweging veroorzaakt door de snelheid, 
die het gas parallel aan de verbrandingszone beweegt, kan onmogelijk verant-
woordelijk zijn voor de waargenomen ruimtelijke structuur. Een responsfactor, 
wat een maat is voor hoe sterk een vlam reageert op een akoestische storing, 
werd berekend voor loodrechte excitatie. Onder de aanname van snelheidskoppe-
ling, de ruimtelijk opgeloste responsfactor was groter dan nul in de hele verbran-
dingskamer met grote waarden in de verbrandingszone. Een volgende stap was 
om de vertragingstijd tussen de storing door het koppelingsmechanisme en het 
antwoord van de vlam te berekenen. In de verbrandingszone bleek de tijdsvertra-
ging tijdens resonantie ongeveer 50 μs, te bedragen, wat in de zelfde orde van 
grootte ligt als de typische tijdsschaal van het mengproces. 
 
Beide, snelheid en druk gedreven, koppelingsmechanismen kwamen voor, afhan-
kelijk van de positie van de storing. Snelheidskoppeling is effectief via versterking 
van het mengproces, en drukkoppeling is effectief via het verdampingsproces 
(typische tijdsschaal 1 ms). De geometrie afhankelijke eigenfrequenties bepalen 
dus welk proces de gepaste tijdsschaal heeft waarmee het betreffende koppe-
lingsmechanisme effectief is. 
Dit onderzoek heeft een stuk gereedschap geleverd waarmee het mogelijk is de in 
de tijd opgeloste akoestische en vlamintensiteitsvelden te bepalen, alsook een 
ruimtelijk (en in de tijd) opgeloste responsfactor. Deze resultaten kunnen worden 
gebruikt in modellen om HFVI te simuleren. 
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Nomenclature 

Latin symbols 

A Amplitude of pressure [bar] 
a Speed of sound [m/s] 
c* Characteristic velocity [m/s] 
D Diameter [m] 
E Acoustic energy per volume [kg/m/s2] 
  Frequency [Hz] 

J Momentum flux ratio [-] 
   Bessel function of the first kind [-] 
L Length [-] 

l, m, n Mode number [-] 
M, N Amplitude of pressure [bar] 

   Mass flow rate [g/s] 
N (Local) Response factor [-] 
p Pressure [bar] 

poff Offset parameter in fit function [bar] 
   Heat release per unit volume [kg/m/s3] 
R Radius [m] 
RF Global response factor [-] 
ROF Mixture ratio [-] 
RV Velocity ratio [-] 
r Cylindrical coordinate, radius [-] 
T Temperature [K] 
T Period of harmonic oscillation [s] 
t Time [s] 
    Velocity vector [m/s] 
v Velocity [m/s] 
V Propellant injection velocity [m/s] 

We Weber number [-] 
x, y, z Cartesian coordinates [-] 

z Cylindrical coordinate, axial position [-] 

 
Greek symbols 

αnm (m+1)th root of the derivative of the Bessel function [-] 
Γ Line width [1/s] 
γ Ratio of specific heats [-] 

 Constant of integration [-] 

θ Cylindrical coordinate, azimuth angle [-] 
θ Angle [rad], [°] 
ϕ Phase angle [rad], [°] 
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φ Orientation nodal line relative to positive x-axis [rad], [°] 
φ  Angular velocity [rad/s] 
π Tangential wave, parallel to cavity [-] 
ρ Density [kg/m3] 
ς Surface tension [kg/s2] 
ς Tangential wave, perpendicular to cavity [-] 
τ Time [s] 
τ Time lag (delay time) [s] 

λ Eigenvalue [-] 

ξ Distortion parameter in fit function [°] 

ω Circular frequency [rad/s] 
ω0 Natural frequency of damped system [rad/s] 
ωn Natural frequency of undamped system [rad/s] 

 
Indices 

0 At resonance  
' Fluctuation  
∞ Free stream  
C Combustion chamber  
f Fuel  

l, m, n Mode number  
max Maximum  
min Minimum  
ox Oxidizer  
p Pressure  

rms Root mean squared  
std Standard deviation  
t Throat  

V, v Velocity  

 
Operators 

  Gradient  
Δ Laplace operator      
Σ Sum  

 
Acronyms 

CH4 Gaseous methane  
CRC Common Research Chamber  
H2 Gaseous hydrogen  
LH2 Liquid hydrogen  
LOx Liquid oxygen  

NPSD Normalized PSD  
PSD Power spectral density  
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1 Introduction 

Ever since the early stages of space transportation in the 1940‟s, and the related 
liquid propellant rocket engine combustion chamber development, combustion 
instability has been a major issue. An issue that even today, in spite of all efforts 
yielding patch solutions to control or avoid instabilities for specific engines, has 
not been quite understood. These high frequency (HF) instabilities are caused by 
the coupling of combustion and an acoustic eigenmode of the combustion cham-
ber. And when it occurs, the thermal boundary layer is destroyed which therefore 
cannot protect the wall from the hot gas anymore, causing an elevated heat flux 
and an increased risk to not only compromise the engine‟s performance, but lose 
the entire mission. Due to their hazardous effect on rocket engine performance, 
or even destructive effect on the engine itself, HF-instabilities are considered one 
of the most dangerous phenomena in rocket combustors. 
 
In the past 70 years, much experience has been gathered, (see for example [59] 

and [159]) and the basic mechanisms for the coupling between combustion and 
acoustics have been identified. The search for a fundamental solution preventing 
HF-combustion instabilities has nevertheless been unsuccessful. Even though 
rockets are launched on a regular basis, the solutions in their thrust chambers 
are highly empirical in nature. And stability is mostly achieved by passive damp-
ing elements, such as baffles or absorbers. 
The research presented here is carried out at DLR Lampoldshausen, Germany, in 
the framework of a cooperation between German (DLR, Astrium and TU Munich) 
and French institutes (CNRS, ONERA, CNES and SNECMA) on high frequency 
combustion instabilities [21]. 
 
Since space transport has become an essential aspect of life, and the demands 
on rocket propulsion will become even steeper in the future as they already are, it 
is of utmost importance that the little understanding with respect to high fre-
quency combustion instabilities that exists today is expanded to ensure a suc-
cessful further development of rocket combustion chambers. Also because the 
financial consequences of a case of combustion instability during flight are im-
mense due to loss of the mission as well as the additional allocation of resources 
of the research programs in solving combustion instability behavior of an engine 
that was already flight qualified. 
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1.1 Background of applications 

The space industry is booming, and only because the market demands it. There‟s 
high demand for more, better and safer means to transport satellites into orbit or 
interplanetary trajectories for research, observation, telecommunication, naviga-
tion, etc. But lately the issue of manned travel to for example Mars was raised 
again as well. To comply, the launch vehicle‟s capabilities must be improved. 
And, surely, to do so, the engines propelling the launchers beyond the Earth‟s 
atmosphere need to be developed. 

1.1.1 Launchers 

Current launchers such as Ariane 5 (Figure 1.1), must be further developed to 
increase payload capacity in the near future. Besides enhancing the main en-

gine‟s (Vulcain2 for Ariane 5, Figure 1.2) performance, replacing the solid booster 
rockets with liquid propellant boosters is under consideration in the European 
rocket engine community, especially with respect to the fuel of choice [15], [16], 
[55], [74], [90], [108]. Methane tends to be preferred over kerosene because of better 
cooling and soot forming characteristics. 
 

 
Figure 1.1: Ariane 5 launcher [4] 
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In addition, since HF-instabilities strongly depend on the internal geometry (see 
Chapter 2 for a theoretical discussion) of the combustor, and the booster engines 
will be much bigger than the main engine of the rocket (Thrust Vulcain2: 1.35 
MN, Booster: 7 MN), the problem of combustion instabilities will become bigger 
as well. In this light, it is evident that the research here presented, and carried 
out with methane and liquid oxygen, is an important step in developing a funda-
mental understanding for combustion instabilities. 
 
Generally, there exist three types of rocket engines, shown in Figure 1.3. But only 
for one of them, combustion instability is a „common‟ issue. Even though the 
combustion instabilities that were witnessed in Ares [73] and to a lesser extent in 

Ariane 5 booster rockets are of structural harmonic rather than acoustic nature, 
the relatively small pressure amplitudes caused, due to the large size of the en-
gine, high thrust variations which in the case of Ares would have resulted in 
oscillatory acceleration levels unacceptable for astronauts. The gas column on 
the other hand that exists in a solid rocket can, on the other hand, sustain in-
stability which justifies the modeling work by for example Flandro [47]. But be-
cause the entire rocket basically forms the combustion chamber of which the 
internal geometry continuously changes during burn down, hence having conti-
nuously changing acoustic characteristics, they are relatively safe with respect to 
acoustic instabilities. The same is more or less valid for hybrid rockets. They 
have a liquid oxidizer, but still a solid fuel grain, hence the safe instability cha-
racter of the solid rocket is still present. In combustion chambers of liquid pro-
pellant rocket engines on the other hand, there are many processes taking place 
in the combustion chamber that in one way or another could couple with the due 
to the geometry relatively constant acoustic properties and cause instability. 
 

 
Figure 1.2: Vulcain2 main engine of Ariane 5 (left: complete rocket engine with nozzle 

extension, right: combustion chamber) [42] 
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Figure 1.3: Types of rocket engines (edited from [148]) 

1.1.2 Liquid propellant rocket engines 

Many high thrust liquid propellant rocket engines (LPRE) are bi-propellant en-
gines. Mostly using liquid oxygen (LOx) as the oxidizer and in many cases liquid 
hydrogen (H2) as fuel (Space Shuttle Main Engine, Ariane 5 main stage Vulcain 1 
and 2, Ariane 5 new upper stage Vinci), because of the high performance capabil-
ities of this propellant combination. The propellants are injected through a num-
ber of coaxial elements, with LOx usually flowing through the center post. Since 
shear coaxial injector elements are superiorly effective in mixing two propellants 
with large density difference, these are usually implemented for the liquid oxygen 
and hydrogen or methane (CH4) propellant combinations. Other possible injectors 
are impinging injectors, which are more often used for two liquid propellants with 
similar densities, or swirl coaxial injectors [130] in which one of the two propel-

lants is given an angular velocity. But even for a shear coaxial injector there exist 
several variations in geometry, all having an influence on combustion characte-
ristics and (in)stability [59], [74]. The most common variations of a shear coaxial 
injector are shown in Figure 1.4. The injector on the left is a straightforward 
shear coaxial injector, the middle has a tapered LOx post, and the injector on the 
right has a recessed LOx post. Combinations thereof and variations of the fuel 
annulus are also possible. The flow direction in Figure 1.4 is from top to bottom. 
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1.2 Combustion chamber processes 

The injection process, even though essential, is only the first in a series of 
processes that lead to combustion of the propellants. The injector‟s geometry 
plays a dominant role in the injection velocities of the propellants, which in turn 
control the aerodynamic forces that first break up and consecutively atomize the 
liquid oxygen jet to form a spray of small droplets. After spray formation, the 
small droplets will start to vaporize, and the oxygen gas will then mix with the 
fuel to a combustible mixture to allow the chemical reaction to take place. In 
Figure 1.5, a schematic representation is shown of all the processes that lead up 
to combustion. 
 

 
Figure 1.4: Coaxial injector variations 

 
 

 
Figure 1.5: Schematic sequence of processes leading to combustion (edited from [95]) 

1.2.1 Atomization and spray formation 

Atomization is the process following injection. It can be divided into two main 
sub-processes. Primary breakup is controlled by the velocity difference between 
the liquid core and the annular jet. Aerodynamic shear forces, due to the velocity 
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difference, cause the liquid jet to become unstable, and start tearing off large 
segments of liquid. These so-called ligaments are then subject not only to aero-
dynamic forces, but internal hydrodynamic forces in the liquid play a larger role 
as well. The combination of these forces results in the secondary breakup of the 
ligaments to form the droplets in the fully developed spray. 
Much research has been carried out in order to understand and model the sub-
processes of atomization, or „molecularization‟ as Harrje and Reardon [59] express 

it. They estimate the average number of molecules per droplet in a fully developed 
spray to be as large as 1015. Branam [13], for example, briefly describes how injec-
tion characteristics affect the coaxial jet and thus the atomization process. 
Lasheras and Hopfinger [84] discuss the physical mechanisms involved in the 
primary breakup (near-field) of the jet, as well as a statistical description of the 
far-field distribution of the fully developed spray. Primary breakup specifically 
was investigated by Raynal [121], Villermaux [152] and Lasheras [85]. The concept of 

liquid core length is also mentioned in [84] as well as in [35], [85], [152], [158]. The 
liquid core length denotes the stable length of the jet. It is the length beyond 
which the jet does not form an intact body anymore but consists of large inde-
pendent ligaments of liquid, see Figure 1.6 (L denotes the intact core length). Its 
relevance will become clear in section 6.1 where the experimental results of the 
current research are discussed. 
 

 
Figure 1.6: Jet break-up [84] 

 
Rehab [123], Villermaux [152] and Marmottant [91] give very detailed discussions 

from an experimental point of view of all steps from primary breakup via ligament 
dynamics and secondary breakup to droplet formation and droplet size in the 
fully developed spray. One could use such experimental findings to verify a nu-
merical model to describe a liquid spray [75]. A combined computational and ex-
perimental report was given in [72], where droplet sizes in the liquid spray pre-
dicted by the model are compared to the actually measured droplets. 
Due to its physical characteristics, in most rocket engines liquid oxygen is in-
jected under super-critical conditions (critical pressure ~50 bar), which shows 
the relevance of the work done by for example Davis and Chehroudi [35]. They 

show that behavior of the jet under oscillatory conditions is very different for sub- 
and super-critical injection. 
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Not only spray characteristics themselves, also the effect of acoustics and acous-
tic perturbations on the liquid spray and vice versa are subject to dedicated in-
vestigations [35], [51], [52], [69], [88]. 

1.2.2 Vaporization and mixing 

Directly after injection, the liquid starts to vaporize, but not until the small drop-
lets are formed, vaporization becomes the dominant process. A liquid can vapor-
ize by either boiling (liquid heating to boiling point, driven by temperature differ-
ence) or evaporation (to achieve thermodynamic equilibrium with its surround-
ings, driven by concentration of species). These processes are to be considered an 
integrated process because they occur simultaneously and dependently. For ex-
ample, if a droplet is small, it will heat up quicker but will therefore also shift the 
equilibrium of the droplet such that evaporation accelerates. A large droplet can 
evaporate quicker due to its large surface, which in turn accelerates the heating 
of the droplet. Sirignano [139] argues that droplet heating and vaporization are in 
the order of 1 ms, which is the same order of magnitude as an acoustic oscilla-
tion. Which is substantiated by the discussion on characteristic time scales by 
Benedictis [11]. 

Evaporation can be accelerated when the surroundings impose a convective mo-
tion that „blows‟ the just evaporated liquid away from the droplet to cause a devi-
ation from the thermodynamic equilibrium which in turn causes more liquid to 
evaporate to restore this equilibrium. After vaporization, the propellants can start 
to mix. The mixing process is, of course, also enhanced when the convective mo-
tion carries newly formed gas into the mixing zone. 
When a mixture develops where a chemical reaction can be sustained, the local 
chemical reaction will then combine with the other regions to build a flame. Ded-
icated research for mixing of coaxial sprays can be found for both with chemical 
reaction and without chemical reaction (inert gases) in for example [151] and [147] 
respectively. 

1.2.3 Combustion 

If, at any location, in the combustion chamber the propellants are sufficiently 
mixed (and in some cases a required temperature threshold is reached) they will 
chemically react. If enough mixing takes place due to injection/atomization and 
mass flow is sustained, enough reactions will take place to build a flame. The 
ignition process in rocket combustors is far from trivial, hence the many dedicat-
ed works on ignition, see for example [56] and [34]. The combustion flame will 
anchor at the LOx post, and those locations where mixing is complete will form 
the reaction zone, or flame front. The volume of the combustion chamber will 
contain a heterogeneous mixture of liquid propellants, mixed but un-burnt gases 
and hot combustion products. With this heterogeneity obviously comes a non-
uniform distribution of temperature (hence speed of sound), pressure and other 
properties. 
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1.3 Combustion instabilities 

The stochastically occurring pressure variations do not pose a problem. It is 
when the variations start to occur systematically, sustained by an energy release 
caused by the coupling of combustion with any other part of the system, it be-
comes a hazard. Usually, thrust chambers are designed for high efficiency and 
minimized for losses, but it is exactly those characteristics that help sustain an 
oscillation. 
 
Combustion is not a stationary process. It depends on injection, atomization, 
vaporization and mixing. Some of these processes are more stochastic than oth-
ers, thus combustion is, at least partially, a stochastic process as well. As long as 
the stochastic pressure variations do not exceed 5% of the mean chamber pres-
sure, combustion is considered „smooth‟ [148]. Even when the variations are larger 
than 5%, but still have a stochastic distribution, combustion is only considered 
„rough‟. A sample of smooth and rough combustion is illustrated in Figure 1.7. 
But when the pressure fluctuations are over 5% and show a significant periodici-

ty, due to interaction with feed system, engine structure, or acoustic modes of 
the combustion chamber, it is called combustion instability. 
 

 
Figure 1.7: Chamber pressure trace of smooth (upper) and rough (lower) combustion [148] 

1.3.1 Classification of combustion instabilities 

Three classes of combustion instabilities were identified [25], [59]. At relatively low 
frequencies (LF), in the range of up to a few 100 Hz, the LF-instability, or „chug-
ging‟ or „howling‟ could have several causes. One possibility is a coupling of com-
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bustion with the injector, where the injector “acts as a diaphragm and oscillates 
in an oil-can mode” [59], causing fluctuations in the propellant injection.  

Instability at very low frequency (a few Hz), or “pogo-instability”, is ultimately 
caused by thrust variations that are transferred through the propellant column 
in the tank to cause pump inlet pressure variations, which are amplified by the 
pump‟s function to amplify the pressure, which in turn are responsible for pro-
pellant flow rate variations. But since combustion is perturbed so slowly it can be 
considered quasi-steady, it is usually not considered combustion instability. 
Intermediate frequency (IF) instability occurs at frequencies of several 100 to 
1000 Hz, and is also sometimes referred to as „buzzing‟. This type can also have 
several causes. One is the entropy wave caused by cyclic mixture ratio variation.  
The last class of combustion instabilities is HF-instability, or (thermo-)acoustic 
instability, resonant combustion or “screeching”, and generally lie above 1000 
Hz. HF-instability is caused by the excitation, usually by the combustion process, 
of an acoustic eigenmode of the combustion chamber. Due to the energies in-
volved, this type of instability can have catastrophic consequences. 
 
LF and IF-instability can easily be avoided in designing the engine and launch 
vehicle. Simple analytical tools can be applied when structurally designing the 
launch vehicle system to include damping measures to avoid LF. Also, in the 
structural design of the engine itself, elements of the feed system can be com-
bined such that no coupling can occur. Avoiding HF-instability is not so trivial, 
as experience over the past 60-70 years proves. An historical overview of the ex-
periences gathered by the community is given in section 1.5. 

1.4 HF-instability 

High frequency combustion instability, or thermo-acoustic instability, is caused 
by an interaction between combustion and the acoustic field. The acoustic field is 
defined by the geometry of the volume wherein it manifests itself, in this case the 
combustion chamber. The wall, injector head and nozzle throat can all be consi-
dered acoustic boundaries. Even though an acoustic coupling between combus-
tion chamber and injector volume was reported in one occasion [71], this is very 
rare and this type of injection coupling is not considered the driving force behind 
the instability. 
Acoustic eigenmodes have a very distinct shape and specific frequency, all de-
pends on the geometry and the momentary speed of sound. In general, eigen-
modes in liquid rocket engines can have two fundamentally different characters, 
defining three types of modes. Longitudinal modes show much analogy with the 
propagating wave in a musical instrument. A pressure wave moves up and down 
in the column of air within the instrument, whereas in a combustion chamber, 
the pressure wave moves along the chamber axis, see Figure 1.8a. Transverse 
modes move within a plane perpendicular to the chamber axis. These modes can 
be divided into two sub-types, radial and tangential modes. Radial modes show 
strong similarity with the waves seen when throwing a rock in a pond. The rip-
ples run from the center outward, which is illustrated in Figure 1.8b. A tangen-
tial mode is a standing wave and even though it is a two dimensional wave, 
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shows some analogy with a (1-D) pulled guitar string. The amplitude swings back 
and forth across the symmetry (nodal-) line (zero amplitude). For the first mode, 
the guitar string, being 1-D, has one point where the amplitude is zero, and 
around which the rest of the string fluctuates. Tangential modes have been wit-
nessed as being fixed in orientation, or with a rotating axis, such that the ampli-
tude moves along the circular combustion chamber wall, but keeping the geome-
try of a standing tangential wave. The two variations of the tangential mode are 
illustrated in Figure 1.8c and Figure 1.8d. The third type is a combination of 
longitudinal and transversal modes, resulting in a complex three dimensional 
wave. 
 

 
Figure 1.8: Fundamental characters of eigenmodes in a cylindrical volume. (a) Longitudinal 
mode, (b) Radial mode, (c) Standing tangential mode, (d) Rotating tangential mode [166] 

1.4.1 Driving mechanisms 

Whereas LF instabilities are more often than not coupled with and caused by the 
injection system, and are therefore driven by periodic variations in mass input to 
the system, HF instabilities are driven by heat release from combustion, and the 
coupling thereof with the acoustic system. By the end of the 19th century, Lord 
Rayleigh [119], [120] confirmed that an acoustic instability is driven by periodically 
adding (or subtracting) heat to the system at that point in the cycle where the 
acoustic pressure is maximum (or minimum). 
The excellent theoretical discussion of Sirignano [139] (or Benedictis [11]) on cha-

racteristic times of the individual processes in the combustion chamber and their 
candidacy to drive combustion instabilities may shine some light on the situa-
tion. Sirignano first argues that there are three types of possible driving mechan-
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isms. The first type is a rate controlling process. Such as process‟ characteristic 
time is of the same order of magnitude as the period of the oscillation. In this 
case, the process can strongly respond to acoustic oscillations, either pressure or 
velocity. Important boundary condition to actually drive instability, is that the 
phase must be correct and the amplitude sufficient to overcome other losses. The 
second and third type both are indirect mechanisms that control the combustion 
distribution, and can be considered one and the same because they occur simul-
taneously. It is a process that controls the characteristic time of a rate controlling 
process, such as atomization. The characteristic time of atomization (<100 μs 
[139]) is roughly an order of magnitude smaller than the period of oscillation (~1 

ms), but the acoustic variations affect the droplet size distribution, which in turn 
influences a rate controlling process‟ characteristic time. The variations of droplet 
size distribution cause variations in combustion distribution, hence local re-
sponse affecting an interaction with particular eigenmodes. Sirignano [139] then 
goes through all processes from liquid injection via atomization and vaporization 
to mixing and even chemical kinetics. He considers only vaporization to be a po-
tential candidate for the driving force behind self-sustained combustion instabili-
ty. 

1.4.2 Coupling mechanisms 

In case of an HF-instability, the question then remains through which mechan-
ism an acoustic oscillation modulates the energy (heat) release rate. All efforts in 
research, theoretically and experimentally, have not produced a conclusive ac-
count with respect to whether coupling happens through acoustic pressure or 
velocity. Considering the many processes propellants have to undergo before 
combustion can take place, it is not so trivial. Chemical reaction rate, injection 
rate and vaporization for example are sensitive to pressure variations, whereas 
vaporization rate, atomization and mixing have a stronger sensitivity to velocity 
perturbations. 
Many researchers have come up with as many theories with respect to coupling 
mechanisms. Usually with little evidence, and maybe even lack of statistics, but 
all it really proves, is that coupling mechanisms and especially the processes 
dominantly involved are inadequately understood. In 1964, Reardon and Crocco 
[122] claim that velocity coupling should not be neglected, even though Crocco‟s 
time lag theory [24], [26], [27] finds its roots in the idea of pressure coupling. Both 
ideas‟ existence is justified because neither mechanism was conclusively verified 
which is substantiated by the parallel research of Wieber in 1960 [157] identifying 

velocity coupling as the responsible mechanism. More recently, Knapp et al. [80], 
[82], and Oschwald et al. [106] were convinced the responsible mechanism was 
pressure related. But Richecoeur [124] seems to have a preference for velocity 

coupling. The results with respect to coupling mechanisms that were found in 
this thesis will be elaborated in Chapter 7. 

1.4.3 HF-instability control 

High frequency combustion instability, especially due to tangential modes, is one 
of the most dangerous phenomena in rocket engines. Fundamentally, there are 
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two possible solutions to the problem. The first is to control where energy is re-
leased to avoid coupling with an acoustic wave. This is relatively difficult in a 
rocket engine without compromising the engine‟s functionality. There are many 
parameters to consider without even knowing which parameters are responsible 
for coupling in the first place. 
The second possibility is damping of possible modes. One way to increase damp-
ing is with absorbers. These are quarter-wave resonators and are acoustically 
connected to the combustion chamber in radial direction, such that the acoustic 
characteristics are modified such that eigenmodes are highly damped. These 
absorbers must be tuned to a specific frequency to be effective in damping the 
chamber eigenmode. Here lies the problem of designing absorbers. Due to the 
inhomogeneity in the combustion chamber, the eigenfrequencies will also conti-
nuously shift. An absorber will be rendered useless when the eigenfrequency is 
shifted away from the frequency to which the absorber was tuned. In addition, 

the presence of a quarter-wave cavity could also shift the eigenfrequencies [107], 
making tuning problematic. 
Despite the efforts of the past, no solution to the problem applicable for all en-
gines has been found. Every single engine type was individually tested and mod-
ified through a tedious trial and error procedure to find a fixer-upper for that 
specific engine. Without finding any systematic means for keeping HF-instability 
under control. A number of patch solutions were found such as baffles, injector 
modifications, acoustic absorbers, ignition sequence altering, etc. But none of 
these solutions could convince because they are not universally applicable and 
they require trying and modifying for every new engine design. 
 

 
Figure 1.9: F-1 engine injector-baffle configuration [104] 

 
The best example to illustrate the tediousness of such a process to control com-
bustion instability is the design and qualification of the Saturn V engine, the F-1 
engine. Oefelein [104] gives an excellent overview of Project First, which was in-
itiated to solve the instabilities problem of the F-1 engine. Over 2000 tests were 
performed in 4 years time in the mid 1960s, testing 14 injection and 15 baffle 
patterns. The injector-baffle configuration of the F-1 engine that was flight quali-
fied is shown in Figure 1.9. 
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1.5 Overview of previous research 

This section gives a brief historical overview of gathered experiences, results and 
findings, with respect to the relevant aspects involved in high frequency combus-
tion instabilities. The time period in which research with respect to combustion 
instabilities was conducted can be sub-divided into three parts. The first period 
was in the beginning of the space age, and was driven by the moon/Apollo pro-
gram, and mainly took place in the US. During the second period, in the 1980s, 
Europe started to become an important player in space propulsion, and encoun-
tered the high frequency combustion instability problem as well. Of course, the 
Russians had their own development programs with their own instabilities is-
sues. These programs ran parallel to the research programs in the west and were 
only published as late as the late „80s and „90s. The Russian approach and re-
search programs are described in length by Natanzon [100] and Dranovsky [38]. 
During the third stage, the instability issue is attacked both experimentally and 
numerically. Due to incredible increase in computational resources as well as 
large improvements in data acquisition methods, it is now possible to investigate 

interaction between acoustic perturbations and combustion chamber processes 
individually. 

1.5.1 Early stages 

Almost all research done in the early stages were carried out by or under contract 
for NASA. Especially in the 1960s, parallel to the development of the F-1 engine 
[104], Saturn V program, a lot of effort was allocated to gather understanding of 
the HF-instabilities problem. 
Because the diagnostic equipment, such as pressure transducers or even optical 
access, was not affordably available, the first attempts to explain the observed 
phenomena were theoretical in nature. Crocco [24], [26], [27] developed and refined 

over time the well known „sensitive time-lag theory‟. It was first derived for longi-
tudinal modes, and later also for transversal instabilities. The theory was verified 
[27] to be able to predict longitudinal instabilities relatively accurately. The time-
lag model (briefly explained in section 2.5.2) does not incorporate the physics of 
all processes taking place in the combustion chamber, and with the currently 
available diagnostic means, allowing the investigation of some individual 
processes, the theory has become obsolete [139], or its applicability at least com-
promised [31]. 

In 1957, Mickelsen [98] investigated how in theory pressure oscillations affect 
mixing of fuel and oxidizer. He claims that a peak to peak oscillation as large as 
the mean chamber pressure can cause a reduction of the mixing wake behind a 
droplet by as much as 60%. This implies that mixing is dramatically improved. 
 
The majority of the research was nonetheless done experimentally, where many 
researchers seem to have had their focus on the interaction between vaporization 
and acoustics. Heidmann [62], [63] discovered that during the presence of spin-
ning mode instability, the oxygen jet length decreased, and that the length varied 
periodically with the oscillation. The effect of acoustic oscillations on fuel droplets 
was investigated by Wieber and Mickelsen [157]. They claim that these oscillations 
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greatly increase the vaporization rate which in turn could explain the higher 
combustion efficiency during resonant combustion. In 1966, Heidmann and Fei-
ler [64] found out that even the smallest tangential velocity variations that incur 

for any reason, could have strong amplifying or damping effects on the energy 
release in phase with the oscillation. He also argues that this could be a possible 
measure to prevent instabilities. Heidmann and Wieber [67], [68] describe a way to 
quantify the response of vaporization to a pressure oscillation by means of a re-
sponse factor. Their response factor is determined for an entire cycle and is posi-
tive for positive interaction, and negative for negative interaction. They deter-
mined the frequency response for several effects and combined these effects into 
one frequency factor, a transformed frequency. The relation is shown in Figure 
1.10. The response factor approach is pursued further in [61], [65], [66]. A re-
sponse factor will be discussed in more detail in section 2.5.3 and 7.2.4. 
 

 
Figure 1.10: Response factor vs. frequency factor [66] 

 
In 1967, Feiler and Heidmann [46] investigated whether there exists a coupling 
between pressure oscillations in the combustion chamber and the fuel (hydrogen) 
feed line. It was concluded that the out-of-phase coupling found was substantial 
enough to consider important in the instability research for hydrogen systems. 
The coupling became stronger for higher hydrogen density (or lower temperature 
at constant pressure). This research was practically a spin-off of the work by 
Wanheinen et al. [156]. He examined the effects of injection velocities of the pro-
pellants on resonant combustion, using a single coaxial injector, and found that 
operation was stable above a hydrogen-oxygen injection velocity ratio of 6.5, and 
unstable below 6.5, irrespective of hydrogen temperature. The research with their 
engine was continued and Conrad [23] published some more general, but funda-

mental, conclusions. The hydrogen temperature could be reduced to as low as 33 
K before combustion became unstable. Stability was also strongly affected by 
variations in contraction ratio, controlling chamber pressure or mass flow. A 
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larger contraction ratio improved the stability limits. The hydrogen temperature 
below which combustion becomes unstable (transition temperature) was used the 
following years by several researchers to quantify an engine‟s stability margin. 
 
In a further continuation of this research, Wanheinen et al. [154] investigated dif-

ferent parameters‟ effect on the transition temperature. Mass flow variations to 
control chamber pressure had no effect. Increasing oxygen temperature (or de-
creasing density) as well as the oxygen jet diameter increased the transition tem-
perature (deteriorating stability margin). He also manufactured an empirical pa-
rameter consisting of several operating variables, which yielded a constant value 
as stability limit, see Figure 1.11. 
 

 
Figure 1.11: Stability parameter Wanheinen [154] 

 
This stability-limit parameter covered all trends mentioned but was, obviously, 
only valid for the investigated injector-engine combination. In turn, Salmi et al. 
[131] varied the number of injector elements and determined that an increase in 

thrust per element positively influenced the transition temperature at which in-
stabilities could be induced. The effect of the injector element distribution was 
then investigated by again Wanhainen [155]. An increase in distance between the 
outer elements and the wall destabilizes combustion, independent from the 
chamber diameter. Neither the number of elements nor the spacing between the 
elements had an influence on stability. 
 
Rupe and Jaivin [129] investigated the mass flow distribution and resonant com-
bustion on heat flux. Apparently heat flux shows a strong correlation to the mass 
flux through the injector, substantiated by calculated temperature distributions 
from an analogue model. But they also concluded that this type of method is 
inadequate until boundary layer flow phenomena are well understood and can be 
predicted. Clayton and his colleagues [19], [20] investigated the severity of rotating 

waves. He came to the conclusion that this type of instability is more dangerous 
than the standing wave type because, as he theorizes, the detonation like wave is 
driven due to its propagation along the wall, implying the movement is its own 
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driving mechanism. But he still considers a large number of processes to be not 
fully understood, amongst which the size distribution, shattering effects, and 
transient heating of the droplets. 
Theoretical studies of non-linear and three dimensional combustion instabilities 
were published by Sirignano [138] and Zinn [165]. Both authors based their ap-

proach on the sensitive time-lag model [24]. Sirignano [138] focused on longitudinal 
waves and one of his important results was that unstable combustion is only 
possible if the characteristic time of combustion is negligible compared to or in 
the same order of magnitude as the period of oscillation. Zinn‟s work [165] had 
more affinity with transversal modes and he discovered that increasing the mean 
flow Mach number shifts the unstable region which he associates with pure 
transversal modes. The new unstable regions appearing correspond to mixed 
modes. 
 
In 1972, Harrje and Reardon [59] published a comprehensive review of all the 

work done up to date. It was considered an all-knowing document that would 
provide all future developments an answer to combustion instabilities. Research 
programs regarding combustion instabilities in liquid propellant rocket engines 
more or less shifted to the background, also due to a lack of funding [60]. It was 
not until 1980, due to the self-destruction of an Ariane rocket and a new heavy 
launcher program in the US [159], when combustion instabilities regained full 
attention of the research community. 

1.5.2 Follow up in the 1980s 

In the 1980s, Rockwell/Rocketdyne (Jensen et al. [74]), under NASA contract, 
carried out a very extensive experimental test program to verify whether hydro-
carbons, especially methane, could be stability rated similarly as hydrogen was 
in the 60s and early 70s, using the same techniques such as temperature ramp-
ing and bomb tests. With a 40,000 lb thrust combustor, they were successful in 
finding a stability threshold as a function of fuel temperature and other relevant 
parameters to allow the comparison with hydrogen. Their most important conclu-
sions are summarized here. They found that the temperature ramping technique 
is a valid method, even though it excited higher order modes instead of the 
searched for first tangential mode (as for hydrogen). Also, the ramping does not 
uniquely characterize that combustor for stability because all spontaneous as 
well as bomb triggered instabilities were preceded by some unexplained activity 
at a lower frequency. Higher mixture ratios as well as higher fuel injection veloci-
ties improved the stability margin. Practically every unstable test showed a 
coupling between combustion chamber pressure fluctuations and injector ele-
ments (LOx post and or fuel annulus). In relation, Priem [116] (presented at 25th 

JANNAF combustion meeting by Breisacher) and Breisacher [14] show a model 
that describes feed system coupling for both methane and oxygen. The most im-
portant conclusions are summarized here. Increasing LOx velocity increases sta-
bility in general. LOx-coupled oscillations can be counteracted by decreasing 
methane velocity, and to stabilize CH4-coupled oscillations, its velocity should be 
increased. Varying the atomization distance can, depending on operating condi-
tions, stabilize or destabilize combustion. 



17 1.5. Overview of previous research 

 

Philippart and Moser [112] analyzed three analytical tools predicting stability limits 

of two different engines. All three models are designed to make n-τ plots, based 
on the sensitive time lag model of Crocco [24]. The analytical predictions were 
compared to a hot fire test of each engine, and all came up with comparable re-
sults in good agreement with the experimental data. They concluded that the 
distribution of resonator cavities and combustion distribution were predominant 
factors in determining stability. 

1.5.3 Recent developments 

Even though the analytical models available do a fairly decent job in predicting 
stability limits, they do not incorporate actual physics of the individual processes 
taking place in the combustion chamber. Since these processes are individually 
significant, in for example controlling combustion distribution, in a way these 
types of time-lag models prohibit predicting stability before an engine is actually 
built and tested. In other, related, fields, predicting stability is not as difficult. In 
burners (furnaces) or gas-turbines, there generally is no liquid propellant, it may 
be non-premixed gas [76], [83], but many researchers, such as Candel [17], DeZilwa 

[164], Schuller [134], [135], [136], Ducruix [39], [40], Bernier [12], Zähringer [163] or Lee 
[87] very often occupy themselves with premixed and/or laminar combustion. For 
these types of combustion regularly transfer functions, basically describing the 
response of the flame to an acoustic perturbation, can be defined. This shows the 
necessity to understand the individual processes in more detail before for exam-
ple a transfer function, that takes into account injection, atomization, vaporiza-
tion and mixing, can be defined for acoustic perturbations in a rocket combustor. 

 
During the 1990s much work has been done in Russia at for example the Mos-
cow State Aviation Institute. Bazarov investigated the influence of injector dy-
namics on combustion (in)stability [6], [7], [8], [9] due to its self-pulsating and 
phase-shifting characteristics. He found that controlled modification of fuel injec-
tor dynamics can be used as a means of diagnostics by observing the effects on 
combustion chamber stability [6]. He concludes that the self-pulsating behavior 
of the injector must be avoided at all cost, even though this pulsating may in-
crease atomization quality and mixture homogeneity [8]. 

 
In 1995 Yang and Anderson (Penn State University) were editors of a very exten-
sive work [159] covering all possible aspects of combustion instabilities in liquid 
rocket engines, with contributions from leading researchers in the field, such as 
Culick [32] from CalTech (California Institute of Technology). It contains a com-
prehensive summary of the experience gathered in the previous 50 years and a 
chapter by Sirignano [139] from UCLA (University of California Los Angeles) who 

gives an excellent theoretical discussion on characteristic times of the individual 
processes in the combustion chamber. 
 
Even though so much work has been done on liquid propellant rocket engine 
combustors, and many discoveries were made, it is still unknown what exactly 
triggers combustion instability. This is an important reason why recently the 
focus has shifted towards searching for instability mechanisms by actively im-
posing a forced acoustic oscillation. It is done in cold flow to study for example 
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atomization under oscillatory conditions. Or, more frequently, forced excitation is 
applied on combustion where the main target is to investigate instability, but 
even if instability is not triggered it allows investigating how oscillatory conditions 
affect for example vaporization or heat release. 
 
Currently, the leading research institutes affiliated with high frequency combus-
tion instabilities are DLR in Germany, CNRS in France, Anderson‟s group at Pur-
due University [2], [114], [140], Penn State University (PSU), United States Air Force 

and NASA in the United States, NAL in Japan, and of course a few others.  
Marshall et al. [92], [93] from PSU report the development of a rectangular cham-
ber, and a test program carried out with LOx-CH4 propellant combination target-
ing different means of inducing instabilities, including different possible injector 
element positions, see Figure 1.12. The experimental work is supposed to allow 
validation of the concurrent numerical efforts. 
 

 
Figure 1.12: Rectangular combustor of PSU for instability research [93] 

 
Tamura et al. [149], in a NAL-DLR cooperation, investigated, also with LOx-CH4, 

stability characteristics and state that, even though the combustor is stable with-
in the prospected test range, the induced tangential mode‟s amplitude increases 
for larger fuel to oxygen injection velocity ratios, which matches the findings of 
Wanhainen et al. in 1966 [156]. 
At ONERA, the MASCOTTE test facility is operated [57], [153]. Richecoeur et al. 
report on interaction between transverse acoustics and a LOx-CH4 spray flame 
[126], [127]. The qualitative comparison in the first publication between numerical 

modeling and experiment show little discrepancies in their results for a reduced 
intact core length as well as improved mixing due to acoustic modulation. The 
second publication shows that combustion becomes sensitive to external modula-
tion at low gas injection velocities which is in agreement with Wanhainen et al. 
[156]. Mery et al. [97] describe the development of VHAM, Very High Amplitude 
Modulator. It is a combustion chamber for LOx/CH4 with two main nozzles that 
can be opened and closed periodically and in phase opposition, to modulate 
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100% of the mass flow. They want to generate extremely high amplitude oscilla-
tions in order investigate the interaction between combustion and transverse 
acoustic modes. In a follow up report [96], Mery claims that the high acoustic 

amplitudes are reached and that with respect to the velocity fields the experiment 
shows good agreement with numerical simulation. Much of the numerical simu-
lation work at ONERA is being done by Nicole [102], [103]. In 2009, Richecoeur et 
al. [125] reported on how temperature fluctuations, for example due to the inho-
mogeneity of the combustion zone, cause the eigenfrequency to fluctuate around 
a mean value. In a power spectral density analysis this fluctuation of the eigen-
frequency would present itself as an increase in the line width, as if dissipation 
were enhanced. 
Dissipation plays, obviously, an important role in damping instabilities or pre-
venting them altogether. Oschwald et al. [107] in a DLR-CNRS cooperation quanti-

fy the significance of an acoustic absorber and the effects of its acoustic coupling 
to a combustion chamber on eigenfrequencies and mode symmetry under cold 
and hot flow conditions. 

1.6 Objectives and structure 

1.6.1 Objectives 

In the past, much experience was collected on LOx/LH2 combustion instabilities, 
but also on LOx/RP1 (Rocket Propellant 1, modified kerosene) in the US [104] and 
LOx/kerosene in Russia/Soviet Union, and hypergolic propellants in again Rus-
sia/Soviet Union as well as in Europe on multiple occasions with the Ariane 1-4 
main engine Viking [58], [145], and the third stage of Ariane 4, the HM7B engine 
[113]. More recently much work has been done to resolve the anomaly encountered 

in Aestus, the second stage of Ariane 5 [5], [41], [86], [77], [117], [133], [147]. Due to the 
present developments in the space industry, methane has become an important 
candidate to replace the solid rocket boosters and other applications for several 
reasons. Therefore, LOx/CH4 combustion must be free of uncontrolled, sponta-
neous combustion instabilities and to achieve this the problem must be at least 
somewhat understood for effective countermeasures to be designed. The research 
performed in this thesis targets to take the first few steps in developing a physi-
cal understanding of the interaction between acoustics and LOx/CH4 combus-
tion. The findings in this thesis will then function as some of the necessary build-
ing blocks to develop a theory describing high frequency combustion instabilities 
in general. It will do so by quantifying influences of acoustic oscillations on spray 
and flame phenomenology, and, on this basis, bringing more clarity in which 
coupling and driving mechanisms and which combustion chamber processes 
play dominating roles in sustaining acoustic instabilities. The relations between 
control parameters, operating conditions, and experimentally determined quanti-
ties should give the general direction in which follow-up research should go in 
order to solve the problem of self-sustained high frequency combustion instabili-
ties on a fundamental level. 
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1.6.2 Structure 

This section briefly discusses the structure of the thesis. A general background 
including some brief mathematical derivations is given in Chapter 2. All relevant 
topics to the problem of acoustic combustion instabilities will be discussed. The 
applied approach in this thesis is described in Chapter 3. It illustrates the expe-
rimental set-up used and discusses the designed test program. During the expe-
rimental phase, a large amount of measurements are taken. In order to learn 
anything from them, the data are processed and reduced to useful and presenta-
ble information. This process of data reduction as well as the related topic of 
measurement uncertainty and error propagation is discussed in Chapter 4. 
Chapter 5, 6 and 7 then respectively present the obtained results and correla-
tions for dynamic pressure, spray and flame phenomenology, and a combined, 
more sophisticated, analysis of the combustion response to acoustic perturba-
tions. In the last Chapter (8), the conclusions from the research carried out, and 
recommendations for follow-up research, are summarized. 
In some chapters image sequences are applied to illustrate the temporal depen-
dence of the results. When such an image sequence is shown or in other cases 
where it might be illustrative, a video is available on the enclosed CD (referenced 
in the text), which can more clearly demonstrate the dynamic behavior shown by 
the images. 
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2 Background 

2.1 Theory 

Under the assumption of isentropic flow (no dissipation losses due to viscosity) 
the equations for conservation of mass (continuity equation) and momentum are 
given in (2-1) and (2-2) respectively. These equations can be found in any aca-
demic gas dynamics or acoustics textbook, for example Zucrow and Hoffman 
[166]. 
 

 

 
where 

 
To continue, a relation for the speed of sound   is necessary. Assuming small 
thermodynamic perturbations or quasi-equilibrium, any thermodynamic variable 
can be expressed as a function of any other two (independent) thermodynamic 
variables. Commonly used is pressure p as a function of entropy and density: 
        . In differential notation, the relation expresses    as a linear combina-

tion of    and   , and can be found, including the relevant thermodynamic coef-
ficients, in any thermodynamics or acoustics textbook such as [128]. The resulting 
differential equation is given in (2-3) 
 

 
Specific heat at constant pressure   , coefficient of thermal expansion   and 

speed of sound   are given by 
 

  

  
               (2-1) 

 
    

  
         (2-2) 
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For an ideal gas, equations (2-4) to (2-6) reduce to (with the universal gas con-

stant      
 

   
 and ratio of specific heats      ) 

 

 

 

 
In combination with the isentropic flow condition (       ), the entropy dis-

appears and (2-3) reduces to the sought relation for the speed of sound, given in 
(2-10). 
 

 
In linear acoustics it is now assumed that the acoustic perturbations can be de-
scribed as follows. 
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Where        and   ,    and  ' are perturbations much smaller than the corres-
ponding free stream values,   ,     and   . Combining equation (2-1) and (2-10) 
are yields 
 

 
Now substituting equations (2-11) – (2-14) for the linearized perturbations into 
equation (2-15), the following system of equations for the propagation of an 
acoustic perturbation is found. 
 

 

 
Equation (2-17) can be broken down into 3 equations, one for each dimension of 
space. One may assume that the second derivatives of pressure and velocity are 
continuous, so one can differentiate (2-16) with respect to time, and (2-17) with 
respect to space. Combining and eliminating the partial derivatives of the velocity 
with respect to time and space yields the three-dimensional wave equation. For a 
shorter notation, the primes and   as an indicator for a perturbation and free 
stream respectively are dropped, and the Laplacian is written as Δ. 
 

2.1.1 Three-dimensional wave equation 

Since equation (2-18) is linear, any solution may be superimposed on another. 
Also, the three-dimensional wave equation is valid for any orthogonal (for exam-
ple Cartesian, cylindrical or spherical) coordinate system. It can be written in the 
relevant coordinate system by expressing the Laplace operator Δ in the corres-
ponding coordinates. Here, considering a combustor commonly has a circular 
cylindrical geometry, it is useful to write the wave equation in cylindrical coordi-
nates. 
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Assuming the boundary conditions describe a cylinder with solid walls, equation 
(2-19) can be solved analytically by a standard procedure, the method of separa-
tion of variables. One assumes the solution, to be the product of four indepen-
dent complex-valued functions of the relevant variables, r, θ, z, and t, given in 
equation (2-20). 

 
A cylindrical combustor has simple boundary conditions for the three-
dimensional wave equation. 
 

 At every cylinder wall, the velocity of the gas in normal direction to the 
wall is equal to zero. 

 The solution must be n-periodic in θ with a period 2π. 
 
And, to represent a physical solution: 

 The function must be finite for all values or r, θ, z and t. 

 
Substituting (2-20) into (2-19), one finds a system of 4 ordinary differential equa-
tions. After applying the boundary conditions on the relevant individual equa-
tions, some of the constants will be eliminated. The differential equations (2-21) 
and the corresponding simplified solutions (2-22) for a cylindrical cavity are given 
in Table 2.1. An elaborate derivation of these equations and the complex-valued 
constants in (2-22) can be found in gas dynamics or acoustics texts like Zucrow 
and Hoffman [166]. 
 
Table 2.1: System of ordinary differential equations and corresponding solutions describing 
the propagation of a perturbation in a cylindrical cavity. 

System of differential equations Solutions to the system 
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Relationship between constants Relationship between constants 

         

      
      
      

  

  
 

  

  
 

  

  
 

 
Substituting the solutions of (2-22) into the wave equation gives the general form 
of the solution of the wave equation. If one then considers that pressure is a 
physical property, and therefore must be a real quantity, one must now ignore 
the imaginary part of the solutions in (2-22). This yields the following real-valued 
relation for the acoustic pressure distribution in a cylindrical cavity. 
 

                            (2-20) 
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with 
    = Bessel function of the first kind, of order n 

    = (m+1)th root of the derivative of   :               
l,m,n  = Mode number (l,m,n = 0,1,2,…) 
r,θ,z  = coordinates in cylindrical coordinate system 
  = angular frequency 
t  = time 
 
The (eigen)mode numbers are a consequence of the boundary conditions and 
yield an infinite number of solutions, mode number l because of the periodicity of 
cosine and mode number n and m due to the characteristics of the derivative of 
the Bessel function, which has an infinite number of roots. The Bessel function is 
described in more detail in Appendix C. The actual values of the roots of the de-
rivative of the Bessel function,    , can easily be numerically determined and are 

given in the next section, in Table 2.2. Because the wave equation is linear, any 
combination of solutions is itself a solution, hence the summation over all acous-
tic eigenmodes in equation (2-23). 
 
Equation (2-23) can also be written in a more convenient form by applying the 
trigonometric identities that can be found in any academic mathematics text-
book, such as [1], and is given in (2-37). 
 

 
The solution consists of three parts 

 The longitudinal (L-)mode‟s spatial distribution is given by            . 
 The radial (R-)mode‟s spatial distribution is described by the Bessel func-

tion and its dependence on r/R. 

 The tangential (T-)mode is described by two propagating waves that move 

in opposite direction, with arbitrary constant amplitudes M and N. 
 
The radial mode (     ) is made up by a constant amplitude, depending on r, 
and a fluctuation described by the two propagating waves that only depend on 
time. The tangential mode (   ,    ) has an additional dependence on the an-

gular position θ. The constant phase angles 1 and 2 define the orientation of a 

particular mode at time    , and can be chosen freely. They will be set to 0 in 
the further discussion. The mode numbers l,m,n denote the type of mode and its 
order. For the third tangential mode (3T), for example,       and    , and 
for the second radial mode (2R),      , and    . The modes and their cor-
responding mode numbers are listed in Table 2.2. 
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2.2 Numerical simulation 

The wave equation (2-18) is valid for any geometry, and was simplified for a cir-
cular cylinder in section 2.1.1. The experiment at the DLR institute (Common 
Research Chamber, CRC) was designed to allow externally exciting the combus-
tion by means of a secondary nozzle in radial direction and a siren wheel, see 
section 3.1.3. Such a piece of hardware modifies the geometry of the CRC such 
that it destroys the symmetry and it cannot be considered a circular cylinder 
anymore. For arbitrary geometries, such as the CRC with secondary nozzle, the 
wave equation (2-18) can only be solved numerically. In order to find the pres-
sure field, refuge is sought in numerical partial differential equations solvers, like 
FlexPDE [48] or MatLAB® [94]. To be solved by numerical solvers, equation (2-18) 
is converted to an eigenvalue problem. It is therefore assumed that the pressure 
harmonically depends on time: 
 

 
In (2-25),           is a function of spatial position and its distribution is different 
for every eigenmode. Developing the second derivative with respect to time of 
(2-25) yields 
 

 
Inserting (2-25) and (2-26) in the wave equation (2-18) then gives 
 

 
The Laplace operator,  , is a function of space only, thus collecting variables and 
rewriting results in 
 

 
Where   is the squared ratio of angular frequency and speed of sound 

 

 
and represents the eigenvalues of the problem, with corresponding eigenmodes. 
The eigenfrequencies   can now be found by substituting the identity      . 
 

                            (2-25) 
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In the following, first the numerical results are compared with the analytical re-
sults for the CRC without cavities. After which the numerical approach is applied 
for the CRC with secondary nozzle. 

2.2.1 CRC without cavity 

The eigenmodes of the CRC without a cavity are analytically derived in section 
2.1.1, note equation (2-24). The eigenfrequencies can be calculated through their 
definitions. 
 

Longitudinal mode:      
 

  
 

 

Transversal mode:     
    

   
 

 
In case of a combined longitudinal and transversal mode, the frequency can be 
found through (2-31). 
 

 
In Table 2.2, the calculated frequencies are given for a number of modes for air at 
ambient temperature, with the speed of sound          . It is obvious, that due 

to the combustion chamber design (length L much smaller than the radius R), 
also see section 3.1, the longitudinal modes are pushed to higher frequencies. 
 
Table 2.2: Eigenmode characteristics - eigenfrequencies and mode numbers 

Eigenmode l m n          

1T 0 0 1 1.841 996 

2T 0 0 2 3.054 1653 

1R 0 1 0 3.832 2073 

3T 0 0 3 4.201 2273 

4T 0 0 4 5.318 2878 

1R1T 0 1 1 5.331 2885 

5T 0 0 5 6.416 3472 

1R2T 0 1 2 6.706 3629 

2R 0 2 0 7.016 3796 

6T 0 0 6 7.501 4059 

1L 1 0 0 - 4250 

1R3T 0 1 3 8.014 4337 

2R1T 0 2 1 8.536 4619 

 
 

    
 

  
 (2-30) 
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In Figure 2.1, the first 6 solutions to (2-28) are shown for the same conditions 
mentioned before (a larger number is discussed in Appendix D.1). In Figure 2.1, 
it can be seen that the first eigenvalue is double-valued. That means, that for 
that eigenvalue there exist 2 independent solutions. These solutions manifest 
themselves as two perpendicular orientations of the pressure field, but at the 
identical frequency. This happens to be the case for all tangential modes. The 
radial modes on the other hand are all single-valued. 
 

 
Figure 2.1: Numerical simulation for CRC without cavity, first 6 solutions 

 

 
Figure 2.2: Numerical simulation for CRC with cavity, first 6 solutions 
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2.2.2 CRC with cavity 

The numerical simulation proved to be accurate for the CRC without cavity. 
Therefore the same numerical tools will be applied with confidence for the CRC 
with cavity, where an analytical solution does not exist. In Figure 2.2, the first 6 
solutions are given for again the same conditions, and for the current geometry of 
the CRC with cavity. The effect of a resonator is more elaborately discussed in 
Appendix D.2. 
When now again the first two modes are investigated, the effect of the cavity be-
comes clear. The first eigenvalue is not double-valued anymore, but, instead, 
became two different eigenvalues. One is significantly lower than the original 
value, the other is virtually unchanged. In order to distinguish between the two 
solutions, a convention is introduced here. The first (lowered) solution is called 
NTσ, and the unchanged NTπ. Where N denotes the number of the mode, so the 
third tangential mode will have the pair of solutions 3Tσ and 3Tπ. The Tσ mode 
will orient itself such that the nodal line is perpendicular to the axis of the cavity 
which is the symmetry line of the geometry. When mirrored in this symmetry 
line, the Tσ mode remains unchanged. The Tπ mode will orient itself such that 
when mirrored in the symmetry line (secondary nozzle‟s axis), its sign changes. 
The angle over which the Tπ mode is rotated with respect to the Tσ mode, de-
pends on the mode number N, and is given by      . 

2.3 Velocity associated with pressure 
wave 

The previous sections discuss the pressure field and its development with time, 
because it is derived from the wave equation (2-18). Because at this stage it is 
still unclear which coupling mechanism is responsible for the interaction be-
tween acoustics and combustion, the equation describing the velocity field is 
briefly derived as well. Rewriting the linearized momentum equation (2-17) yields 
 

 
To find the velocity, this equation must be integrated over time. The geometry of 
the pressure field does not have a temporal component, only the amplitude of the 
fluctuation depends on time and is described by an harmonic function. So, the 
pressure is written as 
 

 
 
 

     

  
  

 

 
    (2-32) 

                             (2-33) 
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Substituting and integrating over time then yields 
 

 

 
The constant of integration in (2-35) vanishes because it was assumed that the 
time average of the fluctuating part of the velocity      is zero. If on the right hand 
side of (2-35) a constant would appear, this would then exactly be an offset from 
zero around which      fluctuates. Also, the density of the hot gas in the combus-
tion chamber is assumed constant, which, of course, is only an approximation 
and the incurred error is assumed marginal. Nevertheless, it must be respected 

that in some cases it may cause non negligible error. But, as the density is only a 
scaling factor to the pressure gradient, the results based on the resulting velocity 
field and the respective conclusions, have to be taken with caution quantitatively. 
But it can be expected that they are qualitatively correct. 
 
Note that the temporal dependence of      is 90 degrees phase shifted compared to 
   (2-33). One can re-substitute (2-33) and apply the common notation   for the 
90 degree phase shift. To further simplify the notation, the primes denoting fluc-
tuation are dropped here as well. 
 

 

So, the velocity field (2-36) is found by computing pressure gradient in the com-
bustion chamber and changing its sign, dividing it by an average density and the 
circular frequency of the respective eigenmode and imposing a 90 degree phase 
shift. The velocity field for the 1T-mode in the CRC without secondary nozzle is 
illustrated in Figure 2.3. 
 

 
Figure 2.3: Pressure field (left) and corresponding velocity field (right) of the 1T-mode 
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2.4 Rotating wave 

The analytical solution of the wave equation for the CRC without secondary noz-
zle, repeated in (2-37) for convenience, has some interesting characteristics 
which are elaborated in this section.  
 

 
In the current study, the focus lies on transversal modes and the first tangential 
mode (1T) in particular. Thus, setting m and l equal to 0, and n equal to 1 in 
(2-37), one finds for the acoustic pressure field of the first tangential mode in a 
cylindrical combustor. 
 

2.4.1 Limit cases of the rotating wave 

In order to clearly discuss rotating modes, it is necessary to make a distinction 
between propagating waves and standing waves, and point out the essential dif-
ferences between them. If in (2-38), M and N are equal, the two propagating 
waves give, through superposition, and using the relevant trigonometric identity, 
a standing wave, see (2-39). 
 

 
This becomes clear when looking at (2-39) more closely. The entire term left from 
        describes how the amplitude depends on both r and θ. The position de-

pendent amplitude is multiplied by         which denotes the time dependence. 
So, apparently the amplitude of the fluctuation at a certain position does not vary 
with time anymore, which shows that it is indeed a standing wave. Characteristi-
cally, the phase of any signal showing a standing wave only depends on the posi-
tion relative to the nodal line and not on r or θ. So, for the CRC, the pressure 
signals will either be in phase or in anti phase, as is illustrated in Figure 2.4. 
 
If in (2-38) either M or N is equal to 0, only one propagating wave remains. So, 
assuming    , this results in a clockwise propagating wave and the acoustic 
pressure field is described by (2-40). 
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A synthetic signal for the CRC is shown in Figure 2.5. The pressure field of (2-40) 
is rotating with angular frequency  , hence the constant amplitude for all sen-

sors. The phase between the signals is obviously exactly equal to the angle be-
tween the sensor positions. 
 

 
Figure 2.4: Acoustic pressure field of a standing wave 

 

 
Figure 2.5: Acoustic pressure field of a rotating wave 

2.4.2 Characteristics of the rotating wave 

Generally, M and N are neither equal to each other, nor equal to 0. Thus, experi-
mental signals will show both phase shifts not necessarily equal to the angle 
between the sensors and variable amplitude. These characteristics will now be 
shown analytically. A discussion of the experimental identification can be found 
in section 5.3.1. Since, experimentally, only the wall pressure can be measured, 
only the wall pressure distribution is of interest, so, in (2-38),    . Note that the 
pressure distribution at the wall also uniquely defines the acoustic pressure field 

in the entire volume. Again setting the phase angles 1 and 2 to zero without 



33 2.4. Rotating wave 

 

losing generality, and only looking at the acoustic pressure distribution for the 1T 
mode (     ), (2-37) becomes 

 

 
An example of such a general distribution for arbitrary values of M and N is 
shown in Figure 2.6. This wave is a combination of a propagating wave (with 
constant angular velocity) and a standing wave, resulting in an acoustic field 
with non-constant angular velocity, constantly changing amplitudes and phase 
relations between signals. 
 

 
Figure 2.6: Acoustic pressure field of arbitrary wave 

 
In (2-41)         is a constant which scales the amplitudes of the cosines. It can 

be analytically shown that the wall pressure distribution has the shape of a sine. 
So, it is assumed that the wall pressure distribution for the 1T mode is described 
by (2-42), which has exactly one period along the circumference, has amplitude A 
and phase φ, both of which are functions of time. 
 

 
To find A and φ, (2-41) and (2-42) are set equal and solved. Using trigonometric 
identities for sums and equating the coefficients of the resulting system of equa-
tions, one finds for A 
 

 
Equating (2-41) and (2-42) yields two possible solutions for the amplitude A at 
the wall, positive and negative. Both are equivalent solutions because the nega-
tive solution gives the identical sine function as the positive, with a phase shift of 

                                      (2-41) 

                 (2-42) 

                            (2-43) 
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half a period. Therefore the convention is here introduced that the amplitude is 
always positive. When a standing wave is considered a special case of a rotating 
wave (i.e.    ) then this convention is consistent even for the standing wave. 

Knowing A, it allows a relation between the phase angle and M and N, as well as 
the angular frequency and time. 
 

 
The phase angle defines the orientation of the acoustic pressure field in the com-
bustion chamber. As such, it can also be interpreted as a rotation angle of the 
dynamic pressure field. This is illustrated in Figure 2.7, where φ is the distance 
from     to where the  -axis is intersected by the sine function with positive 
tangent, which is also where the pressure fluctuation is zero. By definition, the 
angle is measured counterclockwise (CCW) from the positive x-axis. Therefore, φ 
can also be interpreted as the angle between x-axis and the nodal line of the 
acoustic pressure field, which is also illustrated in Figure 2.7. 
 

 
Figure 2.7: Phase angle definition (left) and interpretation of phase angle as rotation angle 
(right) 

 
Since the angle of the pressure field as a function of time is known, it is possible 
to determine the angular velocity by taking the time derivative of (2-44). 
 

 
The actual values of M and N are irrelevant in the current analysis, so the beha-
vior of the phase angle, and angular velocity is shown for different values for     

rather than independent values for N and M. Arcsin is only defined for phase 
angles between -π/2 and π/2. This means time between     and       , with   
the 1T-frequency, or a half period. In Figure 2.8 the temporal evolution of the 
phase angle during a half period is illustrated. A similar result was discussed by 
Harrje and Reardon [59] for propagating waves moving in opposite direction in a 
pipe. 

          
            

                  
  (2-44) 

   
           

                  
 (2-45) 
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For small values of    , which means M >> N, the phase angle increases almost 

linearly, which in turn means that the angular velocity is almost constant. If     
approaches 1, which means M is almost equal to N (standing wave) the angle 
does not change much at all until t approaches     . Here the angle increases 
very rapidly until its rate of growth decreases again to almost zero after the tran-
sition. This consequently means the angular velocity is very small at first, be-
comes very high around        , after which the velocity decreases again. 
 

 
Figure 2.8: Evolution of the phase angle during a half period 

 

 
Figure 2.9: Evolution of the angular velocity during a half period 
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In Figure 2.9 the angular velocity from (2-45) is plotted against time. As could be 
derived from Figure 2.8, the angular velocity is almost constant when     ap-

proaches 0. When     approaches 1, the angular velocity is lower than for 
      around    , but approaches infinity at       . Of course, when inte-
grating these curves, they will all yield the same result, since they all have the 
same angular frequency. 
From (2-45) it is also possible to express the maximum and minimum angular 
velocity during one period as a function of M and N. Obviously, the maximum 

velocity occurs when           , whereas the minimum velocity occurs when 

          . Substituting into (2-45) yields for the extreme velocities 
 

          
     

     
  and             

     

     
  

 
Note that if N or M equals 0,                  . This means that the angular 
velocity is constant throughout a complete rotation, a pure propagating wave. If 
   ,           and          . Looking at the relation for the angle (2-44) and 
taking the relevant trigonometric identities into account one finds for the angle at 
   . 

 

 
This implies that the angle of the acoustic pressure field of the standing wave 
(   ) instantaneously jumps from 0 to π/2 when cosine changes its sign, at 
      , and does so with infinite velocity. During any other time, the angle is 

constant and the angular velocity equal to 0. This proves that the standing wave 
can be interpreted as a limit case of the general rotating wave. 

2.5 Interaction between acoustics and 
combustion 

Combustion instabilities in rocket engine combustion chambers occur when an 
exchange of energy takes place between the combustion processes and the 
acoustic field. This interaction will always result in combustion instability when 
this interaction amplifies itself. During such a so-called self-sustained combus-
tion instability, the acoustic field is enhancing the heat release of combustion, 
which in turn yields an enhanced energy transfer into the acoustic field, causing 
the amplitude of the modulated fluctuation to increase exponentially. The system 
becomes unstable. If the exponential behavior is tempered by sufficiently high 
energy dissipation (a non-linear process), the increase will evolve towards a limit 
cycle [30], [160] wherein the losses equal the amplification. 

   
 

 
             (2-46) 
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2.5.1 Rayleigh Criterion 

The feed-back loop just described is illustrated in Figure 2.10, which also in-
cludes many combustion chamber processes that could be responsible for coupl-
ing.  

 
Figure 2.10: Feed-back loop between combustion and acoustic field 

 
The principle of the interaction between heat release (here: combustion) and 
acoustic field was first formulated by Sir Lord Rayleigh [119], [120]. He postulated: 

 
 “If heat be periodically communicated to, and abstracted from, a mass of 
air vibrating (for example) in a cylinder bounded by a piston, the effect produced 
will depend upon the phase of the vibration at which the transfer of heat takes 
place. If heat be given to the air at the moment of greatest condensation, or be 
taken from it at the moment of greatest rarefaction, the vibration is encouraged. 
On the other hand, if heat be given at the moment of greatest rarefaction, or ab-
stracted at the moment of greatest condensation, the vibration is discouraged.” 
 
Therefore, to excite an acoustic instability, heat must be added to a gas at the 
moment of greatest compression, and subtracted at the moment of deepest de-
pression. This was later captured in mathematical form, equation (2-47), which 
became known as the Rayleigh criterion. 
 

 

         

 

  

 

   (2-47) 
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In this formulation    and     denote the oscillations of pressure and rate of heat 

release respectively. The product of    and     are integrated over one period of 
acoustic oscillation and when this yields a value larger than zero, a self-
sustained instability can occur. For harmonic oscillations this integral can only 
be larger than zero if, and only if, the absolute value of the phase difference be-
tween the oscillations of pressure and heat release is less than 90 degrees. This 
condition must be true regardless whether the coupling mechanism is pressure 
or velocity driven. The criterion only states that heat release must be in phase 
with the acoustic pressure. In a combustion chamber, the combustion processes 
are the source of the energy added to the acoustic field. When the mentioned 
phase relation is respected, the acoustic oscillations are amplified by combus-
tion. If not, the oscillations are damped. 
The criterion is not sufficient because it neglects any other causes for damping, 
such as all „natural‟ causes for energy loss, such as turbulence, sound damp-
ing/absorption, radiation, friction, etc. This means that not only must the phase 
relation be respected, it is also necessary to transfer more energy into the acous-
tic system than is dissipated by natural causes, to sustain a heat driven insta-
bility. 
A more in-depth discussion regarding the Rayleigh criterion can be found in Put-
nam [118]. A very thorough discussion and an analytical derivation of a more ge-
neralized form of the Rayleigh criterion are given by Culick [32]. Cheuret [18], as 

well, provides a decent theoretical derivation. Due to its relevance, a short sum-
mary of the derivation that can be found in [18] is given here. 
In his derivation of the wave equation, Cheuret takes into account the equation of 
state, and the energy equation with a source term including conservation of spe-
cies. Carrying out the derivation, this will yield the wave equation with a source 
term by heat release, given in (2-48), which basically describes the interaction 
between heat release and pressure fluctuation. 
 

 
In (2-48) the primes denote a fluctuation. Combining (2-48) with the linearized 
momentum equation (2-17) and performing a few algebraic operations and trans-

forming to an integral equation, one finds equation (2-49). 
 

 
Where the first term on the left denotes the acoustic energy over one period of 
fluctuation per unit volume, and the second term is the average energy flux dur-
ing one period of oscillation. One can recognize on the right hand side the same 
integral as in the Reynolds criterion. If the average energy flux is zero, then (2-49) 
yields the Reynolds criterion (2-47). 
 
In a rocket engine combustion chamber, heat release takes place during the 
chemical reaction between an oxidizer and a fuel, here between liquid oxygen 
(LOx) and gaseous methane (CH4). This chemical reaction is the last step in a 
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series of processes that simultaneously take place in a combustor. All processes 
(injection, atomization, evaporation, mixing and chemical reaction) are in some 
particular way influenced by an acoustic excitation. An acoustic wave is defined 
by two physical parameters, pressure and velocity. Any of the stated processes 
can therefore be affected by either of these quantities. The influence of pressure 
fluctuations tends to be stronger on injection rate, evaporation rate and reaction 
rate, whereas atomization, evaporation and mixing are more influenced by veloci-
ty. It is an open question whether pressure coupling or velocity coupling is the 
dominant mechanism influencing heat release or initiating combustion instabili-
ties. It is a difficult question because the many processes influencing heat release 
cannot be investigated individually in realistic operating conditions. 

2.5.2 Crocco’s (n-τ)-model 

In the 1950s, when combustion instabilities were first encountered in liquid 
rocket engines, Crocco [24], [25], [26] in great detail developed a model for this 
mechanism based on a time lag, the (n-τ)-model. Essentially, this model assumes 
that there exists a finite time between the propellants entering the combustion 
chamber, and the reaction to release their chemical energy. Since combustion of 
a droplet does not always take place at the same location, but can occur 
throughout the entire combustion chamber, in reality the lag is not constant. In 
[18] a straightforward derivation, based on this (n-τ)-model, is given for the rate of 

growth of a fluctuation, depending on the coupling mechanism. Culick [32] argues 
that because no physical processes are considered in the formulation of the (n-τ)-
model, even though it was successfully used in correlating data from extensive 
test programs in the 1960s, as for example shown in [59], the sensitive time lag 
concept must be used with caution. The time lag model is quickly losing relev-
ance as time passes, especially in the last few years due to the strong increase in 
computing power for sophisticated simulations or technological advancements 
that for example allow optical access into combustors. With these new develop-
ments available, it is now possible to directly analyze whether there is a coupling 
through pressure or velocity, or even both, by correlating pressure signals and 
flame intensity (assumed to be proportional to heat release), see Chapter 7. 

2.5.3 Response factor 

The Rayleigh criterion is not the only factor playing a role in quantifying how 
strongly an acoustic oscillation is amplified by the fluctuating heat release. The 
amount of damping is an important factor as well. Damping depends not only on 
geometry, but also on the type of propellants and any other characteristics that 
cause turbulence or control when and where energy is released. Different geome-
try causes different turbulence characteristics and it therefore plays an impor-
tant role in where and how much energy is dissipated. The type of propellants 
determines how fast the individual combustion chamber processes take place, 
which in turn controls where heat is predominantly released and therefore has a 
decisive role in whether coupling can occur or not.  In order to include the effects 
of damping, and create a number to compare different cases of combustion in-
stabilities, the Rayleigh criterion is normalized by what can be seen as the vo-
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lume integral of the energy of the pressure oscillation during one acoustic period. 
This so-called Response Factor was first defined by Heidmann and Wieber [66] 

under the assumption that heat release fluctuations were related to the pressure 
fluctuations. They initially defined it as the amplitude ratio of vaporization rate 
and acoustic pressure oscillation taking into account the phase relation between 
the two quantities [67]. Later, the response factor was presented in the more gen-
eral form based on the Rayleigh criterion [66], and is given in equation (2-50). 
 

 
In this equation, the primes denote the normalized dynamic pressure and dy-
namic heat release as defined in (2-51), where the barred quantities denote an 
average (the chamber pressure is used as the average pressure). 
 

 
Assuming that the pressure and heat release fluctuations harmonically depend 
on time, they can be described by (2-52) and (2-53), where   is the phase shift 
between heat release and pressure fluctuations. 
 

 

 
Substituting (2-52) and (2-53) into the relation for the response factor (2-50), and 
applying trigonometric identities, yields 
 

 
To find the response factor, knowledge about the heat release is necessary. When 
looking at a kinetic system of reactions for combusting LOx and CH4, for example 
by Hughes [69] (see Appendix A), one finds several reactions producing OH-
radicals. These are among the most reactive combustion products available due 
to a free electron. Freshly formed OH is in an energetically elevated state (OH*), 
having a very short lifetime. The OH* returns to the electronic ground state by 
emitting light at a specific wavelength (around 308 nm). This wavelength is too 
far into the ultra violet part of the spectrum for the human eye to observe, but 
with a UV-filter mounted on a high speed camera (Photron Ultima APX I2, [109]), it 
is possible to detect this spontaneous chemiluminescence of the OH-radicals. It 

can be detected where at least part of the chemical reaction takes place, hence, 
where the propellants release their chemical energy in the form of heat. It is as-
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sumed that the intensity of the emitted light is a measure for how much energy is 
released. So, instead of the heat release directly, the intensity of the chemilumi-
nescence is analyzed. The intensity signal is a fluctuation around a mean, but 
analogue to equation (2-53) only the fluctuation is of interest. So, after normaliz-
ing the intensity fluctuation with the mean intensity one finds 
 

 

Where    
    

  
 

 
Taking    as a measure for the heat release    , the response factor becomes 

 

 
In (2-56) the subscript p was introduced to denote that this response factor is 
calculated under the assumption of a pressure driven coupling mechanism. The 
phase was given the subscript p as well to clarify that it denotes the phase be-
tween heat release and acoustic pressure, see also [143]. An analogous derivation 
can be done for a velocity related response factor. The velocity fluctuations are 
defined as the velocity perturbation (mean flow velocity is equal to zero), asso-
ciated with the pressure gradient (2-36), normalized with the average speed of 
sound. 
 

 
The velocity related response factor [142], [143] is given in (2-58), where the sub-
script v denotes that the response factor is velocity related. 
 

 
The velocity related response factor has added value with respect to the pressure 
related response factor because the spatial structure of the velocity field is signif-
icantly different compared to that of the pressure field. With (2-56) the pressure 
related response factor can be determined by simultaneously measuring the fluc-
tuations of pressure and intensity. At the same time, with (2-58), the velocity 
related response factor can be determined by deriving the velocity fluctuations 
from the pressure measurements. 
Intuitively one would claim that when the pressure response factor is high while 

the velocity response factor is low, the coupling mechanism is pressure driven 
and when the velocity response factor is high while the pressure response factor 
is low, the coupling mechanism is velocity driven. The experimental results in 
Chapter 7 will show that matters are not as simple and straightforward as that. 
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2.6 Damping 

As was mentioned before, the coupling mechanism must transfer more energy 
into the acoustic field as is lost through natural damping for the Rayleigh crite-
rion to hold, and, hence, make a combustion instability possible. In that respect, 
quantifying of the combustion chamber‟s damping characteristics in relation to 
for example operating and/or injector conditions might yield important results. 
To do so, a damped harmonic oscillator is considered and the reasonable as-
sumption is made that the natural dissipation of energy is linear. The equation of 
motion for the acoustic pressure can be found in any acoustics or vibration text-
book such as [128] and is given in (2-59) 
 

 
In this equation τ denotes the characteristic time of natural decay and ωn is the 
resonance (natural) frequency of the undamped system. The solution to this equ-
ation, the chamber‟s response to an impulse is given by (2-60). 
 

 
Now, under the assumption that the time derivative of the pressure is zero (fast 
transients have already decayed, hence        ) and a constant of integration 
is equal to   Γ, the Fourier transform of the impulse response yields the following 
response in the frequency spectrum. 
 

   

 
The spectral power is given by 
 

 
with R* the complex conjugate of R. 
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If  Γ     (the decay time is much larger than one acoustic period at resonance 

frequency), then S simplifies to 
 

 
The two terms in brackets are two Lorentzian curves. Because negative frequen-
cies are physically impossible, for   near   , the first term will be the largest 
contribution, so S reduces to 
 

 
The width of a Lorentzian curve at half its maximum is by definition equal to 
 Γ   τ . The acoustic energy density of the oscillation in dependence on time is 

proportional to the acoustic pressure squared 
 

 
The energy density rate of change is then given by 
 

 
Figure 2.11 and Figure 2.12 illustrate how a damped acoustic oscillation is re-
lated to a Lorentz profile. 
 

 
Figure 2.11: Temporal development damped acoustic oscillation (left: pressure, right: energy) 

 
This derivation shows the importance of determining the energy of an acoustic 
oscillation, rather than its amplitude, to learn about the damping. In Figure 2.13 
several normalized Lorentz profiles are shown (where x is used for the frequency). 
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Figure 2.12: Lorentzian line profile 

 

 
Figure 2.13: Normalized Lorentz profile 

 
They are normalized such that their integral, or the area A underneath the curve, 
is equal to     Γ   . H is the height of the curve. The normalized Lorentz pro-
file is described by (   is the center frequency) 
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If (2-68) is multiplied by 
   

 
  , the relation describing a Lorentz profile becomes 

 

 
In (2-69) one recognizes the same form for a Lorentzian curve as in (2-65), and 
where in (2-65) the square of the acoustic pressure,   , shows up, there is the 

scaling factor H/A in (2-69). The energy of the oscillation (  
 ) can easily be calcu-

lated from the pressure measurements. Even though the pressure signal is dis-
crete, it allows for a relatively straightforward fitting procedure (see section 4.1.2) 
to find the Lorentz profile. Knowing the characteristics of the Lorentz profile, one 
knows the full width at half maximum (FWHM), hence the damping. 

2.7 Cold flow acoustics in the CRC 

2.7.1 Frequency spectrum 

At the DLR-institute multiple series of cold acoustics tests in ambient conditions 
have been executed and reported by Farago [44]. The results are also used for 
calibration and verification whether the numerical eigenvalue calculations are 
accurate. In Figure 2.14, the frequency spectrum of the CRC during a cold acous-
tics test is shown. The calculated eigenfrequencies of the CRC were presented in 
Table 2.2, and are briefly summarized in Table 2.3. Comparing the calculated 
(Table 2.3) and measured (Figure 2.14) frequencies, one must conclude the 
agreement is excellent. 
 
Table 2.3: Summary eigenfrequencies of the CRC under „cold‟ conditions 

Eigenmode          

1T 1.841 996 

2T 3.054 1653 

1R 3.832 2074 

3T 4.201 2278 

1L - 4250 

2.7.2 Effect of the resonator 

Adding a resonator, or cavity, to the CRC destroys the cylindrical symmetry. Fa-
rago [44] reports that, if properly tuned, the secondary nozzle functions as a quar-
ter wave resonator or an effective damping device for the respective eigenmode to 
which it is tuned. But without tuning the resonator still causes the double valued 
eigenmodes to be split up in two independent modes. One with lower frequency 
(how much lower depends on resonator geometry and is discussed in more detail 
in Appendix D.2) than the original mode, and the second with a frequency that is 

virtually unchanged. 
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Figure 2.14: Frequency spectrum of the CRC under „cold‟ conditions [44] 

 

 
Figure 2.15: Frequency spectrum of the CRC with resonator under „cold‟ conditions [44] 

 
When examining the frequency spectrum of the CRC with a resonator tuned to 
the first tangential mode (Figure 2.15), surely two peaks show up, one at lower 
and one at slightly higher frequency than the eigenmode of the CRC without cavi-
ty (compare Figure 2.14). This is because also the second tangential mode was a 
double valued eigenmode, which, due to the resonator, is also split up in two 
independent modes. This frequency of the 2Tσ mode is so much lower that it 

1Tσ   2Tσ 
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approaches the unchanged 1Tπ mode. The 1Tπ mode itself cannot be seen in the 
spectrum because in the cold experiment, the loudspeaker was mounted 180 
degrees relative to the cavity, placing it in an anti-node, unable to excite the 1Tπ 
mode. 

2.7.3 Ramp excitation 

To excite combustion, a siren wheel is applied to modulate the flame by opening 
and closing the secondary nozzle at a set frequency (see section 3.1.3). A similar 
configuration was used to quantify the effect of the ramp steepness of the excita-
tion in cold flow conditions. In cold flow tests with either nitrogen or helium, the 
pressurized CRC with secondary nozzle was excited with a linearly increasing 
frequency [82]. A steep ramp implies a shorter excitation time at a specific fre-
quency, hence less energy input per frequency interval. The duration of excitation 
    is calculated as the division of an assumed line width of the 1T-mode,    , of 
100 Hz, and siren wheel‟s acceleration     (ramp speed). 

 

 
A ramp speed of 200 Hz/s for example yields an excitation duration of 500 ms. 
The amplitude of the pressure fluctuation caused by the excitation is plotted 
against the ramp speed in Figure 2.16. It shows that when a frequency interval 
experiences longer duration excitation (shallow ramp), it yields higher amplitude 
pressure fluctuations. 
 

 
Figure 2.16: Effect of excitation ramp on pressure fluctuation amplitude [82] 
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2.8 Operating parameters 

There is a large number of parameters that play a role in liquid propellant rocket 
engine research. This section briefly introduces the most important parameters 
describing the operating conditions and the context in which they are generally 
used. 

2.8.1 Control parameters 

To define operating points in the test program (see section 3.3), three control 
parameters, chamber pressure, mass flow rate and mixture ratio, are used. 
 
The chamber pressure,     , is directly measured in the combustion chamber 

and compared to the predicted pressure to verify whether the operating pressure 
was met. The pressure is uniquely defined when the mass flow rate (   in grams 
per second) of both propellants and the nozzle throat area is known, and the 
theoretical value can be compared with the measurement. The mass flow rate is 
also directly measured in the test facility and is used to calculate the theoretical 
(predicted) chamber pressure. When both mass flow rates for fuel and oxidizer 
are known, the exact mixture ratio can be calculated which is defined as 
 

 

 
Figure 2.17: Adiabatic flame temperature T[K] as a function of ROF and pc 
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The mixture ratio is an important control parameter to define and compare oper-
ating conditions as well, because it says something about how much fuel is in-
jected in relation to the amount of fuel necessary to completely use all injected 
oxygen, which in turn strongly influences the adiabatic flame temperature and 
homogeneity of the propellant distribution in the chamber. The relation between 
mixture ratio, combustion chamber pressure and adiabatic flame temperature is 
illustrated in Figure 2.17. 

2.8.2 Injection parameters 

Besides the operating parameters, the injector parameters play an important role 
in liquid propellant rocket engines as well. They are used to compare different 
injector geometries and the corresponding spray properties. 

Injection velocity ratio 
The mass flow rates are used, through the continuity equation, to calculate the 
injection velocity (2-72), which in turn, when calculated for both oxidizer and 
fuel, is inserted in the relation for the (injection-) velocity ratio. The velocity ratio 
is usually used to compare injectors. 
 

 
With   the density of the fluid and A the respective injector exit area. 
 

 

Weber number 
Since many processes take place in the combustion chamber, many dimension-
less quantities have been defined for comparison between injectors and combus-
tion chambers. Experience has shown [18], [37], [158] that the Weber number can 

be correlated to acoustic fluctuations in the combustion chamber. The Weber 
number (2-74) for co-axial injectors describes the ratio of shear forces due to the 
gaseous annular jet flowing past the liquid core and the surface tension of the 
liquid jet. Droplet size strongly correlates negatively with the Weber number [72], 
so large Weber numbers cause small droplets. 
 

 
Where     is the diameter of the LOx-post at injector exit, and   is the surface 

tension of LOx. 
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Momentum flux ratio 
Another parameter involved in atomization of liquid jets is the momentum flux 
ratio (2-75). This ratio is determined by dividing the momentum flux of the fuel 
jet over momentum flux of the oxidizer jet. This dimensionless quantity is quite 
often associated with jet core length [84], [85], or with how fast the jet is broken 
into ligaments (primary breakup). 
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3 Approach 

Generally, in the past, extensive experimental work has been done providing 
many solutions for the rocket engine under investigation at the time. These solu-
tions, as they were found for a single engine, cannot be applied directly to other 
engines because all these types of patch solutions depend on injector and com-
bustion chamber geometry, propellant combination and operating and injection 
conditions. So, every new engine is required to undergo such an extensive expe-
rimental research process to qualify it for actual flight. 
Due to the lack of representative data, modeling high frequency combustion in-
stabilities is difficult. The engines that experienced instabilities and provided the 
data that is available usually have no possibility for optical access due to the 
cooling channels in the wall. In addition, they have a large number of injectors 
which makes analysis of the interaction between injector and acoustics even 
more difficult. But most importantly, those engines are not equipped with enough 
sensory equipment to resolve any process in the combustion chamber well 
enough for validating models and simulations. 
These observations explain why a different approach is taken at the combustion 
instabilities department at DLR. A test facility specifically designed to investigate 
combustion instabilities should provide the empirical numbers that any modeling 
of today needs, as well as produce qualified datasets with good instrumentation 
and diagnostics to validate computational models. With the combustion chamber 
described in section 3.1.2 many parameters can be varied to form correlations 
between the variables describing instabilities characteristics. 
Considering that at this facility the propellant combination hydrogen and liquid 
oxygen has been under investigation for a while (see for example [80], [81], [82]) 

and the research cooperation REST foresaw methane as a fuel from the beginning 
of the program [21], the propellant combination gaseous methane and liquid oxy-
gen were used for this work. 

3.1 Experimental Set-up 

3.1.1 Test facility 

To allow for high frequency combustion instabilities research, a dedicated test 
facility was built at DLR Lampoldshausen. Today, this test bed makes it possible 
to provide a research combustion chamber with several different sets of propel-
lants at a large range of operational parameters. The test bench can run with 
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different fuels, such as hydrogen (H2), cryogenically cooled if necessary, methane 
(CH4) and even ethanol (C2H5O). As the oxidizer, oxygen is usually applied in 
liquid form. It is liquefied by keeping the oxygen container in a reservoir with 
liquid nitrogen (at 77K). Inert gases such as helium and nitrogen are used for 
pressurizing the propellants or purging the feed lines before and between tests. 
Figure 3.1 shows the test bench before cool down. The left hand side of Figure 
3.1 shows the combustion chamber and excitation system and all the necessary 
equipment for executing tests successfully. 
 

 
Figure 3.1: Test facility for HF-instabilities research, supply system (right) and CRC (left) 

 

 
Figure 3.2: Test facility for HF-instabilities research after cool down 
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On the right hand side, one can see the nitrogen reservoir and supply system. As 
part of preparation for a test series, this reservoir is filled with liquid nitrogen to 
a height such that the oxygen container is completely surrounded by nitrogen. 
The temperature of the container will drop to 77K and the oxygen starts to con-
densate. Figure 3.2 shows the test facility after cool down. After half an hour the 
oxygen tank is definitely filled with liquid oxygen, and the oxygen gas feed line is 
closed. Now helium is applied to pressurize the liquid oxygen and when the fuel 
valves are open, the bench is „hot‟ and ready to go. A simplified flow-diagram of 
the test facility is shown in Figure 3.3. 
 

 
Figure 3.3: Simplified flow-diagram of CRC test facility 

3.1.2 Combustion chamber 

To conduct the experiments, the combustion chamber must have a specific geo-
metry. This geometry should allow investigation of the transversal eigenmodes 
only. Therefore, the length of the cylindrical combustion chamber must be much 
shorter than the radius to shift the longitudinal eigenmodes to high frequencies 
clearly different from the frequencies at which the transversal modes are ex-
pected. The Common Research Chamber (CRC) was conceptualized, see Figure 
3.4, with an internal radius of 200 mm. The CRC has a radius about five times 
larger than its length (42 mm), thus there will be no interference between the first 
transversal modes and any longitudinal modes. A typical main engine (Vulcain2) 
has a diameter of 450 mm and a length of 700 mm. A typical upper stage engine 
(AESTUS) has a diameter of 220 mm and a length of 400 mm. So, the transversal 
modes in the CRC are typical for upper stage engines. 
Keeping an as high as possible degree of flexibility, at 16 evenly distributed posi-
tions along the wall, the CRC can be equipped with interchangeable modules. 
These modules can not only hold the injector (fixed at position 1), igniter and 
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secondary nozzle, but also all kinds of sensory equipment, where sensors for 
pressure and temperature are the most essential ones. 
Also, the CRC allows for optical access through small and large windows. The 
position of two small windows (diameter is 60 mm) can chosen at several posi-
tions (see for example the small circles in the front view of the CRC (left image) in 
Figure 3.4). The large window provides a view of the entire combustion chamber 
(diameter is 200 mm). The material is a special type of quartz glass that can 
withstand the typical high pressure and temperature that occur during operation 
of the CRC for a large number of tests, typically a few hundred. 
 

 
Figure 3.4: Schematic of the combustion chamber (CRC) 

3.1.3 Essential modules 

Injector module 
The co-axial injector is a crucial part of the experiment. Through this element, 
liquid oxygen (LOx) and gaseous methane (CH4) are injected into the combustion 
chamber. To investigate the influence of injector conditions on stability, several 
injector geometries, such as recessed and/or tapered LOx-posts (see Figure 1.4), 
have been applied. Also, in both propellant lines of the injector module dynamic 
pressure sensors are located. 
In the first two test campaigns (see section 3.3), a tapered shear coaxial injector 
was used. In a shear coaxial injector, the liquid jet is broken up by the much 
faster flowing gas jet. Due to the relative velocity, the gas tears off ligaments of 
liquid. This principle is illustrated in Figure 3.5. From experience [18], [37] was 
known that higher pressure amplitudes could be achieved at higher Weber num-
bers (defined in section 2.8.2), which can be reached with high relative velocity of 
the gas stream with respect to the liquid jet. So, in order to increase the range of 
Weber numbers  in the test campaigns it was decided to use a tapered LOx-post. 
The operating range of this injector in the CRC then played an important role in 
designing the test program (see section 3.3). 
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Figure 3.5: Principle of breakup of the liquid jet in shear coaxial injector [91] 

Sensor module 
These modules allow the measurement of pressure or temperature at any of the 
free positions along the combustion chamber wall 

Secondary nozzle 
This second nozzle is very important in the combustion instabilities investiga-

tions and is mounted in radial direction onto the combustion chamber, at one of 
the free positions. In Figure 3.1 it is mounted to position 12. With a siren wheel 
the secondary nozzle exit can be opened and closed continuously. This generates 
pressure waves with a pre-set frequency that couple with the combustion cham-
ber‟s acoustic field. Three secondary nozzles are available. Each of the secondary 
nozzles matches one of the three main nozzles in a sense that the throat area 
ratio of secondary to main nozzle is 10%. 

External excitation system, siren wheel 
The siren wheel [28], [29] is a steel disk with 60 teeth, see Figure 3.6, which, 

through rotation, closes the secondary nozzle at well defined time intervals. As 
previously mentioned, acoustic waves are generated by opening and closing the 
secondary nozzle periodically with the siren wheel. So, when a higher than am-
bient pressure is maintained in the combustion chamber and during the siren 
wheel‟s rotation one of the teeth blocks the secondary nozzle exit to prevent the 
gas from escaping, the pressure will build up in the combustion chamber. And 
when, by further rotation of the disk, the secondary nozzle opens again, the gas 
is released, and the pressure falls. 
The siren wheel is driven by an electromotor whose rpm can be freely chosen up 
to 6000, which corresponds to 100 rounds per second. Given the 60 teeth on the 
wheel, that yields a frequency range of up to 6000 Hz for the external excitation. 
This is more than sufficient to excite the modes of interest directly. 
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When the rpm is modified, for example linearly increased, during a test, it is 
possible to find the spectrum of the combustion chamber‟s response to the exter-
nal excitation and it also allows for exactly locating the eigenfrequencies. 
 

 
Figure 3.6: Excitation system and siren wheel (left), mounted exciter wheel (right) 

3.2 Data acquisition 

3.2.1 Static sensors 

All static sensors have data acquisition rates of 1000 Hz (Lucas Shaevitz sensors 
[3]) for pressure and thermocouples (Type K and N) from TC Ltd [150] for tempera-

ture). This allows for a good temporal resolution of the effects up to millisecond 
timescale. These static sensors are essential for tracking the control parameters 
during a test. Operating parameters such as mass flow rate and chamber pres-
sure are also tracked with static sensors to verify whether the targeted operating 
conditions were actually met. The measured signals are consequently used to 
calculate other operating conditions such as Weber number We and momentum 
flux ratio J. The mass flow rate is measured with a Coriolis sensor [43]. This sen-
sor has a specifically designed shape to force the fluid to flow through bends 
within the sensor housing and generate out of plane accelerations. The deviations 
caused by these accelerations are calibrated to the mass flow rate of the fluid. 
Relevant hot gas and propellant properties needed for those calculations are de-
termined with the CEA combustion code from NASA [54] and the thermo-physical 

properties from Younglove [161], [162] respectively. 
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3.2.2 Dynamic sensors 

To capture the dynamic fluctuations of the chamber pressure, Kistler dynamic 
pressure transducers with matching charge amplifiers are applied [78], [79]. These 
sensors are capable of acquisition rates up to 100 kHz. A signal recorded with a 
higher acquisition rate obviously has more information, hence is more accurate. 
On the other hand, the datasets tend to become very large, and a balance had to 
be found between ease to handle the data, the information contained and the 
information required. A few considerations were taken into account. The first few 
eigenmodes should be visible in the data, the Nyquist limit had to be respected, 
and to perform a fast fourier transform (FFT), the sampling rate should be a pow-
er of 2, or close to it. The first few eigenmodes have a frequency in the order of 
magnitude of 5 kHz. Hence, an acquisition rate of 32 kHz (2n = 32768, for n = 15) 
was chosen for the first test series. After analyzing this test series, it was decided 
to increase the acquisition rate to 65 kHz (2n = 65536, for n = 16) for the second 
test campaign with external excitation, because the computation time was very 
low and the (filtered) discrete signal more closely agreed with a sinusoidal conti-
nuous signal. 

3.2.3 Optical diagnostics 

Optical access of the combustion chamber allows for measuring spray and flame 
characteristics during combustion. The high speed digital cameras used for opti-
cal diagnostics of the spray and OH-intensity can only be set to certain frequen-
cies in combination with specific image resolutions. So, here it is important to 
consider whether spatial resolution is more important or that the focus should lie 
more on temporal resolution. After experience taught that the high speed record-
ings for experiments without external excitation do not show any clear signal, it 
was decided to decrease the acquisition rate to allow for a higher spatial resolu-
tion. For the second campaign, on the other hand, the temporal resolution was 
more important. 

Spray 
To collect spray images, two small windows on opposing sides of the combustion 
chamber suffice to carry out a backlighting procedure. Due to the high density of 
the liquid spray, the light coming from a strong lamp on one side of the chamber 
is redirected creating a shadow, which is captured by the camera on the other 
side. For the spray images a Photron Ultima 1024 PCI [111] was used, at a rate of 
12500 frames per second and a resolution of 256x256 pixels per image. 

OH-intensity 
For combustion instabilities research it is interesting to know where the chemical 
reaction takes place, which is where the heat is released into the system. During 
combustion of oxygen and methane, several chemical reactions take place, see 
Appendix A for a chemical mechanism for the oxidation of CH4. Several of these 
reactions create the very reactive OH-radicals and this predominantly occurs in 
the flame front. In this reaction zone most heat is released. OH-radicals tend to 
react fairly quickly, even though at such high temperatures as in the combustion 
chamber (~3500K) the equilibrium concentration of OH is significant and recom-
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bination might be slowed. When OH-radicals are formed they appear in an ener-
getically excited state which decays by emission of light. This effect of light emis-
sion due to a chemical reaction is called chemiluminescence. The light emitted by 
OH-radicals has a wavelength of around 307 nm. 
By placing an interference filter for this wavelength and a UV-objective on the 
intensified high speed camera, only the chemiluminescence of the OH-radicals is 
recorded. The camera used was a Photron APX I2 [109], [110]. When the temporal 

resolution was important, a rate of 12500 frames per second and a resolution of 
256x256 pixels per image were used. When the focus was on spatial rather than 
temporal resolution, a rate of 6000 frames/s and a resolution of 512x512 pixels 
per image were used. All high speed images are stored as grey value images of 16 
bit, so every pixel has a value between 0 … 216-1 (= 0 … 65535), where 0 and 
65535 represent the colors black and white respectively. The set-up of the high 
speed cameras around the combustion chamber is illustrated in Figure 3.7. 
 

 
Figure 3.7: Optical diagnostics set-up 

3.3 Test program 

The setup of the test program shows the general approach that was applied for 
the thesis. The operating conditions and control parameters are the varied and 
the range of values explored to defines the test program. The reasoning behind 
the test program and the goals of the specific test campaigns are discussed in 
detail in the following sections. 

3.3.1 First test campaign, without external excitation 

Combustion is the engineer‟s expression for the collection of a number of 
processes taking place in the combustion chamber, such as atomization, vapori-
zation, mixing and the chemical reaction between the CH4 and O2. When this 
project started, it was unknown which of these various processes were, and if so, 
to what extent, responsible for the phenomenon of high frequency combustion 
instabilities. So, when this specific project with CH4/LOx as propellant combina-
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tion started, the most important principle for designing the approach was to run 
the experiments such that a foundation of basic understanding and a broad ref-
erence frame was developed first, before looking at other (external) influences. 
The main goal of the first test campaign was to extensively investigate the com-
bustion chamber and its behavior to develop a basic understanding of the 
processes in the combustion chamber and maybe find correlations between for 
example injector conditions and energy contained in an eigenmode. The test ma-
trix for the first test campaign is shown in Table 3.1, and a more intuitive repre-
sentation of the control parameters is given in Table 3.2. 
 
Table 3.1: Test matrix of the first two test campaigns with LOx/CH4 (values in italics are 

omitted in 2nd campaign) 

Variable Value / Range 

Chamber pressure, pC [bar] 2 – 10 

Mixture Ratio, ROF, (Equivalence Ratio) 2.3, 3.4, 4.0 (0.6, 0.85, 1.0) 

Total mass flow rate,    [g/s] 4.4, 7.4, 9.0, 15.0, 18.7 

Main nozzle throat diameter, Dt [mm] 5.0, 7.2, 10.2 

Velocity Ratio, RV [-] 20 – 125 

Momentum Flux Ratio, J [-] 2 – 25 

Weber number, We [-] 400 – 12000 

 
Table 3.2: Test matrix of control parameters of the 1st test campaign with LOx/CH4 

  Throat diameter main nozzle 

  5 mm 7.2 mm 10.2 mm 

 

ROF 2.3 3.4 4.0 2.3 3.4 4.0 2.3 3.4 4.0 
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4.4 pc=4.4 4.1 4.0       

7.4 7.4 7.0 6.8 3.6 3.4 3.3    

9.0 9.0 8.5 8.3 4.4 4.1 4.0 2.1 2.0 1.9 

15.0    7.3 7.0 6.8 3.6 3.4 3.3 

18.7    9.0 8.5 8.3 4.4 4.1 4.0 

 
In this campaign the three driving variables of rocket engine combustion cham-
ber operation, the chamber pressure, the total mass flow and the mixture ratio, 
are varied throughout the entire operational domain of the CRC to allow for an as 
large as possible spread of conditions at which the CRC is investigated. Globally, 
the chamber pressure is varied by keeping all other variables constant and vary-
ing the main nozzle diameter. The matrix has three main columns which distin-

guish these main nozzle diameters. Where, obviously, for a single main nozzle, 
the chamber pressure is varied by varying the mass flow rate. The rows signify 
different mass flows, which were selected again based on the maximizing the 
operational spread of operational parameters, in this case the chamber pressure. 
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The three columns that show up for every main nozzle belong to the mixture 
ratios at which the tests are executed. The mixture ratios are chosen based on 
significant points in the combustion chamber characteristic. The first mixture 
ratio maximizes the characteristic velocity, which is a representation of chamber 
performance. The second maximizes the temperature of the combustion gas. The 
third is the stoichiometric mixture ratio, at which methane and oxygen are com-
pletely converted to combustion products. The actual points were defined by ask-
ing the question, „What mass flow yields the maximum pressure allowed by the 
design limits of the CRC (9 bar relative pressure) assuming the smallest nozzle?‟ 
This provided the starting point of 9 g/s mass flow, at a mixture ratio of 2.3 and 
a chamber pressure of 9 bar. Consequently, keeping the mass flow constant, all 
other operational points in the third row were defined. To find the effect of mass 
flow variation, two mass flows were defined which yielded the same chamber 
pressure but with different nozzle diameters. This defined the first row, at 4.4 g/s 

and the fifth row at 18.7 g/s. The second and fourth rows (of constant mass flow) 
were selected to achieve better statistics. Note that these two rows in themselves 
also cover the variation of chamber pressure and mass flow. As a visual aid, in 
Table 3.2 settings with identical chamber pressures are given the same color. The 
mentioned range in mass flow and chamber pressure, combined with the three 
main nozzles yield a large range for the parameters describing injection condi-
tions, Weber number and momentum flux ratio, which is also listed in Table 3.1. 
Experience from the past [37] teaches that the frequency spectrum of the dynamic 
pressure shows the eigenmodes when combustion is not externally excited. The 
high speed recordings of the OH-intensity of the flame without external excita-
tion, on the other hand, do not. So, to further define combustion in the CRC, the 
focus of the high speed imaging was on spatial resolution to characterize flame 
and spray phenomenology without external excitation, rather than temporal reso-
lution which would only allow searching the intensity signal for eigenmodes that 
the signal did not have without insight in local phenomena. 

3.3.2 Second test campaign, with external excitation 

After the first campaign characterized the combustion chamber, and determined 
the influences of the three variables investigated, the next step would be to apply 

external excitation. The main goal of this second campaign is to develop an un-
derstanding of the effect of external excitation on the combustion chamber 
processes. External excitation of combustion takes place through a secondary 
nozzle mounted to the CRC in radial direction, see section 3.1.3. Four positions 
for the secondary nozzle were selected, see Figure 3.8. 
Position 5 and 13 have an angle of 90° and 270° with respect to the injector 
which should basically have the same effect but are included both to see if there 
are other effects in play. These positions force the nodal line, in case of the first 
tangential (1T) mode, to be roughly in the same plane as the LOx-jet, which is 
shown in Figure 3.9. This allows for an investigation towards a possible effect of 
high velocity fluctuations in the combustion area due to the acoustic field. Posi-
tion 9 is directly opposite from the injector and forces a pressure anti node to be 
directly in front of the injector which allows for determining if the local high pres-
sure fluctuations have an influence on combustion. Position 11 puts a combina-
tion of medium pressure and velocity fluctuations in the combustion zone and 
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allows for a more thorough comparison between excitation at 90° or 180° with 
respect to the injector. To keep the relative effect of the external excitation equal 
for all three main nozzles, the area ratio of the secondary nozzle exit to the main 
nozzle exit was taken constant at 10%. In that way the secondary gas volume 
flowing through the secondary nozzle with respect to the main volume is always 
constant. 

 
Figure 3.8: Angular positions of the secondary nozzle 

 
Considering that downloading the high speed recordings takes two hours for 4 
seconds of images, and therefore a possible reduction of the number of experi-
ments would be welcome, the general effects of the three operating variables on 
the amplitude of the pressure fluctuations are known (this was the main focus of 
the first campaign), it is not necessary to repeat all operating points of the first 
campaign here with external excitation. The operating points omitted in the 
second campaign are written in italics in Table 3.1. In Table 3.3, the executed 
operating points executed in the second campaign are shown. So, comparing to 
the test matrix of the first campaign in Table 3.2, the intermediate mixture ratio, 
and two intermediate mass flow rates were skipped. Considering that the focus of 
the second campaign is on the effects of external excitation, surely the selected 
points still allow for determining the effects of these driving variables, but with 
less effort. The effect of excitation, especially the position of the secondary nozzle, 
is investigated by executing every operating condition in Table 3.3 once for each 
of the four angular positions defined in Figure 3.8. 
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Figure 3.9: First tangential mode in CRC with SN at position 13 

 
The focus of the optical diagnostics shifted from spatial resolution to temporal 
resolution (see section 3.2.3 on optical diagnostics) because now it is necessary 
to resolve the first eigenmode to see whether the flame (and spray) responds to 
the external excitation at all and, if so, whether pressure or velocity fluctuations 
have an influence on the flame‟s intensity. 
 
Table 3.3: Test matrix of control parameters of the 2nd test campaign with LOx/CH4 

  Throat diameter main nozzle 

  5 mm 7.2 mm 10.2 mm 

 

ROF 2.3 3.4 4.0 2.3 3.4 4.0 2.3 3.4 4.0 
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4.4 pc=4.4  4.0       

7.4          

9.0 9.0  8.3 4.4  4.0 2.1  1.9 

15.0          

18.7    9.0  8.3 4.4  4.0 
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4 Data Reduction 

and Error 

Management 

4.1 Data Reduction 

This chapter briefly discusses the procedures carried out after data acquisition. 
Generally, the raw data is first prepared for processing. This pre-processing con-
sists of reading and sorting data such that the main analysis can be done syste-
matically and automatically, without further user interaction. The main analysis 
routines do all the calculations necessary for analysis and prepare the results for 
post-processing. Post-processing is done manually, and consists of either directly 
interpreting the results, or cross-correlating different results. In any case, post-
processing yields the conclusions with respect to the results and experiment. 

4.1.1 Operating parameters 

The data sets containing the operating parameters (see section 2.8), such as stat-
ic pressure and temperature, do not undergo excessive pre-processing. A time 
interval is defined such that therein only „stationary‟ combustion takes place, so 
ignition and the transient start-up phase are excluded from the analysis. The 
calculations mainly consist of determining all operating conditions, such as pres-
sure drops over valves and injector, chamber pressure, and all variables describ-
ing injector conditions (all described in section 2.8.2), such as Weber number, 
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We, momentum flux ratio, J, and velocity ratio, RV. The measured values of 
quantities determining operating conditions show very small fluctuations due to 
combustion noise. Therefore, all quantities are averaged over the time interval 
wherein combustion is considered stationary, and are then used in post-
processing for correlating results. Usually, here, the transient start-up phase is 
assumed to be completed 3 seconds after ignition. So, to be safe, the stationary 
time interval is defined between 4 and 10 seconds, after which the test is termi-
nated. An example of operating parameters is given in Figure 4.1. Shown is the 
chamber pressure, mass flow, and injector pressure. The time interval used to 
calculate the averages for this specific case was between 4 and 10 seconds. 
 

 
Figure 4.1: Traces of operating parameters 
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4.1.2 Dynamic pressure 

As opposed to the operating parameters, the raw dynamic pressure signals need 
to undergo a number of operations before any relevant information can be ex-
tracted. The raw signal contains all possible acoustic eigenmodes which, by su-
perposition, contribute to the combustion noise. Before the data set is reduced 
further beyond the aforementioned time interval, a sort of average pressure fluc-
tuation is calculated over this time interval by means of the root mean squared 
(see equation (4-1)) of the dynamic pressure.  
 

 

Subsequently, the signal is Fourier transformed to identify the individual eigen-
modes. Experience [59] teaches that the first tangential (1T-) mode is the most 
dangerous, thus, after the Fourier transformation, the signal is band pass filtered 
around the found 1T-frequency. 

Filtering 
Filtering usually generates a phase shift between the raw signal and the filtered 
signal that is not constant and depends on frequency. Due to the different types 
of analyses carried out on the dynamic pressure signal, it is necessary to make a 
distinction here. When the noise of an individual mode is analyzed, for which the 
phase information is basically irrelevant, the filter procedure is a straightforward 
one-way Chebyshev (type 2) [146] filtering. If the signals are used to derive the 
pressure distribution along the wall and the pressure field in the entire combus-
tion chamber for comparison with the intensity field (see Chapter 7), where the 
phase information is an essential aspect of the signal, the filtering then consists 
of a two-way filter. This procedure basically applies a Butterworth band pass 
filter once in forward and once in backward direction to guarantee a zero-phase 
shift with respect to the unfiltered signal. 
 

 
Figure 4.2: Comparison raw (synthetic) signal, one-way filtered and two-way filtered signal 

       
        

   

 
 (4-1) 
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This procedure is elaborated in detail and mathematically proved in [146]. The 

effect of the two-way filtering is illustrated in Figure 4.2, which shows the raw 
signal, the one-way filtered signal and the two-way filtered signal. 

Energy, PSD 
Since the severity of a pressure fluctuation depends on the energy of the fluctua-
tion, rather than its amplitude, it was decided to analyze the energy of the ei-
genmode. A power spectral density analysis can be defined as Fourier transfor-

mation of the auto-correlation function       and determines how the power, or 
energy, is distributed in the frequency spectrum (auto spectral density), see equ-
ation (4-2). More information on PSD or the auto-correlation function can be 
found in digital signal processing literature, like [10], [105], [146]. 
 

 
A maybe more intuitive definition is found when writing the spectral density as 
the product of the Fourier transform       of the discrete signal      and its com-

plex conjugate. This relation is called the Wiener-Khinchin relation [10], wherein T 
is the interval over which the signal is Fourier transformed. 
 

 
Fourier transforming a pressure signal (measured in [bar]) yields the frequency 
spectrum of the pressure signal with the unit [bar/Hz]. When determining the 
PSD according to equation (4-3) by squaring the frequency spectrum and dividing 
through the length of the time interval, one finds for the PSD the unit [bar2/Hz]. 
By integrating the PSD over a frequency interval, centered on the 1T-frequency, 
the „energy‟ of the eigenmode is found with unit [bar2]. The result is used as a 
qualitative indication how for different operating conditions, the energy of the 1T-
mode changes.  

Damping, linewidth 
For the previously discussed analysis on energy contents of the fluctuation (PSD) 
it does not matter whether the signal is „stationary‟ or that the tests are executed 
with external excitation. For the latter case, the signal cannot considered to be 
stationary, making it impossible to use the Fourier transformed signal as source 
of information on the spectral characteristics (PSD). The damping can therefore 
only be analyzed for those tests without external excitation, or at least for time 
intervals where excitation is absent. 
The PSD is then cut around the 1T-frequency, equal to the interval used to calcu-
late the energy, and it is to this distribution that a Lorentz profile (see section 
2.6) is curve fitted by means of a procedure that applies a robust non-linear 
least-squares method with a Levenberg-Marquardt algorithm. The procedure 
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yields all relevant data describing the Lorentz profile, including the line width 
which measures the damping. 

Pressure field 
Every eigenmode has its own pressure distribution. The pressure field in the 
combustion chamber is uniquely defined (assuming a constant speed of sound in 
the combustion chamber) by the wall pressure distribution, which is derived from 
the dynamic pressure sensors, located around the circumference of the combus-
tion chamber. A description of how the pressure field is derived from the wall 
pressure measurements can be found in section 5.3. As previously expressed, the 
phase is in this case an essential piece of information because the relations of the 
signals to each other are what define the pressure field. The signals are therefore 
two-way filtered to guarantee a zero phase-shift. To find the wall pressure distri-
bution, there is distinguished between geometries with or without secondary 
nozzle. It is fair to assume the pressure field resembles that of a standing wave 
for the geometry with secondary nozzle, see section 2.2.2. If the secondary nozzle 
is not present, the CRC is close enough to a perfect cylindrical combustor for 
spinning modes to occur. From the theoretical analysis of the spinning mode 
(section 2.4) it was known that the rotational velocity of the nodal line could be 
so high (Figure 2.9) that the data acquisition rate would be too low to temporally 
resolve the rotation of the pressure field well. After the pressure field is estab-
lished, for both with and without external excitation, it will be compared to the 
flame intensity field with respect to the phase shift between them. For this rea-
son, the pressure signals (as well as the flame intensity signals) are resampled at 

200 kHz or higher (80-84 points per period of oscillation) before determining the 
temporal development of the pressure field. With this kind of resampling, the 
rotating mode very close to a standing mode can be temporally resolved, and the 
maximum error in the phase between pressure and intensity is decreased to 2.5 
degrees. 

Velocity field 
The pressure field is then used as input to determine the acoustic velocity field. 
The gradient of the pressure field is computed and accordingly scaled to find the 
velocity, according to equation (4-4) as derived in section 2.3. 

 

 
Only under the assumption that the dynamic pressure fluctuation is described 
by a harmonic function this relation is valid. In any other case, one would have 
to numerically integrate the pressure to find the velocity. The pressure gradient is 
readily determined and scaled according to equation (4-4). To account for the 
phase shift  , the discrete signal is shifted over the appropriate time interval. The 
number of measurement points depend on the temporal resolution of the signal, 
200 kHz in this case. Typically 80-84 measurements per period, hence 20-21 per 
90 degrees, yielding an error less than 2.5 degrees. If the pressure were to be 
integrated numerically, obviously the phase shift would occur automatically. 

              
 

  
            (4-4) 
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4.1.3 Spray and flame optical diagnostics 

High speed digital cameras are used to investigate spray and flame phenomenol-
ogy. The image sequences generally consist of grayscale images. The images are 
read and processed in accordance to the required analysis. In order to analyze 
the information in the images, binarization is, for both spray and OH-intensity, 
required. When binarizing an image, the foreground that contains the relevant 
information is separated from the background. In order to binarize an image, a 
threshold has to be found which specifies what gray level indicates the boundary 
between foreground and background. The binarizing then consists of segmenting 
the image, or changing the gray image into a black and white image, with the 
threshold as the separator. A good segmentation is essential to accurately interp-
ret the information in the image. There exist a number of types (classes) of thre-
sholding, each having different methods or technique. A extensive discussion on 
thresholding techniques is given by Sezgin [137]. Multiple thresholding techniques 
have been investigated, but unfortunately it proved to not be possible to find one 
method that works well on both types of images. 

Spray 
The analysis of the spray image sequences is fairly straightforward. After binari-
zation, the length of the liquid core (intact core length, ICL) is determined. The 
thresholding technique applied for the spray images is a spatial class method 
called Random Sets [49]. Essentially, this method binarizes the images at every 
gray level and maps the distances of all pixels to the pixels of the opposite color. 
A global average distance is then found over all thresholds, and the threshold 
with an individual average closest to the global average is selected. The method is 
illustrated in Figure 4.3. It shows an original grayscale image and its binarized 
counterpart. 

Flame phenomenology 
The OH-intensity images are analyzed for flame characteristics such as flame 
spreading angle and, if relevant, lift-off distance. To do so, the images have to be 
binarized as well. For the OH-intensity, an entropy class technique based on 
Renyi‟s entropy is used, which was proposed by Sahoo [130]. The entropy class is 

based on information theory, which states that the information carried by an 
image is determined by its entropy. An image‟s entropy is generally described by 
the gray level probability distribution (4-5). 
 

 
In this equation,      is the probability distribution of gray levels and describes 
the relative appearance of every gray level in the image and looks like a norma-
lized histogram. The entropy of the image is defined as the sum of the entropies 
of every gray level, where different authors might derive marginally different equ-
ations. 
 

                

 

   

 (4-5) 
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Figure 4.3: Spatial class “Random Sets” binarization method, raw image (top) and binarized 
image (bottom) 

 

 
Figure 4.4: Entropy class “Renyi‟s entropy method”, raw image (left) and binarized image 
(right) 

 
The method described by Sahoo [130] compares an original image to the binarized 

image and the entropy in this case is a function of the probability distributions of 
both images. The calculated entropy is considered the distance between the two 
images. This method essentially seeks to represent the data as consistently as 
possible for the entire image. By minimizing the entropy, the distance between 
the original and the binarized image is also minimized. The threshold selected is 
the gray level that minimizes the cross entropy. In Figure 4.4, this method is 
illustrated. Figure 4.4 shows both the original and the binarized image. 
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The flame spreading angle is determined by two straight lines capturing the 
flame. In the binarized image, the flame front is assumed to be described by the 
boundary between the black and white areas in Figure 4.4. For every point along 
this boundary, a straight line is defined connecting this point to the beginning of 
the flame (the left-most point of the white area in Figure 4.4). The angle this line 
makes with the horizontal axis, through the beginning of the flame, is then calcu-
lated. This then gives two sets of angles describing the flame front, both above 
and below the horizontal axis (two flame half angles). These sets are then aver-
aged to find the upper and lower half angles which combined make up the flame 
spreading angle.  
 

 
Figure 4.5: Flame angle 

 
Obviously, the calculated flame spreading angle depends on how much of the 
flame is taken into account. In general, the image shows the entire combustion 
chamber and flame, but the flame only over the first 20% of its length qualitative-
ly shows a clear spreading angle. Therefore, the analysis to determine the flame 
spreading angle is done based on this first 20% of its length. This procedure is 
illustrated in Figure 4.5. The blue crosses depict the flame front, the red lines the 
averaged angles for both halves of the flame. 
This way, it is also possible to analyze whether the flame is moving in its entirety 
or that its axis is fixed, and whether the flame‟s behavior is symmetric above and 
below its axis or not. 

OH-intensity 
The investigation of the OH-intensity high speed recordings focuses, of course, on 
the intensity of the flame. More specifically, the variations of the intensity with 
time are the most important because it is assumed to be a measure of how the 
heat release fluctuates, and it is this fluctuation that can be correlated to the 
pressure fluctuations to find the Response Factor (see section 2.5.3). Before any 
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calculation is done, the images are all normalized to correct for camera settings, 
such as electronic gain or camera aperture width. The electronic gain setting, 
electronically amplifies the signal before displaying and storing it. Aperture width 
controls whether more or less photons (OH-emission) hit the photovoltaic plate 
(CCD). It is necessary to change both settings for different operating points, be-
cause the OH-intensity is not equally well visible for all operating points with 
identical settings. But in changing these settings the actual intensity is falsified. 
In order to compare the data quantitatively, it is required that the data are nor-
malized. The number of photons that pass through the aperture is linearly de-
pendent on its area. The aperture can therefore easily be corrected for by norma-
lizing for its area. The correction factor for the electronic gain is provided by the 
manufacturer, and shown in Appendix B. It must be noted that measuring the 
OH-intensity is performed with a line-of-sight measurement. This can cause 
marginal errors that cannot be corrected through for example an Abel inversion, 

because the flame is not rotationally or axi-symmetric. The probable effect is an 
amplification of the difference between high and low OH-intensity and its fluctua-
tions, and hence only quantitative in nature. The consequences for physical in-
terpretation are therefore negligible. 
 

 
Figure 4.6: Large window for global intensity fluctuation analysis 

 
The flame intensity can be analyzed in two different ways, respectively providing 
global and local fluctuations, depending on the goal of the analysis. So, to ana-
lyze this behavior and determine the global intensity variations, a window that 
covers the largest part of the flame in most cases is laid over an image, and the 
flame‟s intensity is analyzed within this window. This first method of intensity 
analysis, for global intensity fluctuations, is illustrated in Figure 4.6. In the last 
few years [80], [81], [82], one possible interpretation of velocity coupling has been 

that it would be irrelevant for the droplets in the combustion zone from which 
side they are excited. So, with external excitation from 90° (see section 3.3, Fig-
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ure 3.8) the acoustic wave would travel from top to bottom and vice versa, and 
there would be no difference for the droplets to be hit from above or below by the 
acoustic wave. Hence, following this reasoning, if there is velocity coupling, the 
response of the flame should be the same at any location and occur twice during 
one oscillation, because the wave travels up and down during one acoustic period 
and causes the same result in both directions. Hence, the response should be at 
double the excitation frequency, and the response should be visible in the entire 
flame. 
 
The second method is to analyze the local intensity variations. In order to do so, 
a grid of small windows of 1x1cm is laid over the image, see Figure 4.7. This re-
duction of spatial resolution is done to prevent an immensely time consuming 
calculation for analyzing every pixel. Every single one of these windows (292) is 
then analyzed. 

 

 
Figure 4.7: Grid of windows for local intensity fluctuation analysis 

 
The intensity fluctuations are calculated as follows. The entire sequence of im-
ages is used to define an image with temporally averaged intensity. All images in 
the sequence are summed and divided through the number of images. Of this 
time-averaged image, no matter whether local or global intensity is investigated, 
an average intensity,       , is calculated for every window by only taking into 

account those pixels within the window. So, this average intensity for every win-
dow is a time-averaged and locally space-averaged value, described in (4-6) with 
N the number of images and   denoting the individual windows. 
 

 

       
   

 
   

 
 (4-6) 
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Then, for all images, a spatially averaged intensity,       , is determined for every 

window in the image. To find the intensity fluctuation per window, the time-
averaged intensity,       , is then subtracted from the time dependent local space-

averaged window intensity,       . 

 

 
So, every window yields one signal, with a length equal to the number of images. 
In order to allow direct comparison between image sequences (or tests) and the 
individual windows between each other, it is required to normalize the acquired 
intensity signals. This is done by dividing the intensity fluctuations (4-7) through 
the space averaged (window) intensity 
 

 
This way, the normalized intensity fluctuations (4-8) are in relation to their local 
(window) space-average, and therefore the individual windows can be quantita-
tively and qualitatively compared to one another. 
 
The energy of the intensity fluctuations is computed exactly as was described for 

the dynamic pressure fluctuations. A PSD is determined, and cut around the 
center frequency before discretely integrated over the cut interval. In case the 
intensity signals are directly compared to the pressure signals, the intensity sig-
nal is filtered first. The filtering procedure is identically the same two-way filter 
procedure as for the dynamic pressure to guarantee a zero phase shift between 
the filtered and unfiltered signal. 

4.2 Error Management 

4.2.1 Error estimation 

In the process of measuring physical quantities, processing data and analyzing 
results, it is a certainty that errors (experimental, computational or of other na-
ture) will be made. This section discusses the relevant errors of the measuring 
chain and the possible errors of the data processing procedures. 

Types of errors 
Two different types of hardware related errors are relevant in this case. Systemat-
ic errors are generally caused by hardware malfunctioning, or wrong calibration 
of the sensory equipment. This kind of error usually is a deviation from the ac-
tual value, so a deviation to either larger or smaller values. This can be avoided, 
or at least minimized, by checking the hardware and repeating calibrating the 
equipment at specific time intervals. These checks and repeated calibration of the 

                      (4-7) 

      
       

      
 (4-8) 
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sensors are carried out at DLR according to clear protocols and these types of 
errors are therefore considered negligible. 
Statistical errors describe the scatter that measurements of the same quantity 
under identical conditions show. All sensors produce statistical errors, and can 
usually be fairly accurately quantified by executing such a measurement repeat-
edly. Most manufacturers have determined these types of errors and state them 
on the relevant data sheets as a percentage of either measurement value or mea-
surement range. For the relevant sensors, used in the measurement chain of the 
CRC, the quantified statistical errors are summarized in Table 4.1. 
The high speed digital cameras register the number of photons. The number of 
photons, even if not recorded accurately, is for the spray dynamics recordings 
practically irrelevant, the contrast will still be such that the spray dynamics can 
be analyzed accurately. The dominant errors are introduced by the image 
processing algorithm. 

 
Table 4.1: Statistical errors of sensory equipment CRC 

Quantity Measurement uncertainty 

Static pressure 
CRC 52.5 mbar 
Injector/tank 75 mbar 

Dynamic pressure  3.6 mbar 

Mass flow rate 
Methane 0.50% 

LOx 0.10% 

Temperature [K] 
CRC 0.40% 

Cryogenic (LOx) 1.50% 

High speed camera 
Spray boundary <4 pixel 

OH contour <4 pixel 

 
An electronically amplified camera is used for recording flame emission. The elec-
tronic gain of the camera will introduce more and more losses over time, see the 
gain profile of the camera for Begin of Life and End of Life in Appendix B. The 
time frame over which the camera was used allows assuming the gain profile to 
be constant (no losses), and no additional inaccuracies (errors) are introduced. 
Plus that these losses would be cancelled out in the qualitative analyses for in-
tensity fluctuations as discussed in Chapter 6. 
Only the quantitative analyses of for example intact core length (spray images) or 

flame angle (flame emission images) would suffer from errors introduced in the 
data acquisition. In these analyses a thresholding technique is applied (see sec-
tion 4.1.3) to convert the images to black and white (binarized) images for further 
analysis. Errors possibly made during the acquisition cause the threshold to shift 
not more than a few percent. Experience with manually selecting a threshold 
teaches that shifting the threshold by up to 20 percent, only causes the black to 
white boundary in the binarized image to shift up to 5 pixels. The 20% shift is far 
beyond what the automated thresholding procedure yields and even the inexpe-
rienced eye would find the binarized image obtained with such a threshold an 
unrealistic representation of the real image. So, the entire chain of acquisition 
and processing of high speed images will not contain errors larger than 4 pixels. 
 
The error of the dynamic pressure largely depends on the measurement range of 
the amplifier. The measurement range of the amplifier was set to    bar, whereas 
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the amplitudes without external excitation turned out to be in the order of 30 
mbar. In order to quantify the error made by the sensors, the dynamic pressure 
was measured in a pressurized CRC (at 10 bar) without combustion for a dura-
tion of ten seconds, with a large number of dynamic pressure sensors. The pres-
sure traces recorded are basically the statistical noise (or error) produced by the 
measurement chain, including the amplifiers. These „measured errors‟ had a root 
mean squared (rms) that varied from 0.5 to 3.6 mbar, thus the measurement 
uncertainty for the dynamic pressure measurements is 3.6 mbar. Since the 
found rms values are different for all sensors, these rms values are allocated to 
the corresponding sensors in the dynamic pressure analysis (Chapter 5). In that 
analysis, only the noise in the frequency band of the 1T-mode is of interest, and 
therefore the rms values of the filtered signals are more relevant. The rms values 
of the filtered signals of the individual sensors have been evaluated and lie be-
tween 0.02 and 0.14 mbar. 

4.2.2 Error propagation 

The measured physical quantities are used to calculate other quantities in order 
to for example verify the operating conditions. These indirectly measured quanti-
ties contain a measurement uncertainty. This measurement uncertainty is made 
up of all the errors that can occur during data acquisition and processing until 
the final (indirect) quantity has been determined. The behavior of the measure-
ment uncertainty is described by the Gaussian error propagation law, given in 
equation (4-9), and can be found in any textbook dealing with mathematical sta-
tistics and error estimation/propagation. 
 

 
In this relation is U the indirectly measured quantity, as a function of x, y and z, 
and Δx, Δy and Δz are the maximum measurement uncertainties of the respective 
variables which in the case of directly measured quantities are given by the man-
ufacturer. 
If U depends on the product of a number of measured quantities,  
 

 
relation (4-9) can be rewritten as follows. 
 

 
As an example, let U be the density, and determine the measurement uncertainty 
of the density as indirect quantity, depending on pressure and temperature 
through the universal gas law, given in (4-12). 
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The measurement uncertainty for the density is then 
 

 
For methane, the measurement uncertainty for temperature is 0.4% of the mea-
surement value. And for the pressure the uncertainty is 0.15% of the measure-
ment range, which comes to about 53 mbar in the injector exit. Assuming 2 bar 
combustion chamber pressure the relative uncertainty      comes to about 

0.03%. Substituting in (4-13), this amounts to 0.4% for the relative measurement 
uncertainty for the density. 
For liquid oxygen, there is no simple relation between the density and the pres-
sure and temperature, but the relation can be found in tables such as [161]. With 
use of these tables, it is estimated that a liquid oxygen temperature error of 5 
degrees in the operating range of the test facility (between 75 and 90 K) would 
cause an error in the density in the order of 2%. The maximum error in the oxy-
gen temperature given by the manufacturer [150] is about 1.5%, which is only 
about 1.25 degrees. Linearly interpolating (2% * 1.25/5) then yields a measure-
ment uncertainty in the oxygen density of less than 0.5%. 
For both fluids, there is an additional error made in measuring the temperature 
in the injector. The temperature is not measured at the injector exit, but some-
what upstream. For liquid oxygen, the error made is in the same order of magni-
tude as the sensor error, but for methane the error may be in the order of 10 or 
even 15 degrees [37], which amounts to a few percent. So, in order to take these 

errors into account, the density error uncertainty for oxygen is set to 1% (instead 
of 0.5%) and for methane the cumulative uncertainty comes to 5% (instead of 
0.4%). 
 
One can use the measurement uncertainty of the indirectly measured quantity 
again to find other operating parameters as well. The injection velocity (4-14) for 
example depends on direct and indirect variables. 
 

 
So the uncertainty in the injection velocity of methane is calculated as follows 
 

 
The mass flow rate is measured directly and the uncertainty given by the sensor 
manufacturer is 0.5%. The uncertainty of the density was calculated previously 
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and amounts to 0.4%. That yields an uncertainty for the methane injection veloc-
ity of up to 0.64%. This process can be repeated for all relevant parameters, and 
the determined measurement uncertainties for a number of operating parameters 
are summarized in Table 4.2. 
 
As can be learned from Table 4.2, the errors of operating parameters in the entire 
chain from measurement to data processing are not negligible, but acceptable. In 
most cases, the measurement uncertainties will therefore not be included as for 
example error bars in the figures on experimental results in Chapters 5, 6 and 7. 
The uncertainty due to the image processing procedures is acceptable as well, 
and will therefore also only be included as error bars on some occasions to clarify 
the scatter patterns as well as to make it easier to interpret the results from the 
optical diagnostics in Chapter 6. 
 
Table 4.2: Measurement uncertainty of selected operating parameters due to error 

propagation 

Quantity Measurement uncertainty 

Density injector exit 
Methane 5.0% 

LOx 1.0% 

Mixture ratio  0.51% 

Injection velocity 
Methane 5.0% 

LOx 1.0% 

Velocity ratio  5.1% 

Momentum flux ratio  11% 

Weber number 
Low velocity range 2.7% 

High velocity range 10% 

High speed camera 
Core Length < 8% (~1 L/D) 

Flame angle < 7% (~ 2°) 
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5 Experimental 

results: Dynamic 

Pressure 

In section 3.3 the order and logic of the test program was discussed and each 
different test campaign explained. All campaigns yielded specific results which 
have been collected and integrated here. In this chapter, the results brought forth 
by the analyses of the dynamic pressure are presented and a differentiation has 
been made between tests with and without external excitation, sections 5.1 and 
5.2 respectively. A separate section (5.3) is dedicated to the derivation and analy-
sis of the pressure field in the CRC under all possible conditions. 

5.1 CRC without external excitation 
Figure 5.1 shows a typical spectrogram of a hot flow test without external excita-
tion. The first 4 eigenmodes can be clearly seen, and such spectrograms can be 
used to manually identify the modes for further analysis, or, in case of anoma-
lies, the identification of time intervals where the „stationary‟ combustion deviates 
from its average. To learn more about the signal than where the eigenmodes are, 
the dynamic pressure sensor signals are investigated in more detail by looking at 
the noise. 
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Figure 5.1: Typical spectrogram of a hot run without external excitation 

5.1.1 Noise 

Past experience (for example [59]) shows that the first tangential mode is the most 

dangerous and that useful correlations might be found in analyzing specifically 
the 1T-mode. In order to not overlook any possible information the pressure sig-
nal might contain, the raw, unfiltered, dynamic pressure, in the „stationary‟ time 
interval (see section 4.1 on data reduction), is analyzed as a whole. Combustion 
noise of the tests without external excitation clearly displays several eigenmodes. 
This is illustrated in Figure 5.2, showing an example of an FFT of one of these 
tests. 
 
To compare noise levels of all tests without excitation, the mean pressure fluc-
tuation is determined by calculating the root mean squared (rms) of the pressure 
signal (5-1). 
 

 
The result is shown in Figure 5.3. In this figure,       is correlated with the We-
ber number (repeated in equation (5-2) for convenience). The Weber number ne-
gatively correlates with droplet size as for example Ibrahim [72] shows, so when 
the Weber number is high, the droplets are small. 
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Thus, for the same injected propellant volume, a higher Weber number means a 
more homogeneous spatial distribution of propellant. And this homogeneity could 
have an influence on how efficient coupling between combustion and the acoustic 
field is. Obviously, from Figure 5.3, the general combustion noise does not corre-
late with the Weber number (or with any other significant quantity such as mo-
mentum flux ratio J; not shown), and this method was therefore omitted for the 
remainder of the test program. 
 

 
Figure 5.2: Typical FFT of a hot run without external excitation 

 

 
Figure 5.3: Correlation of combustion noise and the Weber number 
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5.1.2 Frequency shifts 

During the same test campaign (without excitation), it was discovered that the 
distribution of the eigenmodes not always coincided with the theoretically pre-
dicted frequency distribution (see section 2.2) [144]. Theory prescribes a well de-
fined distance between the different eigenfrequencies by means of    . An FFT 
analysis of an exemplary test is shown (in black) in Figure 5.4. 
 

 
Figure 5.4: FFT spectrum with calculated and measured frequency peaks 

 
The frequency of the first eigenmode was in Figure 5.4 manually chosen to agree 
with the peak in the experiment (blue), and the theoretical frequencies of the next 
3 eigenmodes are drawn in green, red and cyan respectively. Since the speed of 
sound is a factor in calculating the eigenfrequency, the influence of local varia-
tions of the speed of sound (temperature, density) might explain this behavior. 
And it is a fairly realistic assumption that temperature and density are not uni-
form throughout the combustion chamber, hence gradients in speed of sound are 
also realistic. 
A numerical simulation was carried out with an imposed non-constant distribu-
tion of the speed of sound, see Figure 5.5. The highest speed of sound is selected 
for the immediate area around the spray (yellow region), coinciding with the com-
bustion zone, and the lowest for the remaining volume (blue region). The numeri-
cal results are summarized in Table 5.1. The important result of this analysis is 
that when the ratio of the speeds of sound, a1/a2, is larger, the frequency of the 
tangential modes generally decreases and the distance between the tangential 
modes becomes smaller. A second effect is that the frequency of the radial modes 
increases and the distance between the radial modes becomes larger.  
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Figure 5.5: Regions with imposed non-constant distribution of the speed of sound 

 
Table 5.1: Influence of a non-constant distribution of the speed of sound on the 
eigenfrequency distribution 

a1 = 1100 
1T 2T 1R 3T 

a2 = 1100 

f 3223 5347 6708 7355 

Ratio, f/f1T 1 1.66 2.08 2.28 

a1 = 1200 
1T 2T 1R 3T 

a2 = 1069 

fσ 3152 5224 
6931 

7165 

fπ 3185 5237 7192 

Ratio, f/f1T 1 1.65 2.19 2.27 

a1 = 1300 
1T 2T 1R 3T 

a2 = 1037 

fσ 3071 5087 
7068 

6963 

fπ 3129 5109 7003 

Ratio, f/f1T 1 1.64 2.28 2.25 

Experiment 1T 2T 1R 3T 

Ratio, f/f1T 1 1.57 2.6* 2.18 
* Likely candidate for 1R. With the distribution in Figure 5.4, 1R could have even overtaken the 4T 

mode, which lies in this vicinity as well. 

 
This can cause, when the ratio a1/a2 is large enough, that the shifts of the first 
radial mode to a higher frequency and the third tangential (3T) mode to a lower 
frequency are so big that the first radial mode overtakes the third tangential 
mode, so that the 3T mode (normally the fourth mode) becomes the third mode. 
These effects are summarized by the ratio of the frequencies with respect to the 

a1 

a2 
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1T frequency. For the tangential modes the frequency ratio becomes smaller for 
increasing a1/a2, whereas the frequency ratio increases for the radial modes. 
Following this argumentation, the effect shown by Figure 5.4 can now be ex-
plained. The 2T mode is lower than calculated, caused by a ratio a1/a2 signifi-
cantly larger than unity. This gradient also caused the 3T mode (theoretical fre-
quency in cyan) to shift to a lower frequency, whereas the 1R mode (theoretical 
frequency in red) is shifted to a higher frequency. The two modes possibly ended 
up having a similar frequency which could explain why only 1 peak shows up in 
the FFT analysis where theoretically 2 peaks should lie closely next to each other 
(red and cyan). 
In addition, the simulated distribution of the speed of sound has a similar effect 
as a secondary nozzle. The circular symmetry of the chamber is destroyed and 
the double valued tangential modes split up and their orientation fixed parallel 
and perpendicular to the remaining symmetry axis, as was discussed in section 

2.2. The difference between the two parts of a split mode is too small to distin-
guish in an FFT analysis, but does grow for an increasing a1/a2. 

5.1.3 Energy content 

Because combustion instabilities become more dangerous with increasing energy 
content of the pressure fluctuations, instead of combustion noise the energy of 
first eigenmode (1T) is calculated. To do so, the power spectral density (PSD 
[bar2/Hz]) is determined, which is elaborated in section 4.1 on data reduction. In 
the frequency domain, the PSD is then integrated over the resonance interval to 
determine the total energy (in [bar2])  of the 1T-mode. In order to be able to com-
pare all tests, the total energy is normalized by (5-3) to find NPSD, which is a 
dimensionless quantity. 
 

 
The calculated NPSD for all tests without external excitation is correlated with 
the Weber number in Figure 5.6. Operating points with identical mass flow rate 
have been plotted with the same color and symbol. It is obvious that a few oper-
ating points (circled in corresponding color) lie far outside the correlation de-
scribed by the majority of the points. It has been pointed out in literature (Cheu-
ret [18]) that this type of behavior could be caused by the flame not being attached 
to the injector. And also Moore [99] shows that lifted coaxial LOx/CH4 diffusion 

flames are not uncommon. Such a lifted flame would be much more sensitive to 
pressure fluctuations than an anchored flame, and would therefore show higher 
energies in the 1T mode. Results with respect to flame phenomenology will be 
discussed in Chapter 6. 
Every operating point was executed three times to guarantee reproducibility. This 
is true for all points along the correlation as well as the circled outliers. All equal 
colored points that form a set of 3 (or sometimes just 2) are one and the same 
operating point. That implies that the outliers are reproducible as well, which 
could support the theory that these are operating conditions at which the flame 
could not attach to the injector. 
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Figure 5.6: Correlation of energy content of 1T-mode with the Weber number for hot runs 
without external excitation 

 
When ignoring the circled operating points, one finds a very good correlation, 
where the energy of the 1T-mode shows a power dependence on the Weber num-
ber. A higher Weber number means smaller droplets, hence a more homogeneous 
distribution of propellants. That means that when the droplets are small, the 
combustion processes transfer more energy into the acoustic field. Reformulated 
this implies that for higher Weber numbers, the interaction between the combus-
tion chamber and acoustic field is stronger. 
The same collection of operating points is plotted, in Figure 5.7, against the ve-
locity ratio,   , which is defined as the injection velocity of CH4 divided by the 
injection velocity of LOx (5-4). 
 

 
This quantity is a measure for the relative velocity of CH4. The physical effect of 
this ratio is similar to that of the momentum flux ratio (introduced in section 
2.8.2, repeated in (5-5)) because it depends on, besides the density of the propel-
lants, the square of the velocity ratio. 
 

 
If this value is higher, the spray break up length is shorter [158], and the droplets 
are more evenly distributed into a larger volume of the combustion chamber, 
resulting in a more homogeneous combustion. When ignoring the same points as 
in the relation for the Weber number, Figure 5.6, one finds, for every operating 
point with the same mass flow, a strong linear correlation (through the origin) 
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between the energy content of the 1T-mode and the velocity ratio. Also in Figure 
5.7, it is not difficult to see that the circled points lie far outside the correlation 
that the other points follow. And, without exception, the correlations are of high 

quality (       ). Physically this means that the previously mentioned more 
homogeneous combustion allows a stronger interaction between the burning 
CH4/LOx-spray and the acoustic field. A similar distribution of operating points 
was found for the relation between NPSD and momentum flux ratio J, but the 
scatter made it impossible to define a clean correlation as for the velocity ratio 
and is therefore omitted. 
 

 
Figure 5.7: Correlation of energy content of 1T-mode with injection velocity ratio for hot runs 
without external excitation 

5.1.4 Damping 

In a combustion chamber, several processes influence the energy content of the 
turbulent flow. Both energy addition and dissipation take place simultaneously. 
These processes include, but are definitely not limited to, viscous interaction of 
the hot gas with the wall, geometric imperfections causing additional turbulence 
on top of the turbulence caused by the combustion itself, radial and angular 
acceleration which are more dominantly present in the CRC, due to its geometry, 
than in conventional combustion chambers, and so on. The energy these 
processes require, is taken from the total energy available and in doing so, they 
reduce the potential of the interaction to become unstable. This natural damping, 
surely, is for a rocket engine in operation a good thing. The damping can be ana-
lyzed by again investigating the energy of the fluctuation. More specifically, the 
characteristics of the energy density of the fluctuation (PSD) are used to quantify 
the damping, see section 4.1. These characteristics are found by fitting a Lorentz 
profile,     , (5-6) to the PSD around the 1T-frequency. The linewidth Γ in this 

relation, represents the damping. 
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Of course, for any physical meaning to be awarded to the shape of a PSD and 
conclude anything with respect to damping, the signal of which the PSD was 
taken must be „stationary‟. With or without external excitation, combustion in the 
CRC experiments is considered stationary 3-4 seconds after ignition. 
 

 
Figure 5.8: Lorentz profile fitted to PSD 

 

 
Figure 5.9: Relation of line width of the 1T-mode with the Weber number for hot runs without 

external excitation 

     
 

 

Γ

        Γ 
 (5-6) 
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But the excitation causes the pressure signal to be unstationary, because the 
frequency of the excitation changes with time (see section 2.7.3, ramping). Strict-
ly speaking, one could analyze such a short time interval that the frequency in-
crease of the excitation is negligible with respect to the line width and as such 
the signal can be considered quasi-stationary. But, based on the obtained re-
sults, this approach was not further pursued. An example of a Lorentz fit is given 

in Figure 5.8. The fit quality,       , is representative for most signals. 
The damping was determined for all applicable tests and correlated to several 
operating and injector conditions that could have an influence on damping. Un-
fortunately no correlations have been found. Figure 5.9 and Figure 5.10 show the 
relations of the damping of the first tangential (1T) mode with the Weber number, 
and with the momentum flux ratio. 
 

 
Figure 5.10: Relation of line width of the 1T-mode with the momentum flux ratio for hot runs 
without external excitation 

5.2 CRC with external excitation 

External excitation was applied to increase the amplitudes of the dynamic pres-
sure. The main focus of the test series was to develop some understanding of 
what influence the external excitation had on the combustion chamber 
processes, especially in comparison with the results from the tests without exter-
nal excitation. For this reason, many operating points that were executed without 
excitation were repeated with external excitation, see section 3.3. All operating 
points were executed with 4 angular positions of the secondary nozzle in order to 
fix the nodal line of the pressure field at different orientations and investigate the 
effects of this relative orientation. 
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5.2.1 Introduction 

The excitation gradient (ramp steepness, [Hz/s]) has a strong influence on the 
amplitude of the pressure fluctuations, as was discussed section 2.7.3 (illu-
strated Figure 2.16). High amplitudes are of interest because it improves the 
signal to be analyzed, which in turn increases the possibility of finding a correla-
tion with operating or injector conditions. The duration of excitation, therefore, 
was chosen to be as long as possible, but avoiding the risk of not capturing the 
entire line width. It was decided to increase the excitation frequency during 5 
seconds with 80 Hz/s, covering 400 Hz. The resonance frequency was targeted to 
be in the middle of the ramp, considering 100 Hz on each side as the domain of 
resonance where combustion starts to respond to the excitation but is not at full 
resonance yet. And another 100 Hz on each side allows taking into account un-
certainty due to the possibility that the eigenfrequency shifted to a lower or high-
er frequency as a result of temperature differences due to for example the inho-
mogeneous propellant distribution in the chamber or even due to the variability 
(uncertainty, see section 4.2) of the operating conditions. For example, assuming 
an average temperature of 3000 K, an increase in temperature of 100 degrees, 
causes, through 
 

 
an increase in the speed of sound of about 20 m/s. In turn, such an increase in 
the speed of sound yields a rise of the eigenfrequency of the first tangential mode 
(         ), with equation (5-8) (first introduced in section 2.2.1) 

 

 
of roughly 30 Hz. So, a change in temperature results in a change of frequency 
roughly equal to 30% of the magnitude of the change in temperature. So, the 100 
Hz kept on either side of the assumed resonance domain is more than enough to 
account for possible temperature inhomogeneities in the combustion chamber. 
This method proved to be successful in always capturing the resonance domain 
in its entirety. 
In Figure 5.11 an example is presented of a spectrogram and a corresponding 
dynamic pressure trace, with time (in ms) on the horizontal axis. A spectrogram 
procedure performs an FFT analysis for a very small time interval (hence quasi-
stationary with respect to the input signal, therefore allowed) and does so for the 
entire time domain. The pronounced frequency is the external excitation which is 
seen to start at 2450 Hz and starts increasing at      to 2950 Hz at     . In 
the pressure trace in the bottom part of Figure 5.11, it can also be seen that the 
intensity of the fluctuation starts increasing around        (visible in the spec-

trogram as well), and reaches its maximum at       , after which it starts to 
decrease again. 
Due to the nature of excitation, the generated pressure fluctuations in the sec-
ondary nozzle are not purely sine wave shaped. Hence, overtones are formed 

       (5-7) 

    
    

   
 (5-8) 



Chapter 5. Experimental results: Dynamic Pressure 90 

 

 

which can be clearly seen in the spectrogram, Figure 5.11. The shape of the gen-
erated pressure wave depends on the opened (closed) area of the secondary noz-
zle (SN) exit. 
 

 
Figure 5.11: Typical spectrogram and corresponding pressure trace for a hot run with external 
excitation 

 

 
Figure 5.12: Excitation profile for 3 different secondary nozzle exit diameters 
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The development of the exit area for the three applied secondary nozzles is shown 
in Figure 5.12. Because for every SN the same siren wheel was used, with its 
teeth dimensioned such that the largest SN could be closed off completely, the 
smaller secondary nozzles show a less harmonic behavior for the exit area. For 
hot fire tests with smaller SN up to twelve overtones appear. To illustrate this, a 
PSD is shown in Figure 5.13. The excitation frequency is about 2430 Hz, and ten 
overtones (red arrows) are distinguishable [144]. 

 

 
Figure 5.13: Power spectrum with overtones 

5.2.2 Energy content 

The NPSD has been calculated for the tests with external excitation in the same 
way as for the tests without external excitation. In Figure 5.14 is shown how the 
NPSD correlates with the Weber number, where again is distinguished between 
different mass flows by differentiating color. It should be noted that, compared to 
tests without excitation (Figure 5.6), the order of magnitude of the NPSD of the 
tests with excitation is 1000 times higher. 
The behavior of the NPSD in relation to the Weber number is similar to the corre-
lation for tests without external excitation, but unfortunately, the scatter is too 
large to fit a decent correlation and is therefore omitted. The range of NPSD for a 
small range of Weber numbers is remarkable, and it is unclear at this point what 
causes this spread. A possible explanation, as for the unexcited tests, would be 
that a lifted flame causes the large scatter but this could not be verified yet. 
Another, more likely, explanation is that, due to the procedure of taking apart the 
excitation system to change the position of excitation on a regular basis, the dis-
tance between the exciter wheel and the secondary nozzle exit was not constant 
for all tests. When the distance is larger, the SN cannot be closed off as effectively 
causing the modulation to be weaker, and vice versa. And it is reasonable to ex-
pect the scatter to be much smaller when a small number of tests are repeated 
with only one excitation position. 
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Figure 5.14: Correlation of energy content with the Weber number for hot runs with external 
excitation 

 

 
Figure 5.15: Correlation NPSD with angular position of the SN 

 
The test campaign with external excitation consisted of executing every operating 
point with four different angular positions of the SN, see section 3.3.2. In Figure 
5.15, the energy of the excited fluctuation, NPSD, is plotted against the excitation 
angle, where position 5 and 13 are both considered to make a 90° angle, position 
9 makes a 180° angle, and position 11 a 135° angle [144]. 

It is obvious that the energy of the fluctuation shows a strong dependence on the 
angular position of the SN. The highest energy is reached for a 90° angle, and the 
lowest for 180°. The acoustic pressure field in the CRC with secondary nozzle is 
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again shown in Figure 5.16. Apparently when the nodal line of the pressure field 
lies closest to or in the combustion zone, the response is highest. This implies 
that the response is highest when the highest velocity fluctuations occur in the 
combustion zone, which in turn could mean that the dominant coupling mechan-
ism to transfer energy from combustion to the acoustic field is velocity driven. 
Coupling mechanisms will be elaborately discussed in Chapter 7. 
 

 
Figure 5.16: Acoustic field in the CRC with secondary nozzle (3 positions) 

5.3 Pressure field 
One of the important goals of this research is to find evidence of which processes 

in the combustion chamber are responsible for the coupling between combustion 
and acoustics to sustain combustion instability. In order to do so, through the 
Rayleigh criterion, repeated in (5-9) for convenience [118], 
 

 
it is necessary to compare the pressure fluctuations and the fluctuations of the 
heat release (OH-intensity, see Chapter 6) in great detail. Hence, the need arises 
to know the temporal behavior of the pressure field in the combustion chamber, 
or at least in those regions where heat release is significant. The results on re-
construction of the pressure field in the combustion chamber are discussed in 
this section. Chapter 7 is dedicated to the comparison between the pressure field 
and the OH-intensity field. 
The experimental results with respect to the pressure field without external exci-
tation will be shown in section 5.3.1. These results represent only 1 test. The 
analysis has been carried out for a large number of hot fire tests under many 
different operating conditions and for all cases results of similar quality were 
obtained. The results with respect to the pressure field with external excitation 
cover a series of tests and will be elaborately discussed in section 5.3.2. 

         

 

  

 

   (5-9) 
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5.3.1 CRC without external excitation 

In the past fifty or so years, it was always assumed that the acoustic field takes 
the form of a standing wave (see [59] or [159]) or a spinning wave, as has been 
theorized by Clayton [19], [20] and again by Harrje and Reardon [59] in the 1960s 
and 1970s, or more recently by Litchford [89]. The spinning waves are considered 

to be the most dangerous. During discussions [37] spinning waves were thought 
to have a constant rotational velocity of the nodal line because no experiment 
reported on in literature was found to indicate otherwise. So, it was expected that 
the pressure field of the 1T-mode in the CRC would, just as the reported cases in 
literature, either appear as a standing wave or a spinning wave with constant 
rotational velocity of the nodal line. An elaborate discussion with respect to spin-
ning modes was given by Sliphorst [141]. The standing wave and the spinning 
wave, as derived in section 2.4.1, in the CRC are given by equations (5-10) and 
(5-11) respectively. 
 

 

 
There are two fundamental differences between the two. The first one is that for 
the standing wave, the temporal variation of    measured by the sensors along 
the combustor wall are either in phase or in anti-phase, for all angular positions 
θ. For the spinning wave, the phase depends on the position of the sensor (θ). 
The second difference is that the amplitude of the standing wave depends on the 
angular position of the sensor. For θ equal to 90° or 270° the amplitude becomes 
zero, corresponding to the fixed nodal line of the standing wave. For the spinning 
wave there is, at any instant in time, an angle theta for which            , 

which yields a maximum   . The maximum propagates along the combustor wall 
with angular velocity ω, and all sensors will detect a signal with the same maxi-
mum amplitude, but with a phase shift corresponding to their mounting position 
 . 
Summarizing, if a standing wave presents itself in the CRC, the signals measured 
by the sensors distributed around the circumference of the combustor must be 
either in phase or in anti-phase with a nodal line fixed at one position. A spin-
ning wave would show constant amplitudes for all signals, with a varying phase 
shift between the sensors. 
In Figure 5.17 an exemplary sample of wall pressure measurements, two-way 
filtered (see section 4.1.2) at the 1T-frequency, is presented. It shows that neither 
the amplitudes are constant nor are the signals in phase or anti-phase. So, the 
experimental data did not show the signature of a standing or a spinning wave. 
In addition, the characteristics of the wave were observed to vary with time. 
The analytical derivation of the pressure field for the CRC without cavities is giv-
en in section 2.1. The pre-processing and further preparation of the pressure 
data was elaborated in section 4.1.2. Here the actual determination of the pres-
sure field will be briefly discussed. 
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            (5-11) 
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Figure 5.17: Typical set of several dynamic pressure traces measured at the combustion 
chamber wall 

 
The pressure field in the entire combustion volume is fixed when the pressure 
distribution along the wall is known. So, in order to derive the pressure field in 
the combustor, it is required to first determine the wall pressure distribution, 
which is described by equation (2-42), and is repeated here for convenience. 
 

 
The pressure distribution in dependence on   is fitted to a few discrete measure-
ments. An example is shown in Figure 5.18. The circles are a sample of dynamic 
pressures at one instant in time, to which equation (5-12) is fitted. 
It was observed that sometimes the data showed an offset, which physically 
means that the fluctuation of the dynamic pressure is not symmetric around 
zero. 
 

 
The values of the offset determined from the experimental data are generally 
small. Why the experimental data show such an offset is not yet understood. A 
possible solution is briefly discussed in section 4.1 on data reduction. The fitting 
procedure has been carried out with and without offset. The obtained results for 
the essential characteristics of the 1T-mode are practically identical. 
Figure 5.18 shows the fit with and without offset. Because the agreement be-
tween the experimental data and equation (5-13) is very good and the fits ob-

                 (5-12) 

                      (5-13) 
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tained with offset resulted in a smaller residual, it was decided to carry out the 
entire analysis with offset. The fit procedure was carried out with a least squares 
method with a trust-region algorithm (discussed in for example [22]) to minimize 

errors. 

 
Figure 5.18: Fitted wall pressure distribution 

 
After the wall pressure distribution has been determined, isobars in the interior 
are determined as in intermediate step. These isobars are sampled at discrete 
points to generate a grid that is the input for an interpolation using a Delaunay-
Triangulation [36] with which the pressure at virtually any set of coordinates in 
the CRC can be determined. A more elaborate discussion on determination of the 
wall pressure distribution and the pressure field is given in [53]. 
 
With equation (5-14), 
 

 
derived in section 2.4.2, the orientation of the nodal line of the 1T-mode is de-
termined. Figure 5.19 shows the development of the orientation of the pressure 
field for the duration of one test, during stationary conditions. The direction of 
rotation of the nodal line apparently changes frequently, even though the nodal 
line prefers a specific direction. 
The insert shows a zoom into 50 ms to illustrate the typical time scale of such a 
direction change. The typical time scale was found to be 8-10 ms, equivalent to 
20-25 oscillations of the 1T-mode. Figure 5.20 shows a close-up of a small time 
interval that shows a direction change. 
A direction change always happens according to the same sequence of events. A 
spinning wave with a rotating nodal line with constant rotational velocity changes 
its character slowly into a standing wave with fixed nodal line. The angle‟s rate of 
change is almost constant first and exhibits an increasingly stepwise character, 
exhibiting all features already seen in Figure 2.8 for the various ratios M/N. 

          
            

                  
  (5-14) 
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When the angle‟s rate of change reaches zero, the direction of rotation is switch-
ed. After the direction change, the angle‟s rate of change slowly loses its stepwise 
character until it becomes constant again and the process starts over. In the data 
shown in Figure 5.20, a rotating wave with almost constant angular velocity de-
velops into a standing wave in less than 8 milliseconds. 
 

 
Figure 5.19: Temporal development of the orientation of the pressure field 

 

 
Figure 5.20: Change of direction of the pressure field‟s rotation 
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Figure 5.21: Rotating wave with constant angular velocity (left), and almost standing wave 
(right) 



99 5.3. Pressure field 

 

The different characters of the rotating wave that occur in the CRC are shown in 
the image sequences of Figure 5.21. The left sequence of Figure 5.21 (Video 1) 
shows a propagating wave with almost constant angular velocity. Note that the 
samples shown are equidistant and show a constant change of orientation. The 
right sequence of Figure 5.21 (Video 2) shows an almost standing wave with a 
very high rate of change of the orientation angle φ in the middle of the sequence. 
The robustness of the procedure that derives the pressure field from the wall 
pressure measurement has been verified by applying the procedure to a signifi-
cantly distorted synthetic signal. Synthetic white noise with an rms value of 0.12 
mbar in the 1T frequency range, which is almost 100% of the maximum meas-
ured error determined in section 4.2.1 on only 1 sensor, was superimposed to all 
sensors. The total signal of the sensors now consisted of a synthetic white noise 
and a synthetic sine wave with a same order of magnitude amplitude. This can be 
considered as the worst possible case simulation, and resulted in a relative error 

for the amplitude of          and an absolute error for the phase of       . 
Considering the occurrence of this size of measurement error is rare even for 1 
sensor, it is virtually 0 to occur for all sensors at the same time. This means that 
the procedure is very robust and fairly insensitive to measurement errors. 

Determination of the Spinning mode’s character, M vs. N 
The dependence of the amplitude A on the values of M and N (2-43) was derived 
in section 2.4.2, and is repeated here for convenience. 
 

 
The coefficients M and N for the clockwise and counter-clockwise spinning waves 
respectively can easily be obtained by inverting equation (5-15). The maximum 
amplitude Amax and minimum amplitude Amin during one period are readily de-
termined from the experimental data. An example of the temporal evolution of the 
amplitude is shown in Figure 5.22, where Amax and Amin are symbolized by circles 
and diamonds respectively. 
 

 
Figure 5.22: Temporal development of the oscillation‟s amplitude 

                            (5-15) 
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When taking into account, in equation (5-15), that Amax and Amin occur for 
           respectively, and following the convention that A, M and N are al-

ways positive numbers, the following equations for Amax and Amin are found.  
 

 

 
Solving equation (5-16) and (5-17) for M and N yields 
 

 

 
For a brief time interval, the evolution of M(t), N(t) and is φ(t) shown in Figure 
5.23. For    , φ is negative and the rotation is clockwise and for    , φ is 
positive, hence the rotation is counter-clockwise. If the two curves intersect 
(   ), a standing wave occurs as well as a change of direction of rotation which 
can be seen from the development of φ. 
 

 
Figure 5.23: Temporal development of rotating mode‟s characteristics, M, N and φ 
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The evolution of the propagating wave seems to be a fairly arbitrary process. 
However, the propagating wave apparently does have a preferred orientation. 
Figure 5.24 presents a histogram showing the orientation φ of the nodal line that 
is evaluated at every instant in time. It is obvious that preferred orientation lies 
around 110°, measured from the injector in clockwise direction. It was assumed 
that the CRC was perfectly cylindrical, but it is, of course, not quite. There are a 
number of small volumes acoustically connected to the CRC at different modules 
along the wall, such as the injector, igniter, purging orifices and other volumes, 
see section 3.1. The result of a modal analysis (numerical solution of the eigen-
value problem, (2-28)) of the CRC including these small cavities is shown in Fig-
ure 5.25. The position of the nodal line of the numerical analysis coincides with 
the experimentally found preferred position. 
 

 
Figure 5.24: Histogram of rotating wave‟s position 

 

 
Figure 5.25: Modal analysis of CRC with additional cavities 
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Offset 
The offset that was found is at times significantly large compared to the ampli-
tude of the sine wave. Therefore it was studied more closely. In the aforemen-
tioned simulation of a synthetic sine wave with a superimposed high amplitude 
white noise signal, also the offset signal was analyzed. The rms value of the offset 
signal of the simulation was found to be of the same order of magnitude as the 
rms value of the experimental offset signal. Because theory disallows such an 
offset, it can be concluded that the white noise in the simulation (or measure-
ment errors in the experiment) are the one and only cause for this offset. There-
fore, fitting with the offset parameter covers, at least partially, for the measure-
ment errors and fitting without the offset parameter would actually falsify the 
found results because in that way the measurement errors would be assumed to 
be part of the actual signal instead of being an error. 

5.3.2 CRC with external excitation 

The CRC with a secondary nozzle for external excitation obviously is not cylin-
drical. The geometry has been modified to such an extent, that the asymmetry 
does not allow spinning modes anymore. On one hand, this simplifies the analy-
sis because only one (limit) case of all possible solutions of the pressure equation 
(the standing wave) needs be considered. And for this standing wave, the acoustic 
field, at least theoretically, does not vary with time.  
 

 
Figure 5.26: Numerical simulation of the instantaneous wall pressure distribution in the CRC 
with secondary nozzle 

 
On the other hand, because the combustor‟s geometry is not rotationally symme-
tric anymore, it is no longer physically allowed to assume an analytical solution 
of the rotationally symmetric case for the wall pressure distribution, which com-
plicates the analysis. The wall pressure distribution for a given test can be found 
compared to the result of a numerical simulation. In Figure 5.26, an example of a 
numerical simulation is presented. It can be seen that the pressure field no long-
er has a sinusoidal profile as the rotationally symmetric case. The secondary 
nozzle imposes its axis as symmetry axis of the acoustic field (here the SN is at 
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     ) and causes the angular position of where the pressure is zero to shift 

towards the position of the secondary nozzle. This means that the locations 
where the nodal line (   ) meets the wall, hence the nodal line itself is „pulled‟ 
towards the secondary nozzle. A modal analysis yields an acoustic field which is 
scaled differently than the actual measurements, but the shape of the distribu-
tion is correct. Since the position of the secondary nozzle is known, the proper 
wall pressure distribution is then found by linearly scaling the numerical solu-
tion such that the amplitude of the discrete measurements are reproduced best. 
The basic three parameters, the amplitude A, an angle defining the orientation of 
the acoustic field φ and an offset poff, are known from the determination of the 
wall pressure distribution without secondary nozzle (section 5.3.1). Since the 
CRC with secondary nozzle does not allow spinning modes, the parameter φ be-
comes obsolete and a different parameter was found to be necessary to improve 
results. This parameter ξ describes a distortion of the pressure field in compari-
son to the numerical solution where only the secondary nozzle is included as 
geometric deviation from the perfectly cylindrical geometry. Physically there is no 
argument to either way, since there is no reason to assume the combustor ac-
tually is perfectly cylindrical and therefore perfectly symmetrical (with respect to 
the secondary nozzle‟s axis) or why the flow field would not impose additional 
(time-dependent) asymmetries causing the anti-node to shift. 
It was found experimentally that the pressure anti-node on the opposite side as 
the secondary nozzle tends to move back and forth along the combustor‟s wall. 
This behavior is captured with ξ, which denotes the angle over which the anti-
node is shifted. The three fit parameters are illustrated in Figure 5.27. A number 
of tests have been analyzed both with and without ξ as a parameter, and it was 
found that other parameters, such as amplitude and offset, of the derived wall 
pressure distributions were only marginally different. Obviously, with ξ active, 
the pressure field in the interior is distorted somewhat as well, and the nodal line 
is rotated marginally, but also here the general characteristics do not change. 
Therefore it was decided for the fit of the wall pressure distribution to keep ξ an 
active parameter because it does decrease the error of the fit (the sum of the 
squared residuals was decreased). 
 

 
Figure 5.27: Fit parameters of the wall pressure distribution in the CRC with secondary 
nozzle [53] 

 



Chapter 5. Experimental results: Dynamic Pressure 104 

 

 

Because the wall pressure distribution is not an analytical function, trust-region 
methods are inapplicable and the Downhill-Simplex method [101] is applied in-

stead, which Press et al. [115] claim to be very robust at a price of slower conver-
gence. The wall pressure distribution is then used in the same way as for the 
case without external excitation to interpolate the pressure field using a Delau-
nay-Triangulation [36], so first the isobars are defined and discretized as input for 
interpolation. The applied procedures are elaborately discussed in [53]. 

In Figure 5.28, an example of the fitted wall pressure distribution is shown. The 
secondary nozzle is again located at      .  
 

 
Figure 5.28: Typical fit of wall pressure distribution 

 
The derived pressure field for the three positions of excitation is shown in Figure 
5.29, Figure 5.30 and Figure 5.31. Three tests are presented here with identical 
operating conditions but with external excitation from three different angular 
positions. Note that the nodal line that faces the secondary nozzle is shifted and 
bent towards the secondary nozzle. More importantly, the scale of the figures is 
not the same. The amplitude of the pressure‟s anti-nodes decreases when the 
secondary nozzle is moved from 90° to 135° and to 180° (with respect to the in-
jector, measured clockwise). This behavior substantiates the results found in 
section 5.2.2 where the energy contents of the fluctuations of all tests were com-
pared as a function of angular position of the secondary nozzle. So, consequently, 
these results suggest velocity related processes as the responsible mechanism for 
combustion instability. 
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Figure 5.29: Typical pressure field for external excitation with       

 

 
Figure 5.30: Typical pressure field for external excitation with        

 

 
Figure 5.31: Typical pressure field for external excitation with        
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6 Experimental 

Results: Optical 

Diagnostics 

This chapter treats the results of the analysis of the high speed image sequences. 
Spray and OH-intensity recordings are done with different acquisition rates due 
to hardware limitations. Since it was known from experience [37] that without 

external excitation, the recordings do not show any eigenmodes, focus lay upon 
spatial rather than temporal resolution. For tests with external excitation, the 
spatial resolution was traded for a better temporal resolution. The applied set-
tings are shown in Table 6.1. 
 
Table 6.1: Camera settings for individual test campaigns 

 Temporal resolution Spatial resolution 

1st campaign, w/o excitation 6,000 Hz 512x512 pixel 

2nd campaign, with excitation 12,500 Hz 256x256 pixel 

 
To retrieve the information contained in the images, the images need to be bina-
rized. As was discussed in section 4.1.3 on data reduction, a spatial class me-
thod called Random Sets [49] was applied for the spray images and an Entropy 
class method (Renyi‟s entropy [130]) was used for the OH-intensity images. The 
specifics and logic of binarization and the applied methods is also discussed in 
section 4.1.3. The results are presented in section 6.1 and 6.2 respectively for 
spray and flame phenomenology. Section 6.3 is then dedicated to the dynamic 
information content (fluctuations around the mean) of the OH-intensity images. 
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6.1 Spray Phenomenology 

LOx-jet breakup could be an important factor in sustaining combustion instabili-
ties. It could be that the ligaments are torn from the jet at a frequency to which 
coupling with the acoustic field is sensitive. In general, this is not considered 
likely because the characteristic time of jet breakup does not lie in the same or-
der of magnitude as the eigenfrequencies, as for example Sirignano [139] de-
scribes. He argues that the time scale of jet atomization is an order of magnitude 
smaller than the acoustic oscillations (~0.1-1 ms). The order of magnitude of this 
time scale was confirmed by Benedictis [11].  Another possibility is that the drop-

lets are released in an area where coupling between combustion and acoustic 
field is stronger. 

6.1.1 Intact Core Length 

From the spray recordings, it can be determined where jet breakup is terminated 
by analyzing the intact core length (ICL), or break-up length, of the spray. The 
ICL can be calculated in two ways. The first is the straightforward, axial (linear) 
length of the ICL, for which it basically is determined at what x-coordinate, with 
respect to the injector in the origin of the coordinate system, the ICL terminates. 
The second way determines the arc length of the liquid jet. The arc length is al-
ways longer than the axial length and is defined as the length of the center line of 
the jet. The center line is found as follows. First, at every axial position, the width 
(or height) of the spray was determined from the binarized (see section 4.1.3) 
image. Next, a point was defined at exactly half the width of the spray and a line 
 

 
Figure 6.1: Definition of intact (liquid) core length (ICL) 
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connecting these points for all axial positions is defined as the center line, or the 
arc length of the jet. Both definitions are illustrated in Figure 6.1. In this way, 
some of the dynamic behavior is included in the analysis by taking into account 
the swinging sections of the jet which could become important when there‟s high 
jet-acoustics interaction. The difference in actual length between the two me-
thods is illustrated in Figure 6.2. It shows the relation between the ICL and the 
momentum flux ratio. The data shown are generated by calculating the ICL for 
every image, and averaging over the number of images. 
 

 
Figure 6.2: Relation between axial and arc intact core length and momentum flux ratio J 

 

 
Figure 6.3: Correlation of the ICL with momentum flux ratio J 
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Because the general behavior of the arc length is very similar to that of the axial 
length, and is only linearly increased by about 30%, it will not be considered 
further in the following physical interpretation. 
 
The correlation between the axial ICL and the momentum flux ratio is shown in 
Figure 6.3. In accordance to correlations found in literature [35], [158] a power 

dependence ~Jn, with        was applied. The constant in this case (11.6) was 
only about half as large as was found by Davis (25) for subcritical atomization 
[35], but the correlation generally captures the trend shown by the measurements 
fairly well. The effect on the ICL of external excitation at 1T-frequency (typical 
amplitude at resonance:            mbar) is also shown in Figure 6.3. Tests 

with excitation are shown in red and without excitation in blue. Even though the 
number of tests with external excitation is low, it is obvious that the points are 
well distributed throughout the scatter of the points without external excitation. 
Hence, in the CRC, external excitation hardly, if at all, influences the intact core 
length of the LOx-jet, which implies that jet breakup or primary atomization is 
not influenced. It is likely that the inertia of the LOx jet is too high to respond to 
acoustic waves. 

6.2 Flame Phenomenology 
Flame phenomenology could give insights in to where coupling between spray 
combustion and the acoustic field might occur. Specifically, the flame spreading 
angle describes the flame front, or boundary of the combustion zone, and there-
fore clearly shows the domain where combustion takes place. An exemplary set of 
images is shown in Figure 6.4. The flame spreading angle is defined as the the 

angle between boundaries of the spray (red lines in the binarized image), captur-
ing the flame. It seems in the binary image, there exists a significant distance 
between the base of the flame and the injector. But when considering the original 
(average) image, the flame is connected, may it be with low intensity, to the injec-
tor. To find whether, and if so, how far, the flame is lifted off from the injector, a 
different type of analysis must be carried out. The images with the current spatial 
resolution do not allow such an analysis, and this type of analysis is left for fol-
low-up research. 
Combustion is only possible when the propellants have been properly mixed, and 
for this it is required that the propellants are distributed in the combustion 
chamber first. Therefore, the flame spreading angle has been correlated with the 
injector conditions that are related to the propellant distribution. The Weber 
number is inversely proportional to the (LOx-) droplet size, and momentum flux 
ratio measures the relative momentum of the gas jet compared to the LOx jet, 
hence the momentum with which the LOx droplets that are torn off are carried 
into the combustion chamber. It can be assumed that the higher this relative 
momentum is, the further the droplets are transported away from the jet. 
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Figure 6.4: Exemplary set of the raw (averaged) OH-intensity (top), false color (middle), and 

binarized image (bottom) 

 
Figure 6.5 and Figure 6.6 show a correlation between the flame spreading angle 
of tests without external excitation and the Weber number and the momentum 
flux ratio, respectively [144]. In these figures, only operating points with identical 
mass flows (9 g/s) are included. A distinction is made between main nozzles 
(MN), or, considering the constant mass flow, chamber pressures. For higher 
Weber numbers, the flame angle seems to decrease. Physically, this can be ex-
plained as follows. The droplets become smaller for higher Weber numbers, and 
therefore they evaporate more quickly. This implies that the droplets engage the 
chemical reaction faster, or in closer proximity to the spray, keeping the flame 
spreading angle smaller. Cuoco [33] observed an opposite effect, but without 

physical explanation. He does argue that lifted flames were often observed which 
would indicate the flames observed in the CRC are anchored, also the test cam-
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paigns in the CRC were executed with a tapered injector, Cuoco had an injector 
without taper. A higher momentum flux ratio has a similar effect on the flame 
spreading angle as the Weber number. For higher momentum flux ratio, the 
droplets are carried into the combustion chamber further in the direction of in-
jection, before combusting. The radial movement away from the LOx-jet is less 
influenced, which explains the smaller flame spreading angle. 
 

 
Figure 6.5: Correlation of the flame spreading angle and Weber number 

 

 
Figure 6.6: Correlation of the flame spreading angle and momentum flux ratio J 

 
In Figure 6.7, the relation between the flame spreading angle and the mixture 
ratio, again for tests with constant mass flow, is shown. For increasing mixture 
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ratio (ROF), the flame angle tends to increase as well. Which is physically consis-
tent with the aforementioned relations between flame spreading angle and Weber 
number and momentum flux ratio, because both the Weber number and momen-
tum flux ratio decrease for higher ROF. 
 

 
Figure 6.7: Correlation of the flame spreading angle and mixture ratio ROF 

 

 
Figure 6.8: Correlation of the flame spreading angle and Weber number, with external 
excitation 

 
In Figure 6.8 the flame spreading angle found for tests with external excitation is 
plotted against the Weber number. The correlation is similar as for without exci-
tation, but the effect that the flame spreading angle becomes smaller for increas-
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ing Weber number is enforced, compare Figure 6.5 and Figure 6.8. This implies 
that externally exciting the flame at the 1T-frequency causes the flame spreading 
angle to decrease. Physically that means the distance between the spray axis and 
the flame front is decreased due to external excitation, which in turn means that 
the transition from liquid jet to combustible gas mixture is taking place in a 
shorter distance, hence is accelerated. 
In the spray analysis it was found that the ICL was not influenced by external 
excitation, hence the jet breakup was unchanged. Thus, the processes of injec-
tion and atomization are insensitive to external excitation and therefore are not 
likely to play a role in triggering combustion instabilities. Consequently, of all the 
processes leading up to combustion, the first two (injection and atomization) can 
be eliminated based on these experimental findings. 
 
The next processes having a significant influence on where combustion takes 

place, and therefore controlling the flame angle, are vaporization and liquid heat-
ing. Vaporization is a pressure related process and the rate at which a droplet 
vaporizes depends on the relative velocity between the droplet and the surround-
ing gas. The gas passing by the droplet, takes away the newly formed gas, mak-
ing room for more liquid to vaporize. This could explain the sensitivity to the ex-
ternal excitation, which forces an increased velocity field onto the combustion 
zone, increasing the velocity around the droplets, increasing the vaporization 
rate, accelerating the transition from liquid to combustible mixture, and therefore 
decreasing the flame spreading angle. This would agree with the elaborate theo-
retical discussion of Sirignano [139] on characteristic timescales of the individual 
combustion chamber processes. He basically identified vaporization (rate) as the 
only possible candidate for driving combustion instability because the characte-
ristic timescale of only vaporization has the same order of magnitude as the 
acoustic oscillations. 
The response of the combustion zone to acoustic oscillations, and the interaction 
between the imposed acoustic field and the intensity field will be elaborately dis-
cussed in Chapter 7. 

6.3 Intensity fluctuations 

6.3.1 Global analysis, large window method 

The OH-, or flame intensity describes where combustion takes place, or heat is 
released. Experience shows that the flame intensity recorded during tests without 
external excitation do not show eigenfrequencies. This was verified by analyzing 
the frequency spectrum of the flame intensity of two tests, with similar operating 
point, but one with and the other without external excitation. The PSDs are 
shown in Figure 6.9 and Figure 6.10. As was described in section 4.1.3, two me-
thods for intensity analysis were applied. For this purpose, the large window (see 
Figure 4.6) was used. Only Figure 6.10 shows a significant peak at the 1T-
frequency. All peaks in Figure 6.9, as well as the peak in Figure 6.10 at 3.2 kHz 
are too sharp to be resonance peaks and have been proven to be camera settings 
related artifacts that cannot be avoided. 
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Figure 6.9: Sample PSD of flame intensity, without external excitation,            

 

 
Figure 6.10: Sample PSD of flame intensity, with external excitation,            

2ω Analysis 
Knapp [80], [81], [82] assumed that for velocity coupling between combustion and 

the acoustic field, combustion responds to the magnitude of the velocity, hence 
should show a signal at double the excitation frequency (in this case at 1T-
frequency). He argues that it is irrelevant whether the reacting molecules are 
excited by the velocity in upward or in downward direction (for θ     ) for them 
to respond to the velocity wave. This principle is illustrated in Figure 6.11, which 
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shows a wave of acoustic velocity (sine-wave), and the absolute value of the veloc-
ity. The magnitude of the velocity physically is a periodic signal with a frequency 
twice that of the velocity wave. Hence, if coupling were to occur through velocity, 
following this interpretation, combustion response should have a frequency twice 
the 1T-frequency. 
The temporal structure of the global intensity (large window method) illustrated 
with the PSD in Figure 6.10, shows that there exists no response at double the 
1T-frequency. Hence, it can be concluded that velocity coupling with the magni-
tude of the velocity does not occurs. 
 

 
Figure 6.11: Relation between acoustic pressure and velocity 

6.3.2 Local analysis, small window method 

As an example of the behavior of the intensity throughout the flame, the variation 
of the local mean intensity of the flame analyzed with the small window method 
(see section 4.1.3, Figure 4.7) is shown in Figure 6.12 and Figure 6.13. They 
show the variation of the mean intensity in x- and y-direction respectively. The 
data is taken from a test, with external excitation with an angular position of the 
SN of 90° with respect to the injector axis. Figure 6.12 shows that the intensity 
directly next to the spray axis (black line) is at some coordinates lower than fur-
ther away from the spray (blue and red lines). Surely, in the spray most volume is 
taken by the liquid jet, and therefore cannot combust to produce heat. This is 

substantiated by the distribution in y-direction, in Figure 6.13. Most sections 
show a sharp decrease around the middle coordinates, exactly where the liquid 
spray is. 
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Figure 6.12: Variation of mean intensity in x-direction, at several y-values 

 

 
Figure 6.13: Variation of mean intensity in y-direction, at several x-values 

Normalized intensity fluctuations 
Since, in the first place, the intensity is measured to compute a response factor, 
see section 2.5.3, the spatial distribution of the normalized intensity fluctuations 
must be determined. The normalized intensity fluctuation (see section 4.1.3 on 
data reduction),      , was defined as the measured intensity fluctuation divided 
by the mean intensity (4-8). 
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So, for every window a „measured‟ intensity fluctuation is determined by averag-
ing over the pixels in that particular window. This yields a set of time dependent 
intensity signals, for every window one signal. The mean is then determined for 
every window individually by time-averaging the signal. Finally, this local mean is 
subtracted from the local signal to yielding the local intensity fluctuation (  ) per 
window, which is then divided by again the mean. 
From here on normalized intensity fluctuation or intensity fluctuation will be 
used interchangeably. Generally, as for the dynamic pressure, the 1T-frequency 
is determined through an FFT procedure. And the       signal is then filtered to 

clean up the signal.  
So, for every window, this quantity is calculated, and inserted in the surface plot 
shown in Figure 6.14. The data is taken from a test with the secondary nozzle at 
90° from the injector, measured clockwise, and the injector sits on the south-
west side (SN at northwest side). Note that in this plot the maximum amplitudes 
of the fluctuations are shown, so the absolute value of the deviations from the 
mean. This plot clearly shows the concentration of reaction zone around the LOx-
jet, which corresponds to the red concentration in the 2D false colors image of 
the same test shown in Figure 6.4. 
 

 
Figure 6.14: Surface plot of normalized intensity fluctuation 

 
Additionally, the small window method was applied for an unexcited flame as 
well, to determine and compare the normalized intensity fluctuation distributions 
between tests with and without external excitation. Since an FFT does not show 
any resonance for the unexcited flame, the       signal was band pass filtered 
around the 1T-frequency determined from the dynamic pressure signals of the 
same test. An example of such an intensity field for the same test without exter-
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nal excitation, which was investigated with the large window method in the pre-
vious section, is shown in Figure 6.15. It does not show any structure whatsoever 
and a temporal dependence is also absent, which was also illustrated with the 
PSD shown in Figure 6.9. 
 

 
Figure 6.15: Sample of intensity field without external excitation 

 

 
Figure 6.16: Sample of intensity field with external excitation (     ) 

 
Figure 6.16 shows the intensity field of the test with external excitation with 
     . This example obviously shows a very clear spatial structure, which is in 
accordance with the resonance peak previously shown in Figure 6.10. It clearly 
illustrates that the normalized intensity fluctuations possess a maximum in the 
upper section when a minimum exists in the lower section. The temporal struc-
ture will be shown in the next section. 



Chapter 6. Experimental Results: Optical Diagnostics 120 

 

 

Effect of angular position of the SN, with external excitation 
In a similar way as for the analysis of the dynamic pressure, the energy of the 
intensity fluctuation was investigated to determine the effect the angular position 
of the secondary nozzle (SN). An approach as systematic as for the dynamic pres-
sure fluctuations is not possible for the intensity fluctuations because only 1 
high speed recording could be made of every combination of operating point and 
angular position of the SN. The energy of the fluctuation is analyzed  by compar-
ing the PSD of several tests with identical operating point but varying angular 
position of the SN (compare the NPSD analysis and discussion in section 5.1.3 
for the dynamic pressure). The positions 5 and 13 (see section 3.1.2) are again 
both considered to make an angle relative to the injector axis of 90°. Position 9 
and 11 make angles of 180° and 135° respectively. 
The intensity fluctuations were analyzed with both the global (large window) and 
the local (small window) method. Because the global analysis yielded qualitatively 
the same results as the local analysis with respect to the effect of the angular 
position of the SN, it will not be further discussed. For the local analysis, two 
procedures were followed, which are illustrated in Figure 6.17. This figure shows 
the analysis grid (small window method) with a roughly estimated position of the 
nodal line (dashed lines) for three angular positions of the SN, green for      , 
yellow for        and red for       , and three circled small windows in cor-
responding colors. 
 

 
Figure 6.17: Illustration of two procedures for analysis local intensity fluctuations 

 
The first method consisted of selecting these windows such that they have the 
same relative position to the nodal line of the acoustic field for all three angular 
positions of the SN. Of course, the selected windows represent different regions of 
the combustion zone, so, in the second procedure, only one window (circled in 
green) was analyzed for the three angular positions of the SN. Both procedures 
produced results that were qualitatively very similar. Therefore, only the results 
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of the second procedure are shown. The normalized PSD of the OH-intensity for a 
test with       is shown in Figure 6.18. For        and       , the PSD is 

shown in Figure 6.19 and Figure 6.20 respectively. Comparing the three figures 
illustrates the effect of external excitation on the normalized intensity fluctua-
tions. External excitation with       yields the highest response in the intensity 
fluctuations, and 180° yields the smallest response. 
 

 
Figure 6.18: PSD of OH-intensity with angular position of the SN       

 

 
Figure 6.19: PSD of OH-intensity with angular position of the SN        
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Figure 6.20: PSD of OH-intensity with angular position of the SN        

 
This behavior is supported by the image sequences shown in Figure 6.21. These 
sequences show the temporal development of the intensity field for each of the 
three angular positions of the SN. 
Also here, the 90° case exhibits the most pronounced temporal structure and the 
180° case the least pronounced structure. The response of the flame to external 
excitation with an angular position of the SN of        again lies in the middle. 
The spatial structure is also illustrated in these figures. For an angular position 
of      , the spatial structure possesses a very clear line of symmetry on the 
spray axis, perpendicular to the axis of the SN. For        and        the 

spatial structure becomes less pronounced, even though the symmetry line is 
still oriented facing the secondary nozzle. As for the temporal structure, the 
structure is strongest for      , and weakest, if at all present, for       . 
In Figure 6.22, Figure 6.23 and Figure 6.24, the spatial distribution of the in-
stantaneous intensity fluctuations at several subsequent moments in time is 
presented (and a continuous time evolution in the corresponding video), which is 
important in order to determine where in the combustion chamber the flame 
responds strongest with respect to the acoustic field. The highest fluctuations are 
illustrated in red and the lowest fluctuations in blue. In these figures, the abso-
lute value of the fluctuations is shown. These figures, as well, show that a spatial 
structure is most pronounced for excitation from      , and least to non-
existent for       . The spatial and temporal structures of the normalized in-

tensity fluctuations in relation to the acoustic field are extensively discussed in 
Chapter 7. 
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Figure 6.21: Temporal development intensity field for       (left), for        (middle), for 

       (right) 
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Figure 6.22: Spatial distribution of intensity fluctuations       

 

 
Figure 6.23: Spatial distribution of intensity fluctuations        

 

 
Figure 6.24: Spatial distribution of intensity fluctuations        
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7 Experimental 

Results: 

Interaction and 

Combustion 

Response 

This chapter covers the analysis that compares the temporal evolution of the 
spatial structure of the acoustic field in the CRC with the temporal evolution of 
the flame intensity field‟s spatial structure. The first important aspect of this 
analysis is localizing the high amplitude intensity fluctuations in space in rela-
tion to the acoustic field in order to establish whether pressure or velocity coupl-
ing is more likely. This analysis is presented in section 7.1. The second important 
aspect is the calculation of the phase shift between the acoustic signal, which 
consists of either the dynamic pressure oscillations or the corresponding velocity 
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oscillations, and the intensity oscillations, in order to determine the combustion 
response. In section 7.2, the combustion response is elaborately discussed and is 
concluded with a quantification thereof by means of the response factor (includ-
ing the temporal evolution of its spatial distribution in the CRC) and time delay. 
This analysis should also enlighten the discussion whether velocity coupling is 
„just‟ more dominant than the pressure driven mechanism, or really the only one 
mechanism present. 

7.1 Interaction of acoustic field and 
combustion 

The acoustic field has two components, pressure and velocity. The dynamic pres-
sure signal is measured with the pressure transducers mounted to the CRC wall. 
From these pressure signals, the complete wall pressure distribution is derived, 
and from the wall pressure distribution the entire dynamic pressure field in the 
combustion chamber is extrapolated. The velocity component of the acoustic field 
is directly coupled to the pressure component through equation (7-1), which was 
derived in section 2.3, and is calculated using the pressure field as input (see 
section 4.1 on data reduction). 
 

 
As was shown in section 6.3.2, the intensity does not show significant spatial 
structure for tests without external excitation. It will nonetheless be briefly dis-
cussed here in comparison with the acoustic field in section 7.1.1. The significant 
spatial and temporal structures of the intensity field for tests with external exci-
tation are then more elaborately discussed in section 7.1.2. 

7.1.1 Relation of acoustic field and intensity field, 
without external excitation 

The image sequence in Figure 7.1 shows the temporal evolution of the acoustic 
pressure and velocity field simultaneously with the intensity field of the flame 
emission in the left, middle and right columns respectively (Video 3). The time 
step between images is a quarter period,        ms. As mentioned, the intensity 
field‟s spatial structure seems stochastic in nature. Looking more closely reveals 
that there indeed exists a minor temporal dependence. The spatial structure does 
not seem to change at all, but it does show a fluctuation, even though the ampli-
tude is very low. 
The arrows that display a velocity field in the figures following, denote the direc-

tion of the flow. For one image, they can be used as a quantitative measure for 
the velocity, but because the arrows are scaled for every time step individually, 
they cannot be compared with other instants in time. 

              
 

  
     θ      (7-1) 
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Figure 7.1: Temporal evolution of the acoustic field and the intensity field (       ms) 
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They more or less denote the relation of the local velocity to the rest of the veloci-
ty field. This explains why the magnitude of the velocity seems to not become 
zero at a pressure anti-node. This effect is amplified by the fact that it is very 
likely that the pressure anti-node lies between two measurements and had to be 
interpolated across, hence there will always be a pressure gradient, even when 
it‟s infinitesimally small, and therefore the arrows will „flip‟ from one side to the 
other without becoming smaller when passing the pressure anti-node. 
The 1T-mode without external excitation (see section 6.3) was investigated with 
respect to a correlation with the intensity oscillation‟s amplitude but none was 
found. From section 6.3 is also known that the frequency spectrum of the inten-
sity fluctuation does not show any frequency accumulation (Figure 6.9) at the 1T-
frequency that the acoustic pressure shows, which physically means there is no 
eigenfrequency in the intensity signal, or at least not more dominantly present as 
any other frequency, and the intensity fluctuation mainly consists of general 

noise. So, it must be concluded that the observed temporal dependence is visible 
only because of filtering of the signal. 

7.1.2 Relation of acoustic field and intensity field with 
external excitation 

In chapter 5 and 6 respectively, was shown that external excitation has a signifi-
cant effect on the dynamic pressure fluctuations and flame characteristics. The 
energy content of the fluctuation correlates strongly with the angular position   

of the SN and is large for excitation perpendicular to the spray axis (     ) and 
small for excitation parallel to the spray axis (      ), see section 5.2.2. The 
flame angle experienced a decrease due to external excitation, confining combus-
tion to a smaller space. All results indicate that the structure of the velocity field 
might play a bigger role than that of the pressure field. The temporal evolution of 
both acoustic pressure and velocity fields are compared with the intensity field in 
Figure 7.2, Figure 7.3 and Figure 7.4 (Video 4, Video 5 and Video 6) for external 
excitation from 90°, 135° and 180° respectively (injector on the left, and   meas-

ured CW from the injector axis). Figure 7.2 to Figure 7.4 show 1 period of oscilla-
tion. These image sequences display the acoustic pressure oscillations in the left 
column, the velocity oscillations in the middle and the intensity oscillations on 
the right. The time step between the images in one series is about a quarter pe-
riod, in this case        ms. Note that the scaling varies from one figure to the 
next. 
The nodal line of the pressure field perpendicular to the SN-axis is shifted and 
bent towards the secondary nozzle, and at the same position the velocity has its 
anti-node. The intensity field as well shows a full period of fluctuation, but its 
symmetry line around which the intensity fluctuates is not as strongly affected by 
the position of excitation. It seems to not bend like the pressure nodal line, but 
merely rotate towards the secondary nozzle. The intensity field of a test without 
external excitation does not have a symmetry line at all and the spatial structure 
of the intensity of tests with external excitation shows a symmetry line most 
clearly for the angular position perpendicular to the spray axis,      . For all 
three angular positions of the SN, the symmetry line of the intensity field does 
not coincide with the nodal line the pressure field.  
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Figure 7.2: Acoustic field vs. Intensity field for       (       ms) 
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Figure 7.3: Acoustic field vs. Intensity field for        (       ms) 
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Figure 7.4: Acoustic field vs. Intensity field for        (       ms) 
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This is relevant for the calculation of the response factor because it causes a 
phase shift between pressure and intensity, and will be discussed in more detail 
in section 7.2. 
Comparing the orientation of the pressure and velocity field with the intensity 
field that basically defines the combustion zone, it is clear that the pressure 
node, and consequently the velocity anti-node, lies directly in the combustion 
zone for       and moves further away from the combustion zone for excitation 

for        and       . The highest amplitudes of the acoustic and intensity 
fields, hence the strongest interaction between acoustics and combustion, occur 
for      , so this is again substantiating evidence for what was found in earlier 
discussions that velocity is the dominant candidate for the coupling mechanism. 
An additional argument for velocity coupling was found, at least conclusively for 
     , when analyzing the amplitude of the fluctuations itself. The amplitudes 

are normalized with appropriate quantities is they are used in the response fac-
tor, see section 7.2.4. In Figure 7.5, Figure 7.6 and Figure 7.7 (see Video 7, Video 
8 and Video 9) the sequences show the evolution of the amplitude of the pres-
sure, velocity and intensity oscillations for the three angular positions of the SN 
respectively. This amplitude, the maximum deviation from the average, was de-
termined for every half period and by definition always positive. The temporal 
dependence of the fluctuation is now lost, but therefore the temporal evolution of 
the amplitude (larger timescale) can now be investigated more clearly. Figure 7.5 
to Figure 7.7 show a time interval representative for 20 periods of oscillation (5 
periods per time step,      ms, with again pressure, velocity and intensity in 
the left, middle and right columns), and one can see the dynamics of the local 
intensity when it moves through the combustion chamber. This behavior could 
be explained by a-periodic emerging of large ligaments that move downstream of 
the injector while burning intensely. These so-called flame balls have been ob-
served for LOx/H2 spray flames in the CRC by Knapp [37]. 
 
The most important aspect of these image sequences is the location of the high-
est intensity amplitude, which for all 3 angular positions of the SN could be ex-
plained with velocity coupling when superficially looking at the images, but look-

ing more carefully, one should include pressure driven mechanisms as well. At 
      , the highest concentration is directly on top of the pressure nodal line or 
in the velocity anti-node. There is no question what mechanism is most domi-
nantly present here, it is velocity coupling. For        the highest intensity 
fluctuations might not be at the velocity anti-node but at the injector, but that 
could be due to the lower concentration of combustible mixture (larger distance 
from the injector) at the velocity anti-node. Nevertheless, one can see very clearly 
the presence of higher amplitudes around the velocity anti-node. The region in 
the upper right corner of the image can, on the other hand, not conclusively be 
explained with velocity coupling. The velocity in this region is decreasing, so why 
would there be an increase in response all of a sudden, especially because in this 
region there is hardly any combustible mixture left. The pressure amplitudes 
though have sharply increased here, and could be the cause of this phenomenon, 
which would indicate that a pressure driven mechanism is at work here. The 
intensity for        shows a fairly unclear picture because the spatial structure 

is relatively weak and not very consistent over time.  
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Figure 7.5: Temporal development of the amplitude of the fluctuation for       (     ms) 
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Figure 7.6: Temporal development of the amplitude of the fluctuation for        (     ms) 
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Figure 7.7: Temporal development of the amplitude of the fluctuation for        (     ms) 
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The intensity shows a high concentration directly at the injector, which can be 
expected since there is much combustion going on here, and islands of high con-
centration emerge on the spray axis, in the middle of the combustion chamber, 
and located on top of the velocity anti-node. So far, it might still be velocity 
coupling being active. But on the right, where the concentration of combustible 
mixture has become low, an region emerges where the intensity has higher am-
plitudes even though the velocity amplitude is rapidly decreasing. The region in 
the vicinity of the injector could also be explained by the presence of the pressure 
anti-node. So, for       , the arguments for pressure coupling outweigh those 

for velocity. 
An additional point to be made with these sequences of the evolution of the am-
plitude, is that it can be beautifully seen that the amplitude of the intensity fluc-
tuations goes down with decreasing acoustic amplitudes, for all three cases. 
 
The maxima of the amplitudes of pressure (velocity is omitted because it scales 
linearly with the pressure) and intensity, as a function of the angular position of 
the SN, are summarized in Table 7.1, and illustrated in Figure 7.8 (note that the 
signals are narrowly filtered, hence the very low amplitudes). 
 
Table 7.1: Maxima of amplitudes of acoustic pressure and intensity 

     [bar]                     

    [mbar] 60 25 8 

       [%] 1.28 0.53 0.19 

     [%] 10 5 2.5 

 

 
Figure 7.8: Maximum normalized amplitude of acoustic pressure and intensity as a function 
of   
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7.2 Combustion response 

This section presents the more in-depth analysis of the relation between the 
acoustic pressure and velocity fields and the flame intensity field. Especially the 
phase between either of the acoustic components‟ signals and the intensity signal 
is of interest, because of the Rayleigh criterion and the response factors derived 
from it. The Rayleigh criterion (7-2) and response factors for pressure (7-3) and 
velocity (7-4), as defined by Sliphorst [142], [143] are repeated here for convenience. 
 

 

 

 
In the comparison in the following sections, the analysis with respect to pressure 
(section 7.2.1 and 7.2.2) is presented independently from velocity (section 7.2.3) 
due to the complexity of the matter, after the discussion of the case without ex-
ternal excitation. This sub-chapter concludes with the analysis of the temporal 
structure and spatial distribution of combustion response (section 7.2.4), plus a 
quantification of the time delay (7.2.5) between the maximum of the acoustic 
fluctuation and the intensity fluctuation. 

7.2.1 Phase relation between acoustic pressure and 
flame intensity, without external excitation 

The acoustic field without external excitation shows a clear structure, for pres-
sure as well as velocity. But the eigenmode is a general rotating wave as opposed 
to the standing wave for the cases with secondary nozzle, which could also be 
seen in Figure 7.1 to Figure 7.4. The flame intensity did not possess any well-
defined, stable spatial structure, so, consequently, one would not expect a cohe-
rent phase relation between either of the acoustic signals and the intensity sig-
nal. This is supported by the phase-field shown in Figure 7.9. The development of 
the amplitudes of the oscillations, as in the previous section, is omitted here 
because it is irrelevant for the phase relation. Also, only the pressure oscillation 
is shown because the acoustic velocity component is only 90° phase shifted rela-
tive to the pressure and would not influence the stochastic distribution of the 
intensity field which causes the absence of structure in phase-field. 
 

         

 

  

 

   (7-2) 

   
     

     
      (7-3) 

   
     

     
      (7-4) 
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Figure 7.9: Phase relation (right) between acoustic pressure field (left) and intensity field 
(middle), Video 10 

 
As mentioned, the phase-relation has a stochastic distribution, and it must be 
concluded that without external excitation, there is no acoustic field present of 
which the fluctuations contain enough energy to significantly (measurably) mod-
ulate the combustion processes for any kind of coupling to occur, let alone to 
trigger and sustain instability. So, calculating a response factor for a test without 
external excitation for either pressure or velocity is therefore as well omitted. 

7.2.2 Phase relation between acoustic pressure and 
flame intensity, with external excitation 

In the discussion on the relation between the acoustic field and flame intensity 
field (section 7.1.2) it became clear that not only the acoustic fields have a clear, 
stable spatial structure, but the intensity field possessed an obvious and con-
stant structure as well. In the following, the phase analysis is elaborated by dis-
cussion of the phase-field. The phase-field resulting from the comparison be-
tween intensity and acoustic pressure signals is the most important in the Ray-
leigh criterion and the response factor, and will therefore be discussed first. 
The acoustic pressure field contains a nodal line, which implicitly means that 
there exist two regions in the pressure field with different phases. Above the nod-
al line, the phase is always 180° (half of an acoustic period) phase shifted with 
respect to the region below the nodal line. This is illustrated in Figure 7.10, 
where for simplicity the phase above the nodal line is set to zero, and N denotes 
the position of phase transition (Nodal line). Similarly, the intensity field contains 
a symmetry line around which it fluctuates, which could be interpreted as the 
intensity nodal line. Analogue to the pressure, the phase of the intensity above its 
„nodal‟ line is 180° phase shifted with respect to below the nodal line, as illu-
strated in Figure 7.11 with S denoting this symmetry line. The geometry of the 
pressure field in the CRC with secondary nozzle is not symmetric across the nod-
al line anymore (see section 2.2.2), which is confirmed by the asymmetrical nodal 
line position in the pressure field. Now comparing Figure 7.10 and Figure 7.11, 
and especially the position of the lines N and S, there exists a region where the 
phase of the pressure has jumped 180°, and the intensity has not yet, causing a 
small region in the phase-field with a large phase shift with respect to the sur-
rounding regions, which is also illustrated in Figure 7.12. 
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Figure 7.10: Pressure signal and nodal line 

 

 
Figure 7.11: Intensity signal and symmetry line 

 

 
Figure 7.12: Phase relation due to nodal line of pressure field not coinciding with symmetry 
line of intensity field 

 
The phase-field for three angular positions of the SN with the pressure and in-
tensity fields it was derived from is shown in Figure 7.13 to Figure 7.15. The 
phase shift behavior just described is clearly shown, for all 3 angular positions. 
For clarity, the nodal and symmetry line for pressure (N) and intensity (S) respec-
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tively are shown as well. It is again obvious that the intensity field‟s structure 
does not completely rotate towards the secondary nozzle for the 135° excitation, 
even though it seems to do just that for 180°. But all positions show the remark-
able phase shift region due to the pressure nodal line and intensity symmetry 
line not coinciding. If pressure were to be the dominant coupling mechanism, one 
would at least expect the nodal lines of the intensity field and the pressure field 
to occupy the same space and follow the same direction, especially in those re-
gions of large intensity amplitudes. Since they do not, velocity coupling is more 
likely. 
 

 
Figure 7.13: Phase relation (right) between pressure field (left) and intensity field (middle) for 
     , Video 11 

 

 
Figure 7.14: Phase relation (right) between pressure field (left) and intensity field (middle) for 
      , Video 12 

 

 
Figure 7.15: Phase relation (right) between pressure field (left) and intensity field 
(middle) for       , Video 13 
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7.2.3 Phase relation between acoustic velocity and 
flame intensity, with external excitation 

Based on the findings in the previous chapters that velocity is the more likely 
candidate for driving the coupling mechanism, the phase between acoustic ve-
locity and intensity is also very important, because it quantifies the time delay 
[143] between the mechanism being active, and combustion responding to it. As 
opposed to the pressure, the velocity field does not have a nodal line. Hence, 
there cannot possibly exist such a double phase jump region as for the pressure. 
Figure 7.16 to Figure 7.18, which show the phase field and the velocity and in-
tensity fields it was derived from, confirm this.  
 

 
Figure 7.16: Phase relation between velocity field and intensity field for      , Video 14 

 

 
Figure 7.17: Phase relation between velocity field and intensity field for       , Video 15 

 

 
Figure 7.18: Phase relation between velocity field and intensity field for       , Video 16 
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And even though the spatial structure of the intensity field becomes weaker and 
the amplitudes becomes smaller when increasing   from 90° to 135° and 180°, 

the phase field for all cases show the same character. The phase jumps 180° 
when passing across the intensity symmetry line. That behavior can be ex-
plained, before going into the physical meaning of the phase field, by how the 
phase is determined. By calculating the cross-correlation between the velocity 
and intensity signal, it is determined how „similar‟ the two signals are. The cross-
correlation finds how much the intensity signal must be shifted to best match the 
velocity signal, and the result is the phase shift between the two. Since the veloci-
ty has the same phase in the entire field (absence of nodal line), and the intensity 
field contains a symmetry line, and therefore the signals from above and below 
this line, for       (or right and left, for       ), are in anti-phase, it is inhe-
rent to the operation that the cross-correlation finds that the phase between the 
velocity and intensity on one side of the symmetry line is 180° phase shifted with 
respect to the phase on the other side of the symmetry line. This is illustrated in 
Figure 7.19, where three signals are plotted from a test with      . 
 

 
Figure 7.19: Comparison phase determination on both sides of the intensity symmetry line for 
      

 
One velocity signal (entire field has the same phase, in blue), and two intensity 
signals, from above (in red) and below (in black) the intensity symmetry line are 
shown. With respect to the response factor this phase shift is irrelevant, but in 
determining the time delay (see section 7.2.5), the phase found by the cross-
correlation must be taken with caution. Physically the phase denotes the time 
delay (or lag) between the response of the flame and the mechanism being active. 
Since it is a time delay denoting how much later the response comes after the 
mechanism, it is physically impossible to be positive because that would imply 
the response comes before the mechanism. The response of the flame in the bot-
tom half of the combustion chamber to the upward direction of velocity (positive) 
is the decreasing intensity. Hence, in the bottom half of the combustion chamber, 
it is the phase between positive velocity and negative intensity that must be used 



143 7.2. Combustion response 

 

for physical interpretation with respect to the time delay. This phase can be 
found by subtracting the phase found by the cross-correlation,   , from π, or just 

by taking the phase in the upper half of the combustion chamber,   , which is 
identical (       ). 
According to the previous consistent argumentation for      , with respect to 
the phase determination and modification, the phase should be negative and 
constant on both sides of the intensity symmetry line, for all  . But after closer 

analysis of all fields, one must at least doubt that the same coupling mechanism 
is active in all three cases. For      , the convective motion imposed by the 
velocity field transports combustible gas into the combustion zone above the 
intensity symmetry line yielding an increase in intensity, and at the same time 
taking gas away from the combustion zone below the intensity symmetry line 
yielding a decrease in intensity. But for        this argument cannot be valid, 
because the convective motion transports the gas parallel to the combustion zone 
in the entire combustion chamber. Such physics cannot possibly cause a phase 
jump as found by the cross correlation because the response to the mechanism 
should be the same in the entire field. But when considering the phase relation 
between the acoustic pressure and intensity (see Figure 7.15), but especially the 

similarities between the geometry of the pressure and intensity fields, one must 
conclude that, even though the pressure nodal line and intensity symmetry line 
do not exactly coincide, a pressure driven coupling mechanism is the more likely 
candidate for       . For        it seems that both arguments could hold up 
because there is definitely a vertical convective motion that transports gas in and 
out of the combustion zone, where the vertical component of the velocity is much 
smaller as for      , hence the smaller amplitudes, but also the pressure driven 
mechanism could be more dominantly active here when considering the higher 
response region in the upper right corner of the intensity field. 

7.2.4 Response factor 

Originally, Heidmann [66] based the response factor on the Rayleigh criterion, 
containing the integral of the product of pressure and heat release fluctuations 
over the volume of the combustion chamber. If using a response factor to quanti-
fy the stability of a combustion chamber, one must then of course calculate the 
response factor in the entire combustion volume. On the other hand, the re-
sponse of the flame can also be studied locally to learn more about what regions 
are the most sensitive, hence what combustion chamber processes are dominant-
ly responsible for driving instability. The response factors (7-3) and (7-4) are 
therefore analyzed locally before determining the global stability by integrating 
over the volume to find the global response factor   , through equation (7-5). 
 

 
In (7-5)   denotes the local response factor of either pressure,    (7-3), or veloci-

ty,    (7-4). Since the experiment only allows line-of-sight-measuring of the OH-
emission of the flame, it is assumed that the OH-intensity occurs in the same 

       

 

 (7-5) 
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plane as the pressure sensors are in, reducing (7-5) to an integral over a surface 
(or a plane). 
 

 
The response factor roughly consists of a scaling factor describing the coupling 
mechanism and a phase relation describing the temporal dependence between 
heat release and acoustic pressure of the Rayleigh integral. The scaling factor is 
the ratio between the normalized amplitudes of the flame intensity (heat release) 

and pressure or velocity. The signal of normalized amplitudes has one value per 
cycle and is not continuous, even though the variations from cycle to cycle are 
minimal. To generate a more „continuous‟ signal, it is necessary to interpolate for 
all time steps between two values of normalized amplitudes. The phase relation 
was determined in the previous section and would not cause any issues. The 
scaling factor on the other hand does when the pressure response factor is tar-
geted. The normalized pressure fluctuation becomes zero at the nodal line, and 
assuming pressure coupling, the intensity should too. Both should happen at the 
same physical position (nodal line) which makes the analysis of the pressure 
response factor difficult. Considering the turbulent nature of the flow, the re-
sponse to external excitation may become zero at the nodal line, the intensity 
fluctuations will still be a finite quantity, and therefore force the scaling factor to 
diverge. Also, the intensity was analyzed with the small windows which averages 
in space. This cannot be avoided, even if every single pixel were to be analyzed 
because a pixel as well has a finite width and is not an infinitesimally thin line as 
the nodal line is. The result is therefore that for coordinates in the vicinity of the 
nodal line where the pressure is very small, the intensity could still be signifi-
cantly high to cause the response factor to become very large. This is true even if 
the pressure nodal line and the intensity symmetry line perfectly align, and they 
do not. The phase analysis in the previous section showed that for all three angu-
lar positions of the SN, the pressure nodal line and intensity symmetry may 
share a certain space, but are definitely not at the same position. This fact caus-
es the very large values for the pressure response factor shown in Figure 7.20 to 
Figure 7.23, and it must be concluded that, even though there are indications 
from the phase analysis for pressure coupling for the two angular positions other 
than      , pressure coupling is definitely not the only mechanism at play. If it 
were, the pressure nodal line and intensity symmetry line should at least be 
coinciding within the analysis resolution (small windows defined coordinates, 1x1 
cm2), even when considering the pressure field is extrapolated from wall mea-
surements, but the discrepancy is too large to be disregarded. The figures show 
the amplitudes of the acoustic pressure on the left, flame intensity in the middle, 
and the pressure related response factor is shown on the right. Note that the 
scaling of the four figures is different. 
The pressure response factor distributions in the 4 figures all contain a similar 
spatial structure. There are high absolute values where the pressure nodal line 
is, and the rest of the field is close to zero. This result is inconclusive whether 
pressure coupling can be confirmed or not.  

       

 

 (7-6) 
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Figure 7.20: Pressure response factor without excitation, Video 17 
 

 
Figure 7.21: Pressure response factor for      , Video 18 

 

 
Figure 7.22: Pressure response factor for       , Video 19 

 

 
Figure 7.23: Pressure response factor for       , Video 20 
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Figure 7.24: Velocity response factor without excitation, Video 21 

 

 
Figure 7.25: Velocity response factor for      , Video 22 

 

 
Figure 7.26: Velocity response factor for       , Video 23 

 

 
Figure 7.27: Velocity response factor for       , Video 24 
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In Figure 7.24 to Figure 7.27 the normalized amplitudes of the velocity and in-
tensity oscillations (left and middle) as well as the velocity response factor field 
(right) are shown [143]. 

For comparison, the videos showing the fluctuations (opposed to the amplitudes) 
and the response factor are included as well for all 8 cases discussed here, Video 
17b to 24b. 
Obviously, the range for the pressure response factor is unrealistically large. To 
illustrate a more sensible range, the value of the pressure response factor, for the 
case θ     , for all coordinates is shown in Figure 7.28, at one single instant in 
time. The distribution is typical for all instants in time. The x-axis denotes the 
numerical identification of the coordinates, as illustrated in section 4.1. Ignoring 
the large values around the nodal line (the coordinates numbered roughly 20 to 
50), the pressure response factor is in the order of unity.  
 

 
Figure 7.28: Instantaneous pressure response factor distribution 
 
The response factor field without external excitation displays a similar stochastic 
distribution as the phase and intensity fields. The magnitude of the response 
factor seems to reach the highest local values compared to the cases with excita-
tion, but this can be explained by the low acoustic amplitudes and the non-
negligible intensity amplitudes. Integrated over the volume, the response factor 
seems negative due to the large area around or below zero, but the small areas 
with extreme values cause the response factor to still be positive, see Table 7.2. 
For the three cases of external excitation, the response factor field becomes less 
structured when the angular position changes from       to        and 
      . But, the magnitude of the response factor, at least locally, seems to 

increase. Also here, the same argument holds as for the case without excitation 
namely that the acoustic amplitude becomes smaller quicker than the intensity 
amplitude.  
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Table 7.2: Global velocity response factor 

Response 
factor,  RF 

No excitation 
External excitation 

                    

mean 4.48 1.61 1.96 -4.72 

rms 6.5 1.7 70 1408 

std 4.79 0.22 70.75 1408 

 
The time averaged global response factor for all cases with relevant statistics (rms 
and standard deviation, std) with respect to the time averaging is summarized in 
Table 7.2. The typical „duration‟ of resonance (during excitation) is about 100 ms. 
For comparison, such a time interval is selected for the case without excitation as 
well. The statistics are determined after the global response factor is calculated 
first, so integrated over the volume for every time step to calculate the time de-
pendent global response factor (spatial mean), and then compute the mean, root 
mean squared and the standard deviation. 
From Table 7.2 can be learnt that for      , the magnitude of the time-averaged 

global response factor is the smallest, but the statistical scatter is also very small 
meaning that the value is stable and trustworthy. For the other cases, especially 
for        and       , the statistics show that the data with respect to the 
response factor is fairly inconclusive and more work needs to be done to shed 
some light on what phenomena are responsible for this behavior. 

7.2.5 Time delay 

In determining the response factor, the phase between acoustic field and intensi-
ty field plays an important role. Since it was found that velocity coupling is the 
most likely, the analysis is taken a step further and the phase between acoustic 
velocity and the intensity is used to calculate how long combustion needs to re-
spond to an acoustic wave. This time delay may yield a better idea what 
processes are important in sustaining combustion instability [143]. The time delay, 
  , is found by combining the phase shift between velocity and intensity,   , and 
the length of the acoustic period, T. So, that part of the acoustic period that the 

combustion response needs to reach its maximum multiplied with the length of 
the acoustic period gives the time delay. 
 

 
The time delay is calculated during resonance because if there is a coupling me-
chanism active, it is guaranteed to be present then. Also, it is physically sensible 
to look at the time delay in a small domain of the combustion chamber where the 
flame response is the highest, because here the coupling mechanism will be most 
dominant. To prevent local occurrences (in space and/or time) to strongly influ-
ence the result, 5 coordinates (local analysis, small window method, see section 
4.1.3) with the largest normalized magnitude flame response (as used in the re-
sponse factor), as shown in Figure 7.29, are selected to determine the time delay. 
But before the time delay is actually calculated, the phase itself is looked at more 
closely. 

   
  

  
  (7-7) 
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Figure 7.29: Selected region for analysis time delay 

 
In Figure 7.30 a velocity and intensity signal of a test with external excitation 
with      , as well as the phase between the velocity and intensity,   , at one of 
the coordinates are plotted. It is well visible by the increasing amplitudes of ve-
locity and intensity that the excitation frequency approaches the eigenfrequency 
and resonance starts to kick in shortly after        ms. The evolution of the 

phase    shows a slow increase over time combined with fairly large variations, 
but as soon as resonance hits, the phase remains constant and the variations are 
practically negligible, this is illustrated with the black trend lines in Figure 7.30. 
After about 100-150 ms, the excitation frequency „leaves‟ the resonance domain 
and the phase starts slowly increasing again and also with slightly higher varia-
tions. It is likely that the increasing phase is caused by the ramp of the excitation 
frequency that the intensity follows, until resonance is reached and the acoustic 
and heat release fluctuations are locked in their feedback loop described by the 
Rayleigh criterion (Figure 2.10), with constant frequency and phase. 
 

 
Figure 7.30: Temporal evolution velocity, intensity and phase 
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The feedback loop is broken when the excitation frequency diverts too far from 
the eigenfrequency and the phase starts following the excitation frequency again. 
Figure 7.31 shows the same temporal evolution of the signals and the phase, but 
in a small time interval, to illustrate how constant the phase is during several 
acoustic periods. 
 

 
Figure 7.31: Short interval temporal evolution, velocity, intensity and phase 

 
 

 
Figure 7.32: Temporal evolution of the phase at five selected coordinates 
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The temporal evolution of the phase at the selected coordinates is shown in Fig-
ure 7.32, for 1 second in the top part and a smaller time interval (100 ms) during 
resonance in the bottom part. Also here can be seen that the phase increases 
first, until resonance where phase remains constant, and afterwards again the 
increase. The bottom image shows the large agreement of the phase between the 
different coordinates. 
As mentioned, to calculate the time delay, it is physically sensible to do so there 
where the flame response is strongest. And to guarantee the coupling mechanism 
being active, the short time interval in the bottom image of Figure 7.32 was se-
lected during resonance. So, the phase in this time interval basically defines the 
time delay through equation (7-7). The time-average of the phase is calculated for 
all selected coordinates individually and used to determine the time delay. The 
result is summarized in Table 7.3, including all relevant statistics, where the last 
column is the spatial average over all selected coordinates. 

 
Table 7.3: Time delay during resonance 

Coordinate 1 2 3 4 5 average 

Phase,   , [rad] -0.813 -0.815 -0.822 -0.807 -0.816 -0.815 

Time delay,   , [μs] -49.1 -49.2 -49.6 -48.7 -49.3 -49.2 

rms,       , [μs] 49.8 50.1 50.4 50.3 49.8 50.1 

std,       , [μs] 8.32 9.67 8.8 12.5 6.39 9.25 

 
The time delay roughly comes to 50 μs, or about one eighth of an acoustic period. 
This is an order of magnitude smaller than the characteristic time scale for vapo-
rization that Sirignano [139] described and which he classified as the most prom-
ising candidate for the driving mechanism. The magnitude found here is closer to 
the characteristic time scale of the mixing process. Sirignano argued that mixing, 
with a time scale of 10-1000 μs, is not a likely candidate, but he was basing his 
findings on lower frequencies (that occur in larger engines). Considering the re-
sult found here using a relatively small combustor, one may have to conclude 
that mixing, at least for this combustor, is more dominantly present as a me-
chanism than vaporization. Especially because all aspects of this research has 

produced indicators that the coupling mechanism is velocity sensitive. There 
exist several theoretical discussions, such as by Sirignano [139], about what 
process is the likely driver of instability. The multiple experimental findings in 
this research do not unanimously point at one specific mechanism for the total 
combustor volume, but that does not render those discussions untrue. The vapo-
rization rate is enhanced when the velocity fluctuations increase. Maybe the va-
porization times are reduced by the imposed acoustic oscillations to the found 
order of magnitude, but that does not seem likely. This could very well be the 
reason why a self-sustained instability could never be observed in the CRC, and 
the observed flame response is merely caused by the enhanced mixing. 
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8 Concluding 

remarks 

The main objective of the thesis was to contribute to the physical understanding 
of the driving and coupling mechanisms of the interaction between acoustics and 
combustion responsible for triggering and sustaining combustion instability. To 
reach this objective, several methods of analysis based on experimental mea-
surements, such as dynamic pressure and optical diagnostics of spray and flame 
phenomenology, were to be used to quantify relations between the measured 
quantities. 
Throughout the thesis, conclusions have been formulated with the relevant expe-
rimental and analytical results. These concrete conclusions and other general 
concluding statements will be summarized in section 8.1 and 8.2. In order to 
take the current status of the research a step further, a follow-up test program 
was designed to cover additional aspects that could answer some questions 
raised during the research. This test program and other perspectives for the near 
future with respect to the CRC are discussed in section 8.3. 

8.1 Review of results 

All important experimental findings will be recapitulated here and briefly re-
viewed, if necessary, before formulating the conclusion that consistently follows 
from the respective results. 

Dynamic pressure 
 The frequencies of the eigenmodes of the CRC are not where they are theoreti-

cally expected. It was shown that it is likely due to variations in speed of 
sound (temperature) throughout the combustion volume that were not consi-
dered in the initial theoretical analysis. For higher variations, the deviations of 
the experimental frequency distribution from the theoretical distribution, as 
shown with an FFT-analysis, are stronger. For a local high speed of sound 
around the spray, the tangential modes experience a shift to a lower and the 
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radial modes to a higher frequency, and vice versa. The frequency shifts, as 
observed, do not influence the spatial geometry of the acoustic field of the ei-
genmodes, but they must be considered when investigating for example higher 
modes to not confuse radial and tangential modes when looking at an FFT 
spectrum. 

 The noise (rms) of the dynamic pressure signals without external excitation 

does not show any dependence on operating conditions such as the Weber 
number. It has to be concluded that when one wishes to learn something 
about physical phenomena from dynamic pressure signal noise in the CRC, 
the complete signal does not tell anything and this type of analysis can be 
omitted. 

 The energy content of the dynamic pressure signals without external excita-
tion filtered around the 1T-mode was correlated with several operating para-
meters. Only a few outliers were found which will be investigated further (see 
the perspectives in the next section). The quality of the fitted function to the 

experimental data was of high quality (       ) in all cases. It was found that 
the energy content was higher for large Weber numbers (small droplets). It 
was also found that for higher velocity ratio, the energy content increased. 
Both correlations indicate that the energy content of the eigenmode is higher 
for a more homogeneous spatial distribution of droplets, hence more energy is 
transferred from combustion into the acoustic mode. 

 Damping is an important aspect of the control of instabilities. No correlation 

was found between the damping (half width at half maximum) without exter-
nal excitation and any operating conditions. The analysis was therefore omit-
ted for tests with external excitation, also because the chosen ramp of the ex-
citation makes the signal too instationary for which FFT operations are ma-
thematically not well defined and physically pointless. 

 The energy content of the dynamic pressure signals with external excitation 
filtered around the 1T-mode could not correlated due to too large a scatter, 
even though the general trend was similar as for tests without external excita-
tion. The scatter may have been caused by the insufficiently controlled dis-
tance between the siren wheel and the secondary nozzle exit. This will be veri-
fied in a follow-up test campaign (see the perspectives in the next section). 

 Even though the scatter was somewhat large, the relation between angular 

position of the SN and the energy content was beyond a doubt. The energy 
content was clearly highest for      , intermediate for        and lowest 
for       . The position of the nodal line (lowest amplitudes of the acoustic 
pressure), fixed in space by the secondary nozzle, is right in the combustion 
zone for      , and moving away from the combustion zone for        and 

      . This strongly indicates that the coupling mechanism is velocity dri-
ven. 

 The pressure field of the 1T-mode in the CRC without external excitation was 
found to be a superposition of two counter-flowing acoustic waves, as pre-
dicted by theory. The amplitude of both constantly rotating waves determined 
the non-constant rotational velocity of the nodal line of the pressure field. The 
rotational velocity of the nodal line could be determined and was both positive 
and negative, which respectively means rotation in clockwise and counter-
clockwise direction, and depended on which of the counter-flowing acoustic 
waves was stronger (had a higher amplitude). A standing wave occurred only 
then when both counter-flowing waves have the same strength, and at such 
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an occurrence the rotation of the pressure field‟s nodal line changed direction. 
The position of the nodal line over time was found to have a preferred position 
in space. This position was confirmed by a numerical simulation that in-
cluded several cavities such as the injector, igniter and purge module. For the 
CRC with SN, the pressure field was successfully determined as well. 

Optical diagnostics, spray and flame high speed imagery 
 The intact core length of the liquid spray was successfully determined and 

correlated with the momentum flux ratio. The general trend as found in litera-
ture was reproduced, albeit a factor of 2 smaller, which may have been 
caused by the geometry of the injector that was applied. External excitation 
did not seem to have any influence on the intact core length. 

 The flame spreading angle was also successfully determined and correlated 
with several operating parameters. Most important are the correlations of the 
flame spreading angle with the Weber number and momentum flux ratio, both 
showing a negative relation. So, the flame spreading angle decreases for in-
creasing Weber number and momentum flux ratio. Which is consistent, con-
sidering smaller droplets (higher Weber number) and droplets being carried 
further away from the injector (higher momentum flux ratio) both cause a 
more homogeneous spatial distribution of droplets. External excitation ampli-
fied these correlations which means that the flame spreading angle became 
smaller when external excitation was applied. 

 The last two results combined, yielded the hypothesis that the injection and 

atomization processes were not affected by external excitation and therefore 
could not play a role in triggering or sustaining combustion instabilities. Also, 
it was concluded from the by the excitation amplified correlations for the 
flame angle that the processes after atomization are accelerated. Since the 
time scale of the chemical reaction is such that the acoustic oscillation seems 
stationary, it is concluded that chemical kinetics (next to injection and atomi-
zation) is not a likely candidate for driving instabilities. Therefore, it is theo-
rized that the vaporization rate is increased and mixing is enforced due to the 
imposed high amplitude acoustic velocity field. 

 The flame‟s intensity measured with its OH-emission does not show any re-
sponse to acoustic fluctuations without external excitation, neither on a glob-
al nor on a local level. For hot flow with external excitation the amplitude of 
the OH-intensity fluctuations is dramatically increased, and the spatial distri-
bution of these fluctuations becomes very structured as well. There exists a 
clear dependence of the amplitude of the intensity fluctuation as well as the 
structure of the intensity field on the angular position of the SN. Excitation 
from       yields the highest amplitude and the most pronounced spatial 
structure in the intensity field, both decreasing for        and even more for 

      . 
 The analysis of the amplitude of the intensity fluctuation yielded that the high 

amplitudes occur in the vicinity of the pressure nodal line, or the velocity anti-
node. Based on this result, it was concluded that it is likely that the coupling 
mechanism is velocity, rather than pressure, driven, which substantiates the 
conclusion found with respect to dependence of the pressure fluctuations to 
the angular position of the SN. 
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Combustion response 
 The phase relation between the acoustic pressure field and the flame intensity 

field is an important factor in whether the Rayleigh criterion is positive or not. 
It was determined for tests both with and without external excitation. Due to 
the absence of a spatial structure in the intensity field in the tests without ex-

ternal excitation, the phase field did not contain any spatial structure either, 
hence it was concluded that the acoustic field was too weak to modulate the 
heat release and therefore no coupling could be established. The phase for ex-
cited tests on the other hand did have a very pronounced structure, again 
strongest for an angular position of the SN of      , and weakest for   
    . This result again seems to corroborate velocity coupling, however, the 
convective motion caused by the velocity cannot explain the phase jump in 
the phase field for        because there is no transportation in and out of 
the combustion zone. So, if a velocity coupling exists, the phase between ve-

locity and intensity should be constant in the entire domain, for       . It is 
therefore concluded that for       velocity is definitely the driver of the 
coupling mechanism, whereas pressure is the most likely driver of the coupl-
ing mechanism for       . For        both mechanisms are most likely to 
be active, but it is yet inconclusive to what extent. 

 To quantify the local response of combustion to an acoustic disturbance, the 

local response factor was determined. Since the acoustic pressure fluctua-
tions are zero at the nodal line, determining the pressure related local re-
sponse factor poses an issue. Because of spatial averaging, extremely high 
values are obtained for the local pressure response factor in the vicinity of the 
nodal line which renders the result inconclusive. 

 Because several analyses indicated velocity coupling to be the most promising 
candidate to trigger instability, also a velocity response factor was defined, 
which uses the acoustic velocity fluctuations instead of the pressure fluctua-
tions as a parameter. The acoustic velocity field does not have a nodal line, 
and therefore the problem faced when considering the pressure does not exist. 
The velocity response factor was successfully calculated for three angular po-
sitions of the SN. The standard deviation for        and        was too 

high and as such the result was inconclusive, but for       the result was 
clear. It could be concluded that the global response factor for       was 
positive, which confirms the existence of a positive feedback between acoustic 
velocity and heat release. 

 Since the result for the response factor for       was statistically sound, this 

data set was used to calculate the time delay between the coupling mechan-
ism (acoustic velocity wave) being active and the response of the flame meas-
ured by the OH-intensity. The phase between the acoustic velocity and the in-
tensity is the time delay expressed as part of an acoustic period (in rad). The 
time delay was readily determined and amounts to about 50 μs. This time-
scale is typical for the mixing process. 
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8.2 Interpretation 

Based on the experimental findings, the following description of the observed 
phenomena in the CRC is proposed. 
 

 Due to the acoustic excitation (disturbance), an acoustic wave is imposed on 
the combustion zone. The liquid spray does not react to convective motion 
caused by the acoustic velocity due to too high inertia of the droplets, but the 
gas inside the combustion chamber does respond. The convective motion 
transports the gas, including newly formed gaseous oxygen surrounding the 
droplets, through the chamber. It depends on the location of the disturbance, 
or, more specifically, the direction of travel of the imposed acoustic wave, 
whether this convective motion enhances combustion. If the imposed acoustic 
wave travels perpendicular to the spray axis, combustible mixture is moved in 

and out of the combustion zone, amplifying the oscillation, but if the acoustic 
wave moves parallel to the spray axis the gas is moved within the combustion 
zone without resulting effect. Also, when the acoustic wave moves parallel to 
the spray axis, it forces a pressure gradient across the combustion zone in 
which case pressure sensitive processes become more prominent. 

 Due to amplified transport of oxygen, the liquid droplets vaporize quicker 
(increased vaporization rate) to maintain the thermodynamic equilibrium with 
their surroundings. Therefore vaporization is enhanced, and more gaseous 
oxygen is produced. Also, because of the enforced convective motion and the 
additional gaseous oxygen, mixing is enhanced as well. The vaporization rate 
is enhanced no matter what direction the acoustic wave has, but mixing is 
most effectively enhanced when the wave moves perpendicular to the spray 
axis because the co-axial propellant jets are forced into each other that way 
by the convective motion instead of moved parallel to their own axis. Consi-
dering the effect of the position of the acoustic disturbance on the acoustics-
flame interaction, and the corresponding time delay, mixing is concluded to be 
the process responsible for energy transfer in case of velocity coupling. Vapo-
rization itself is a pressure sensitive process, and consistent with the same ef-
fect, vaporization is concluded to be the process responsible for energy trans-
fer in case of pressure coupling. 

 Extrapolating, in rocket combustors with „common‟ dimensions (long in axial 

direction with respect to the diameter), the propellants are injected in axial di-
rection. Waves parallel to the spray axis do not interact with combustion 
chamber processes through velocity driven coupling mechanisms, hence lon-
gitudinal modes are insensitive to velocity coupling. Also, due to the large 
number of injectors in „common‟ rocket engines, situated closely together, a 
short distance downstream of the injector head there will be no more „singu-
lar‟ jets. They will have formed one large combined spray, hence combustion 
zone. A convective movement, caused by an acoustic disturbance, perpendi-
cular to the spray axis can only then move combustible mixture in and out of 
the combustion zone, when the jets of the individual injector elements and the 
corresponding flame fronts are still separated. This is only the case imme-
diately at the injector exit and a short distance downstream (depending on in-
jector geometry). So, velocity coupling through convective motion enhanced 
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mixing is only possible in this small region, and only then when the cham-
ber‟s geometry yields a tangential mode (or a combined mode with tangential 
component) with a frequency coinciding with the typical timescale of the mix-
ing process. 

8.3 Perspectives 

This section briefly presents an outlook on how to proceed given the experimental 
findings discussed in this thesis. Some notes describe an expansion on the cur-
rent data set to improve or expand some of the conclusions found, others can be 
considered more advisory in nature to prevent some of the mistakes to be made 
again or generally improve methods or minimize errors. 

8.3.1 Follow-up test campaigns 

The test program executed for this thesis, with the objective to determine which 
variables have an influence on what process, is fairly extensive. There are some 
aspects where the test program could be expanded to learn more about stability 
relevant characteristics. The two campaigns carried out produced a large number 
of data points and many correlations and trends in behavior were found. The 
campaigns described in the following should each consist of only a small number 
of operating points and investigate a single parameter only. The selection of oper-
ating points should be based on a demonstrated high response and the results of 
the first two campaigns. This allows to guarantee a better signal and thus a 
clearer effect of the investigated variable. The operating points are selected such 
that they exclusively show what effect the investigated variable has. These cam-
paigns are not expected to have a significant influence on the correlations and 
other results found in the first two campaigns, but could yield more insights in 
other not unimportant aspects of acoustics-combustion interaction that could 
not be pursued before. 

Verification outliers 
Some of the correlations found showed some outliers. It is strongly recommended 
to repeat these operating points as well as a set of the „successful‟ operating 
points for benchmarking and comparison to the old test campaigns. The repeti-
tion of the outliers should verify whether these operating points were really out-
liers, and the benchmarking is then necessary to prevent comparing apples with 
pears and make sure the results are consistent with the older measurements. 
This should be done before any other, additional, test campaigns are executed. 

Injector geometry 
In literature (for example [59], [74]) the injector geometry plays a role in the stabili-
ty margins of that specific engine. A co-axial injector can be modified to a large 
extent. It is advised to do a test campaign where the most important geometrical 
aspects of an injector, taper and recess length, are varied. Recess length de-
scribes how far the LOx-post exit is pulled back into the injector head with re-
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spect to the face plate. Recess influences the position of the contact plane of the 
two propellants, hence the position of the flame and therefore its stability. Taper 
describes an expansion of the liquid oxygen towards the exit of the injector. The 
ratio of the actual exit and the post, and the length over which the expansion 
takes place (angle with respect to jet axis) is relevant. Taper controls the direction 
and magnitude of the LOx-injector exit velocity. These injector characteristics 
were illustrated in Figure 1.4. 

Secondary nozzle diameter 
Energy input was demonstrated to be another relevant variable defining stability 
margins [54], [79]. In the second campaign the secondary nozzle diameter was kept 

constant with respect to the main nozzle. It is recommended that in a new test 
series exactly the opposite is done to investigate the influence of the energy con-
tents of the generated pressure wave. The operating points should be selected 
with 1 main nozzle, and carried out with three different secondary nozzles. With 
increasing diameter of the secondary nozzle, the pressure wave contains more 
energy when entering the combustion chamber. It is possible that this way a 
threshold of energy input is reached at which a self sustained instability occurs. 

Damping 
Another important aspect of acoustics is the inherent damping in the combustion 
chamber. When quantifying the effects of any variable on (in)stability it is impor-
tant to be able to quantify the damping. Strictly speaking, damping can be inves-
tigated only when no disturbing external signal, such as external excitation, is 
present. But, investigating damping on a strong signal yields clearer results. 
Since damping could be influenced by any of the previously investigated va-
riables, a substantial part of the test matrix of the second campaign should be 
repeated. But, for this campaign, the siren wheel has two sections of 90° where it 
excites the flame, and two other sections where the secondary nozzle is not 
closed off periodically, see Figure 8.1. In this way, the flame does experience exci-
tation and will show high amplitude fluctuations, but at the same time, allows 
investigating damping characteristics of a very pronounced signal. 
 

 
Figure 8.1: Siren wheel for 90 degree excitation 
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Multiple element injector 
In reality, rocket engine combustion chambers have injector heads much more 
complex than the single element injector applied in the executed campaigns. 
Some injector heads have over 500 co-axial elements, see Figure 8.2 (cut-away of 
the Vulcain2 combustor showing the face plate). 
A triple element injector for the CRC to investigate jet interaction under external-
ly excited conditions is available. The three elements are aligned, injecting three 
parallel jets, allowing studying jet interaction through the optical access facility of 
the CRC, see Figure 8.3. Both spray and OH-intensity analysis should be carried 
out. Surely, to generate a frame of reference, all tests are to be executed without 
external excitation first. The first operating point is selected such that the mass 
flow through 1 injector element coincides with the single element operating point. 
The others must be defined to allow identifying any effects due to mass flow, 
chamber pressure and variation of injector conditions, and to compare to pre-
vious campaigns with the single injector. 
 

 
Figure 8.2: Multi-element injector head of Vulcain2 [42] 

 

 
Figure 8.3: Triple element injector for the CRC 
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Fuel comparison 
The last recommended test series should be executed to compare different kinds 
of fuel. Currently it is possible to supply the CRC, besides methane (CH4), with 
hydrogen (H2) and ethanol (C2H5O). Especially the comparison with H2 is interest-
ing because it is not a hydro-carbon and expected to behave significantly differ-
ent. This campaign should be designed to expand the current experimental data 
sets available such that the combustion response of the different fuels can be 
compared for similar injector conditions (Weber number, momentum flux ratio, 
injection velocities) as well as for similar operating conditions (mass flow, cham-
ber pressure and mixture ratio). Obviously, combustion response is a very impor-
tant aspect for the fuel comparison, so optical diagnostics for spray as well as 
OH-intensity must be applied and the data processing carried out very accurate-
ly. 

8.3.2 General recommendations 

 In the error analysis, a setting of the dynamic pressure amplifiers was found 
to play too large a role in the statistical error of the measurement. This setting 
controls the measurement range of the amplifier and it is strongly recom-
mended to lower this setting one order of magnitude for any test without ex-
ternal excitation. This would lower the statistical error of the measurement 
chain by a factor of ten. 

 The phase analysis module of the analysis program can be manually con-

trolled to a certain extent to prevent erroneous results (e.g. in analysis of low 
amplitude signals), and must be edited for different angular positions of the 
SN. This module should be modified and extended for running calculations for 
several tests of different characteristics without any user interaction as well 
as to systematically ensure finding the correct phase in order to calculate time 
delays more accurately. 

 From literature [18] it is known that a lifted flame might cause higher pressure 
amplitudes because the flame is then more sensitive to oscillations. With the 
current high speed camera, it was not possible to record the flame with such 
a spatial resolution that a lifted flame could be observed and keep the tem-
poral resolution to be able to measure the first eigenmode at the same time. 
With a new model of the high speed camera, the spatial resolution could be 
significantly increased while still recording with a significantly high frame 
rate. 

 The velocity related response factor was defined with the speed of sound as a 

normalizing factor for the velocity, which may seem somewhat unsatisfactory. 
It might be useful to consider other normalizing factors for the velocity that 
represent more physics. 
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A. Chemical mechanism oxidation of 
methane 

The very simplified reaction is illustrated in Figure A.1. A complex mechanism, 
suggested by Hughes [70] is given in Table A.1. 
 

 
Figure A.1: Simplified reaction for methane oxygen combustion 
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Table A.1: Chemical reaction mechanism for methane oxidation [70] 
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B. Gain profile high speed camera 
The digital high speed camera (Photron APX I2) has a setting to electronically 
amplify the signal. Of course, this has to be taken with caution because it also 
increases the noise of the signal, and in addition if one needs to compare differ-
ent recordings that have different settings, the recordings need to be corrected for 
this setting. This can be done with the gain profile that is provided by the manu-
facturer of the camera, and is given in Figure B.1 [109]. The horizontal axis de-
notes the voltage that is set in the control software, and the vertical axis denotes 
the amplification factor. Two relations are shown to illustrate the performance 
loss of the camera over its lifetime. The duration of operation in this thesis was 
so short, the performance losses are considered negligible. 
 

 
Figure B.1: Gain profile digital high speed camera 
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C. Bessel functions 
The general solution to the three dimensional wave equation was derived in sec-
tion 2.1.1, and is repeated here for convenience. 
 

 
with 
    = Bessel function of the first kind, of order n 
    = (m+1)th root of the derivative of   :               

l,m,n  = Mode number (l,m,n = 0,1,2…) 
r,θ,z  = coordinates in cylindrical coordinate system 
  = angular frequency 
t  = time 
 
The Bessel functions of the first kind, of order n, largely determine the shape of 
the pressure field described by C-1. The important part is at which value of the 
independent variable the Bessel functions reach a local extremum. The frequency 
of an eigenmode depends on the respective root of the Bessel function. The order 
of the Bessel function (n) denotes which tangential mode is at hand. The number 
of the root (m) then determines the radial mode (m+1). So, for example the root 
    for the 4th tangential mode requires the 0th root of the 4th order Bessel func-

tion,    . The combined mode of the second tangential and first radial mode will 
have     and    ,    . The first 7 Bessel functions and a few of their roots are 
plotted in Figure C.1. The order and root number and the respective value of     
are summarized in Table C.1. 
 

 
Figure C.1: Bessel functions 

                   

 

 
       

 

 
   

     

 

                                                                  

(C-1) 
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Table C.1: Eigenmodes and corresponding mode number and Bessel coefficient 

Eigenmode m n     

1T 0 1 1.841 

2T 0 2 3.054 

1R 1 0 3.832 

3T 0 3 4.201 

4T 0 4 5.318 

1R1T 1 1 5.331 

5T 0 5 6.416 

1R2T 1 2 6.706 

2R 2 0 7.016 

6T 0 6 7.501 

1R3T 1 3 8.014 

2R1T 2 1 8.536 
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D. Numerical simulations 
In this section some numerical simulations are reproduced for illustration. The 
first section shows numerical solutions to equation C-1, which describes the 
acoustic pressure field in the CRC without secondary nozzle. The second section 
deals with how the length of the secondary nozzle affects the acoustic pressure 
field in the CRC. 

D.1 CRC without secondary nozzle 

 
Figure D.1: First 20 eigenmodes in CRC without secondary nozzle 
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The first 20 individual eigenmodes are presented in Figure D.1. These are all part 
of the general solution to the wave equation, see equation C-1. As was discussed 
in section 2.2, in the numerical calculation all tangential modes result from 
double valued eigenvalues. Hence, tangential or combined radial-tangential mod-
es will have, at least numerically, 2 solutions. They are mathematically equiva-
lent, but experimentally only 1 will occur. The frequencies given in Figure D.1, 
valid for ambient temperature, can also be derived from the values for    , given 

in Table C.1, through the following relation. 
 

 
With 
     = the frequency of the respective eigenmode 
     = (m+1)th root of the derivative of the Bessel function, as discussed in 

Appendix C. 
   = the (average) speed of sound in the CRC 
   = the radius of the CRC 
 
From the geometry of the mode as shown in Figure D-1, the mode type is readily 
derived. The number of circular nodal lines denote the radial part of the mode, 
and the number of diagonal (straight) nodal lines denote the tangential part of 
the mode. So, for example, the left most mode in the middle row has two circular 
nodal lines, hence it‟s the 2R-mode. And the mode to its right has 6 diagonal 
nodal lines, hence it‟s the 6T-mode. This works for combined modes as well. The 
right bottom mode has 2 circular and 3 diagonal nodal lines, hence it‟s the 2R3T-
mode. 

D.2 CRC with secondary nozzle 

The secondary nozzle (also: cavity or resonator) breaks the symmetry of the CRC. 
This causes the double-valued eigenvalues to split up in two single-valued eien-
values with corresponding frequencies. One eigenfrequency remains virtually 
unchanged, and the other significantly drops, depending on the length of the 
secondary nozzle. The mode with unchanged frequency is called the π-mode re-
ferring to the parallel orientation of the mode‟s nodal line with respect to the cavi-
ty‟s axis and the mode with lower frequency is called the σ-mode referring the 
perpendicular orientation of the nodal line to the cavity‟s axis. The π-modes‟ fre-
quency and geometry are unaffected by the cavity. 
An important number in this context is the quarter-wave (λ/4) length. For in-
depth discussions on quarter-wave resonators is referred to Farago [44], [45]. The 
double-valued (tangential) eigenmode will start to show its double characteristic 
when the cavity length approaches the quarter-wave length and the one eigenfre-
quency will start falling. The same behavior is shown at every uneven number of 
quarter-wave lengths, so at          , for uneven n. The principle of this beha-

vior is illustrated in Figure D.2. The frequencies in Figure D.2 are based on hot 
flow conditions in the CRC (average speed of sound a = 890 m/s), as well as cold 
flow (ambient) conditions. The length of the SN used for the CRC is also shown, 

    
    

   
 (D-1) 
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as well as the quarter wave length for the 1T-mode. Figure D.2 also shows this 
principle for higher modes that have dropped at shorter lengths of the cavity. The 
second tangential (2T-) mode for example starts lowering its frequency earlier 
than the 1T-mode and keeps doing so until it reaches the original 1T-frequency, 
which happens to be the 1Tπ-frequency, or, to avoid confusion, the frequency of 
the undisturbed geometry of the CRC, 1TCRC. Basically, every time the cavity‟s 
length reaches a uneven multiple of the quarter-wave length, the frequency of 
any Tσ- or R-mode drops down to frequency of the mode below. So, the frequency 
of 3Tσ becomes the frequency of 1RCRC at      , 2TCRC at       , and even-

tually 1TCRC at       . The evolution of the 1R-mode and the 3T-mode are 
shown in Figure D.3 and Figure D.4 respectively. In these Figures cold flow con-
ditions (a = 340 m/s) are simulated. The frequency for the 1T-mode in the CRC 
with undisturbed geometry can be calculated with equation D-1, and comes to 
996 Hz. Note that not only the frequency, but also the geometry of the pressure 
field shown, changes during the evolution. The last image in both series displays 
a geometry within the CRC very similar to the undisturbed 1TCRC, and the fre-
quency is very similar as well. 

 
Figure D.2: Frequency vs. Cavity length 
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Figure D.3: Evolution of the 1R-mode for increasing cavity length 
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Figure D.4: Evolution of the 3T-mode for increasing cavity length 
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