
 
 

Delft University of Technology

Mathematical Aspects of Cell-Based and Agent-Based Modelling for Skin Contraction
after Deep Tissue Injury

Peng, Q.

DOI
10.4233/uuid:8c624c7a-15c4-41a1-8cc6-7eb8a9b36a86
Publication date
2021
Document Version
Final published version
Citation (APA)
Peng, Q. (2021). Mathematical Aspects of Cell-Based and Agent-Based Modelling for Skin Contraction after
Deep Tissue Injury. [Dissertation (TU Delft), Delft University of Technology].
https://doi.org/10.4233/uuid:8c624c7a-15c4-41a1-8cc6-7eb8a9b36a86

Important note
To cite this publication, please use the final published version (if applicable).
Please check the document version above.

Copyright
Other than for strictly personal use, it is not permitted to download, forward or distribute the text or part of it, without the consent
of the author(s) and/or copyright holder(s), unless the work is under an open content license such as Creative Commons.

Takedown policy
Please contact us and provide details if you believe this document breaches copyrights.
We will remove access to the work immediately and investigate your claim.

This work is downloaded from Delft University of Technology.
For technical reasons the number of authors shown on this cover page is limited to a maximum of 10.

https://doi.org/10.4233/uuid:8c624c7a-15c4-41a1-8cc6-7eb8a9b36a86
https://doi.org/10.4233/uuid:8c624c7a-15c4-41a1-8cc6-7eb8a9b36a86


MATHEMATICAL ASPECTS OF CELL-BASED AND
AGENT-BASED MODELLING FOR SKIN

CONTRACTION AFTER DEEP TISSUE INJURY





MATHEMATICAL ASPECTS OF CELL-BASED AND
AGENT-BASED MODELLING FOR SKIN

CONTRACTION AFTER DEEP TISSUE INJURY

Dissertation

for the purpose of obtaining the degree of doctor
at Delft University of Technology

by the authority of the Rector Magnificus Prof. dr. ir. T. H. J. J. van der Hagen;
Chair of the Board for Doctorates

to be defended publicly on
Friday 8 October 2021 at 10:00 o’clock

by

Qiyao PENG

Master of Science in Statistics,
Lancaster University, United Kingdom,

born in Nanchang Jiangxi, China.



This dissertation has been approved by the promotors:

Promotor: Prof. dr. ir. C. Vuik
Promotor: Prof. dr. ir. F. J. Vermolen

Composition of the doctoral committee:

Rector Magnificus, chairperson
Prof. dr. ir. C. Vuik Delft University of Technology, promotor
Prof. dr. ir. F. J. Vermolen Hasselt University, promotor

Independent Members:
Prof. dr. A. A. Zadpoor Delft University of Technology, Leiden University Medical Center
Prof. dr. R. M. H. Merks Leiden University
Prof. dr. A. Gefen Tel Aviv University
Dr. N. V. Budko Delft University of Technology
Prof. dr. ir. G. Jongbloed Delft University of Technology, reserve member

Other Members:
Dr. D. Weihs Technion - Israel Institute of Technology

This research was supported by the China Scholarship Council (CSC).

Keywords: Skin Contractions, Agent-Based Model, Cellular Traction Forces, Mor-
phoelasticity, Dirac Delta Distributions, Cell Geometry

Printed by: proefschriftMaken ‖ proefschriftmaken.nl

Front & Back: The cover is designed by Lingyun Li and Susana Vieira based on the
topic of the thesis.

Copyright © 2021 by Q. PENG

ISBN 978-94-6384-253-2

An electronic version of this dissertation is available at
http://repository.tudelft.nl/.

http://repository.tudelft.nl/


To my beloved family,
without whom I would never be the person I am today.





CONTENTS

Summary xi

Samenvatting xiii

1 Introduction 1
1.1 Biological Background . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1.1 Skin and Wound Healing . . . . . . . . . . . . . . . . . . . . . . . 1

1.1.2 Cell geometry . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.2 Mathematical Modelling in Biology . . . . . . . . . . . . . . . . . . . . . 5

1.3 Motivation and Objectives . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.4 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

I Agent-Based Modelling of Skin Contraction 9

2 Agent-Based Modelling and Parameter Sensitivity Analysis with a Finite-Element
Method for Skin Contraction 11
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.2 Mathematical Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.2.1 Biological Assumptions . . . . . . . . . . . . . . . . . . . . . . . 12

2.2.2 Semi-Stochastic Cell-Based Model . . . . . . . . . . . . . . . . . . 16

2.2.3 Initial Settings of the Model . . . . . . . . . . . . . . . . . . . . . 25

2.3 Numerical Results. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.3.1 Displacements of Cells . . . . . . . . . . . . . . . . . . . . . . . . 26

2.3.2 Concentration of Signalling Molecules and Density of Tissue Bun-
dles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.3.3 Strain Energy in the Wound . . . . . . . . . . . . . . . . . . . . . 31

2.3.4 Wound Area Reduction . . . . . . . . . . . . . . . . . . . . . . . 31

2.3.5 Sensitivity Test of the Model . . . . . . . . . . . . . . . . . . . . . 35

2.4 Monte Carlo Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . 41

2.5 Discussions and Conclusion . . . . . . . . . . . . . . . . . . . . . . . . 44

3 Comparison between a Phenomenological Approach and a Morphoelasticity
Approach regarding the Displacement of Extracellular Matrix 49
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.2 Mathematical Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

3.2.1 Phenomenological Approach . . . . . . . . . . . . . . . . . . . . 50

3.2.2 Morphoelasticity Approach . . . . . . . . . . . . . . . . . . . . . 51

vii



viii CONTENTS

3.3 Sensitivity Test of Morphoelasticity Approach. . . . . . . . . . . . . . . . 52

3.4 Comparison between the Phenomenological Approach and the Morphoe-
lasticity Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

3.5 Monte Carlo Simulations with Morphoelasticity Approach . . . . . . . . . 57

3.6 Conclusions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

II Point Forces and Their Alternative Approaches in Cell-Based Models for Skin
Contraction 63

4 Point Forces and Their Alternatives in Cell-Based Models for Skin Contrac-
tion in One Dimension 65

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

4.2 Mathematical Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

4.3 Numerical Results. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

4.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

5 Point Forces in Elasticity Equation and Their Alternatives in Multiple Dimen-
sions 75

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

5.2 Elasticity Equation with Point Sources in Two Dimensions . . . . . . . . . 76

5.2.1 The Mixed Approach . . . . . . . . . . . . . . . . . . . . . . . . . 78

5.2.2 The ’Hole’ Approach . . . . . . . . . . . . . . . . . . . . . . . . . 79

5.2.3 The Smoothed Particle Approach . . . . . . . . . . . . . . . . . . 79

5.3 Elasticity Equation with Point Sources in Multiple Dimensions . . . . . . . 86

5.3.1 The ’Hole’ Approach . . . . . . . . . . . . . . . . . . . . . . . . . 93

5.3.2 The Smoothed Particle Approach . . . . . . . . . . . . . . . . . . 96

5.4 Numerical Results. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

5.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

6 Upscaling between an Agent-Based Model (Smoothed Particle Approach) and
a Continuum-Based Model for Skin Contractions 109

6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

6.2 Mathematical Models in One Dimension . . . . . . . . . . . . . . . . . . 110

6.2.1 Smoothed Particle Approach. . . . . . . . . . . . . . . . . . . . . 110

6.2.2 Cell Density Approach . . . . . . . . . . . . . . . . . . . . . . . . 111

6.2.3 Consistency between Two Models . . . . . . . . . . . . . . . . . . 111

6.3 Mathematical Models in Two Dimensions . . . . . . . . . . . . . . . . . 116

6.3.1 Smoothed Particle Approach and Cell Density Approach . . . . . . 116

6.3.2 Consistency between Two Approaches in Finite-Element Method . . 117

6.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

6.4.1 One-Dimensional Results . . . . . . . . . . . . . . . . . . . . . . 118

6.4.2 Two-Dimensional Results . . . . . . . . . . . . . . . . . . . . . . 125

6.5 Conclusions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126



CONTENTS ix

III Modelling the Evolution of Cell Geometry during Cell Migration 129

7 A Formalism for Modelling Traction forces and Cell Shape Evolution during
Cell Migration in Various Biomedical Processes 131
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
7.2 Mathematical Modelling . . . . . . . . . . . . . . . . . . . . . . . . . . 132

7.2.1 Concentration of Generic Signal . . . . . . . . . . . . . . . . . . . 133
7.2.2 Passive Convection of Substrate . . . . . . . . . . . . . . . . . . . 134
7.2.3 Cell Deformation . . . . . . . . . . . . . . . . . . . . . . . . . . 137

7.3 Applications and Numerical Results . . . . . . . . . . . . . . . . . . . . 140
7.3.1 Finite-Element Methods . . . . . . . . . . . . . . . . . . . . . . . 141
7.3.2 Cells Moving towards the Point Source . . . . . . . . . . . . . . . . 141
7.3.3 Differentiation of Cells . . . . . . . . . . . . . . . . . . . . . . . . 142
7.3.4 Repulsion between Two Colliding Cells . . . . . . . . . . . . . . . 146
7.3.5 Cell Moving through a Microtube . . . . . . . . . . . . . . . . . . 146

7.4 Conclusions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154

8 Conclusions and Discussions 155
8.1 General Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
8.2 Conclusions on Part I . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
8.3 Conclusions on Part II. . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
8.4 Conclusions on Part III . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
8.5 Discussions and Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . 157

References 161

Acknowledgements 169

Curriculum Vitæ 175

Publications and Scientific Activities 177





SUMMARY

Burns and other skin traumas occur at various intensities regarding the depth and area of
the skin, as well as the involvement of the different skin layers. Worldwide, an estimated
six million patients need hospitalisation for burns annually. Furthermore, most severe
burn injuries will develop morbidity and unaesthetic scars like contractures and hyper-
trophic scars, which cause a significantly negative impact on the patients’ life. Contrac-
tures, which usually concur with disabilities and disfunctionings of the joints, are rec-
ognized as excessive contractions. Contractions are caused by the pulling forces exerted
on the extracellular matrix (ECM) by the (myo)fibroblasts in the proliferation stage.

To have a better understanding and insight into the occurrences of contractions and
other biological phenomena, mathematical modelling is a useful tool for visualization
and prediction. Using mathematical models, it is possible to simulate important biolog-
ical mechanisms and track the cellular activities and positions of each individual cell.

The research described in the thesis is divided into three parts: (1) agent-based mod-
elling for skin contractions after burn injuries; (2) the numerical treatment of point forces
and their alternatives in cell-based models for skin contractions; (3) cell-based mod-
elling for the evolution of cell geometry during migration.

The skin contraction model is able to reproduce important trends that are observed
in clinical settings. The Monte Carlo based parameter sensitivity analysis reveals signif-
icant correlations between several stages in the contraction process. These correlations
can be used by clinicians to predict scar characteristics on the basis of earlier obser-
vations. The flexibility in adjusting parameter values allows the model to be used as
patient-oriented simulation tool for the prediction of the evolution of skin after serious
trauma.

To model the traction forces exerted by the (myo)fibroblasts, we use point forces that
are described by the Dirac Delta distributions, which is an important feature of the so-
called immersed boundary approaches. For the case of linear elasticity, the superposition
argument is used in the analysis of the solution to the linear set of partial differential
equations. However, for the dimensionalities that are higher than one, the Dirac Delta
distributions result into singular solutions. Hence, we developed various alternatives to
get around the singular behaviour of the solutions which allows classical finite-element
techniques to be applied to the current agent-based formulations. All the alternatives
have been proved to be consistent with the immersed boundary approach. One of the
alternatives is the smoothed particle approach that is also proposed in this thesis. This
approach is optimal in its use regarding the straightforward numerical treatment since
it allows classical solutions in the sense of smoothness, which makes it attractive from a
computational point of view. Furthermore, this formalism is a bridge between the con-
tinuum (fully partial differential equations-based) approach and the agent-based ap-
proach.

xi



xii SUMMARY

Besides the agent-based models, the thesis contains the development and extension
of cell-based models. In this modelling type, the geometry of the cell is computed dur-
ing cell migration and differentiation. This is initialized in order to simulate the differ-
entiation of fibroblasts (spindle shaped) to myofibroblasts (dendric shaped), which are
known to produce excess collagen and to exert larger pulling forces on their immedi-
ate environment. This differentiation process, which involves the alteration of the cell
geometry, causes a larger contraction of the scar. Furthermore, the evolution of cell ge-
ometry determines the ability of cancer cells to (trans)migrate to other parts of the body.
A phenomenological model for the evolution of cell geometry has been developed by di-
viding the cell boundary into mesh points that are connected to the cell centre by a series
of springs. Furthermore, the impact of cellular forces exerted on the immediate environ-
ment of cells is taken into account using a morphoelastic formulation. The model is pro-
vided as a basis to be extended to simulate more complicated microscopic experiments
and it can be implemented into various models where the evolution of cells is involved,
for instance, reepithelialization and cancer cell invasion.



SAMENVATTING

Brandwonden en andere huidtrauma’s doen zich voor met wisselende ernst, zowel qua
diepte en grootte van het aangetaste huidoppervlak als het aantal huidlagen dat betrok-
ken is. Op jaarbasis wordt wereldwijd een geschat aantal van zes miljoen patiënten van-
wege brandwonden opgenomen in het ziekenhuis. Bovendien gaan veel ernstige brand-
wonden gepaard met morbiditeit en niet-esthetische littekens zoals contracturen en hy-
pertrofische littekens, die een significant negatieve invloed op het leven van patiënten
hebben. Contracturen zijn extreme samentrekkingen die meestal samen gaan met het
beperkt functioneren van de gewrichten. Samentrekkingen worden veroorzaakt door de
trekkrachten die de (myo)fibroblasten, die zich in de fase van celdeling bevinden, uitoe-
fenen op de extracellulaire matrix (ECM).

Om meer inzicht en begrip te verkrijgen wat betreft het optreden van samentrekkin-
gen en andere biologische fenomenen, is wiskundig modelleren een nuttig instrument
voor visualisatie en het voorspellen.. Door wiskundige modellen te gebruiken is het mo-
gelijk om belangrijke biologische mechanismen te simuleren en de cellulaire activiteiten
en posities van individuele cellen te volgen.

Het onderzoek zoals beschreven in deze dissertatie is onderverdeeld in drie delen:
(1) agent-based modelleren voor huidsamentrekkingen die optreden na brandwonden;
(2) de numerieke behandeling van puntkrachten en hun alternatieven in cell-based mo-
dellen voor huidsamentrekkingen; (3) cell-based modelleren voor de ontwikkeling van
de celvorm gedurende de migratie.

Het model, dat de samentrekking van de huid beschrijft, is in staat belangrijke trends
die men in de kliniek waarneemt te reproduceren. De parametergevoeligheidsanalyse
gebaseerd op Monte Carlo simulaties laat significante correlaties zien tussen verschil-
lende fasen in het samentrekkingsproces. Deze correlaties kunnen door artsen wor-
den gebruikt om op basis van eerdere waarnemingen de eigenschappen van littekens te
voorspellen. De mogelijkheid om de parameterwaarden aan te passen geeft het model
genoeg flexibiliteit om gebruikt te worden als instrument voor het simuleren en voor-
spellen van de ontwikkeling van de huid van een patiënt na een serieus trauma. Om
de trekkrachten die uitgeoefend worden door de (myo)fibroblasten te modelleren, ge-
bruiken we puntkrachten die beschreven worden door Dirac-Delta verdelingen. Dit is
een belangrijk aspect van de zogeheten immersed boundary methode. In het geval van
lineaire elasticiteit gebruiken we het superpositie beginsel in onze analyse van de op-
lossing van het lineaire stelsel van partiële differentiaalvergelijkingen. Als de dimensi-
onaliteit groter is dan één, resulteert het gebruik van Dirac-Delta verdelingen echter in
singuliere oplossingen. We hebben meerdere alternatieven ontwikkeld om het singuliere
gedrag van de oplossingen te omzeilen. Deze stellen ons in staat om klassieke eindige-
elementenmethoden toe te passen op de huidige agent-based formuleringen. We heb-
ben bewezen dat alle alternatieven consistent zijn met de immersed boundary aanpak.
Eén van de alternatieven is de smoothed particle methode, die ook wordt gebruikt in

xiii
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deze dissertatie. Deze aanpak is optimaal vanwege de eenvoudige numerieke behande-
ling die gebruikt kan worden: aangezien qua gladheid de oplossingen klassiek zijn, is
deze methode rekentechnisch gezien aantrekkelijk. Bovendien slaat dit formalisme een
brug tussen de continue aanpak (die volledig gebaseerd is op partiële differentiaalverge-
lijkingen) en de agent-based aanpak.

Naast agent-based modellen beschrijft deze dissertatie ook de ontwikkeling en uit-
breiding van cel-based modellen, waarbij de celvorm wordt berekend gedurende de cel-
migratie en -differentiatie. Dit doen we om de differentiatie te simuleren van fibroblas-
ten (spilvormig) naar myofibroblasten (dendrietvormig), die, zoals bekend is, een teveel
aan collageen produceren en grotere trekkrachten uitoefenen op hun directe omgeving.
Dit differentiatieproces, dat gepaard gaat met een verandering in de celvorm, veroor-
zaakt een sterkere samentrekking van littekens. Ook bepaalt de ontwikkeling van de
celvorm het vermogen van kankercellen om zich naar andere delen van het lichaam te
verplaatsen. Een fenomenologisch model is ontwikkeld dat de evolutie van de celvorm
beschrijft door het celmembraan in een netwerk van punten te verdelen die door middel
van veren verbonden zijn met het midden van de cel. Ook wordt een morfoelastische for-
mulering gebruikt om de invloed van celkrachten die uitgeoefend worden op de directe
omgeving mee te kunnen nemen. Het model wordt voorzien als basis waarop voortge-
borduurd kan worden om ingewikkeldere microscopische experimenten te simuleren.
Ook kan het worden verwerkt in verschillende modellen waarin de ontwikkeling van cel-
len een rol speelt zoals bijvoorbeeld re-epithelialisatie en de invasie van kankercellen.



1
INTRODUCTION

1.1. BIOLOGICAL BACKGROUND

1.1.1. SKIN AND WOUND HEALING
Wound healing is the spontaneous process of the skin to cure itself after an injury. It is a
complex cascade of cellular events which contribute to resurfacing, reconstitution and
restoration of the tensile strength of injured skin.

Roughly speaking, skin consists of three layers: the epidermis, the dermis and the hy-
podermis. Superficial wounds will heal without any problem, since the trauma only oc-
curs on the epidermis. However, if it is a severe, deeper injury at the dermis, which causes
a significant loss of soft tissue, then the dermal wounds may lead to various patholog-
ical problems. Therefore, it is vital for the skin that (secondary) deep wound healing
proceeds speedy and effective. During secondary healing, the formation of a blood clot,
the regeneration of collagen (in extracellular matrix) and re-vascularisation take place
[2]. In most cases of serious skin trauma, excessive healing reactions, such as the de-
velopment of wound contractures, known as excessive and pathological contractions, or
hypertrophic scars, takes place.

Contractions are caused by mechanical interactions between cells and extracellular
matrix (ECM), that is, (myo)fibroblasts exert pulling forces on their immediate surround-
ings. By this contractile mechanism, large, severe wounds in human skin reduce by 5-10
% of its original size. Furthermore, the polymeric structure and orientation of regener-
ated collagen will be different from embryonic, undamaged skin [2].

Wound healing entails four partially overlapping phases: hemostasis, inflammation,
proliferation and maturation/ remodelling [2]; see Figure 1.1. During hemostasis, mainly
platelets are responsible for blood clot formation so that the clot can prevent more blood
loss and also provides the provisional scaffold (connective tissue) for cell migration to-
wards the wound [3]. Subsequently, the inflammatory cells (white blood cells) are at-
tracted to the wound to remove the bacteria and debris in inflammatory phase. When it

Parts of this chapter have been published in Biomech Model Mechanobiol 19, 2525–2551 (2020) [1] and sub-
mitted to Biomech Model Mechanobiol and Journal of Computational and Applied Mathematics.
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2 1. INTRODUCTION

Figure 1.1: Four partially overlapping stages of wound healing [4]

comes to the next proliferative phase, different entities like vessels, fibrin and granula-
tion tissues etc. start being regenerated and the wound begins to contract. In the final
remodelling stage, collagen forms tight cross-links, which increases the tensile strength
of the scar. The remodelling phase can take from months to years depending on the
wound.

The four phases will be explained in more detail in the coming paragraphs. Since the
evolution of skin entails a complicated sequence of biological processes, we can only
summarize the biological dynamics.

Immediately after injury, hemostasis starts, which is characterised by vasoconstriction—
a process to stop bleeding by closing damaged blood vessels [3, 5]. If the lining of the
blood vessels is broken, then the nearby uninjured blood vessels will constrict in order
to limit blood loss. As a result, a blood clot is developed to seal off the wound from its sur-
roundings, so that the invasion of other hazardous contaminants and pathogens into the
skin is prevented. In the meanwhile, the platelets are activated and aggregating, which
lead to the formation of a blood clot. The activation facilitates platelets to degranulate
and to release chemotactic growth factors into the extracellular space [2].

Inflammation can be split into early (24-48 hours) and late (48-72 hours) phases. The
main process during the inflammatory phase is characterised by an increased activity
of the immune system. In other words, the inflammatory cells, including neureophils,
macrophages and T lymphocytes, will enter the wound to clean the damaged region,
specifically by removing the bacteria and debris through phagocytosis [3, 6]. In the
early stage of the phase, neureophils are the first immune cells arriving at the wound,
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followed by tissue macrophages which result from differentiation from monocytes [6].
Macrophages are the most important cells in the later inflammatory phase since they are
the original producers of cytokines, especially of transforming growth factor beta (TGF-
beta), which stimulates the chemotaxis and proliferation of fibroblasts and smooth mus-
cle cells [2]. At the final stage of the inflammatory phase, chemokines released by macrophages
attract endothelial cells to the wound and stimulate angiogenesis, which is the forma-
tion of a blood vessel network. During this stage, T-lymphocytes, which mainly effect
the cell-mediated response and release signalling molecules, also start moving to the
wound area. Additionally, skin resident mast cells migrate to the wound area [6].

The subsequent phase is proliferation, which will continue for 2-4 weeks after wound-
ing, depending on the wound size [2]. It includes epithelialization, fibroplasia, angiogen-
esis and the development of granulation tissue. Redifferentiation of the keratinocytes in
the neo-epidermis is activated before completing wound closure and leads to efficient
reconstitution of the epidermal barrier [6]. After epithelialization, the injured dermis
starts being repaired. Within four days, the clot will be broken by proteins like plas-
mins, of which the production is effected by the presence of tissue plasminogen activator
(tPA). Subsequently, the clot is replaced by granulation tissue, which consists of cells and
connective tissues [3]. During this process, fibroblasts are attracted to the wound area
from the wound surroundings by a number of factors like platelet-derived growth factor
(PDGF) and transforming growth factor-beta(TGF-beta) [2]. Once within the wound, fi-
broblasts sometimes differentiate into myofibroblats, which pull the extracellular matrix
with higher forces and cause deformation of the tissue [6, 7]. In the meanwhile, fibrob-
lasts release collagen to rebuild the ECM. However, the tensile and strength properties
of the newly built collagen differ from the properties of uninjured skin. In the course
of time, the tensile strength will increase as a result of a tight cross-link of the colla-
gen molecules. Additionally, since the newly released collagen is deposited according to
the direction of migration of the fibroblasts, the orientation of newly regenerated colla-
gen is anisotropic. In summary, wound contraction takes place due to myofibroblasts
exerting pulling forces on the surrounding extracellular matrix and results into the for-
mation of (permanent) stresses and strain in and around the wound area. The amount
of contraction is related to the size, shape, depth and anatomical location of the wound,
for instance, tissues with stronger laxity contract more comparing to loose tissues, and
square-shaped wounds contract more than circular ones [2, 8]. Due to the occurrence
of contraction, the exposed surface area of the wound decreases without the production
of new wound-covering tissues. Notably, contraction must be distinguished from con-
tracture, which is a pathological process of excessive contraction. Usually, contractures
concur with disfunctioning and disabilities of the patients.

The late stage of new tissue formation overlaps with maturation/remodelling which
can last several years. At last, the dermal tissue has a low cell density for both macrophages
and fibroblasts [2], and the tensile strength of new tissue will increase but it will never
reach the level of undamaged tissue [2, 3, 6]. On the other hand, the main factors in
the maturation/remodelling phase are collagen and cytokines. As mentioned earlier, the
collagen molecules connect to other collagen molecules to strengthen the bundles. Cy-
tokines are released from a variety of cells and bind to cell surface receptors to stimulate
a cell response.
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The aforementioned stages of wound healing partly overlap each other and intra-
cellular communication drives the initiation and termination of the subsequent stages.
The inflammatory phase is initiated by the platelets that originate from the blood vessels
and form the blood clot. The platelets secrete PDGF, that is detected by the immune cells
(white blood cells) in the blood circulatory system (for example, neurophils, monocytes,
macrophages and T-lymphocytes). The immune cells transmigrate through the walls of
the blood vessels to arrive at the wound site [9], where they clear up debris and other
pathogens through phagocytosis [3, 6]. These immune cells secrete the transforming
growth factor TGF-beta. We bear in mind that the immune cells release several types of
TGF-beta chemokines, and that some types of these chemokines initiate the formation
of a newly generated blood vessel network (also referred to as angiogenesis). Migra-
tion of the fibroblasts and immune cells takes place via various biological mechanisms.
The most important biological mechanisms for cell migration are random walk, which
takes place as a result of unpredictable inhomogeneities and anisotropies in the extra-
cellular matrix of skin, chemo (hapto)taxis, which characterises cellular migration in the
direction of (or opposite to) the gradient of a chemical and tensotaxis, which represents
cellular migration driven by mechanical cues.

1.1.2. CELL GEOMETRY

Cells may attain various shapes and sizes, for example, stem cells can differentiate and
adopt the shape and functionality of many different cell types in our body: fan-like ker-
atocytes, hand-shaped nerve growth cones and spindle-shaped fibroblasts [10, 11]. It
has been recognized that cell geometry influences cellular activities like cell growth and
death, cell mobility and adhesion to the direct environment [10, 12–15]. The shape of
a mobile cell is determined by its boundaries, which dynamically vary with a local bal-
ance between retraction and protrusion [16]. There are multiple constituent elements
affecting the cell shape, for instance, the cytoskeleton and the cell-substrate adhesions,
which have been studied in depth in the past years. However, it is still a great challenge
to understand the mechanisms that determine the global cell morphology in the context
of its function [10, 13].

Signalling molecules play an important role in cell migration and cell shape. During
wound healing, chemotaxis is one of the most important cues for migration of immune
cells and fibroblasts in inflammatory and proliferative phases [1–3, 17]. Metastasis of
cancer cells can be induced by nutrients and oxygen, since tumour growth requires an
adequate supply of oxygen and nutrients. Under most pathological circumstances, oxy-
gen and nutrients are supplied though the local blood vasculature [18, 19]. Commonly,
signalling molecules are activated at the plasma membrane, and de-activated in the cy-
toplasm. On the other hand, the concentration of signalling molecules determines the
cytoskeletal dynamics [10].

In wound healing, cells migrate and change shape in both the epidermis and the
dermis layers. Re-epithelialization is the most essential part for the skin to re-establish
its barrier function [20–22]. However, the mechanisms of re-epithelialization are poorly
understood. In the early stage of the epidermis closure in a wound, the basement mem-
brane between the epidermis and dermis extends slightly over the ends of the incised
dermis, creating an “extension membrane” (or so-called epidermal tongue) [23]. The
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mechanism of the occurrence of the epidermal tongue is still unclear. A possible ex-
planation is that, the suprabasal cells (which lie upon the layer of basal cells) form the
tongue by migrating over the leading basal cells and dedifferentiating to basal cells (which
are adhered to the basement membrane between the epidermis and dermis) to form new
leaders [20, 23–25]. When epidermal epithelial cells are "crawling" and "climbing up"
to reestablish the epidermis, they elongate and flatten [20]. In the dermis, it has been
widely documented that the differentiation of fibroblasts is one of the key events dur-
ing wound healing. Differentiation changes the spindle-shaped fibroblast to dendritic-
shaped myofibroblasts. Subsequently, cells’ mechanobiology is modified considerably
as well. The differentiated myofibroblasts exert much larger forces on the extracellu-
lar matrix (ECM) than fibroblasts [1]. Excessive numbers of myofibroblasts will result
in contractures, which are morbid and pathological macro-scale contractions. Usually,
contractures concur with disabilities and dysfunction, and have a grave impact on pa-
tients’ daily life.

Another circumstance where cell geometry has a significant impact is cancer cell in-
vasion and cancer metastasis, when the cancer cell deforms such that it can go through
various sizes of pores or vessels. Cancer metastasis has been reported as the main reason
of death in cancer patients [14]. During the migration of a cancer cell to its destination,
especially migrating through a narrow and stiff cavity, it has to deform to adapt to the
obstacles. More invasive cancer cells, appear to be more pliable and dynamic both in-
ternally [26] and externally [27–29], and thus able to adjust their cytoskeleton and mor-
phology, which might provide a possible cause for cancer. In addition to that, cancer
cells are known to apply a significantly larger traction force on the substrate, compared
to benign cells [14], yet the specific mechanisms that induce these increased forces are
still poorly understood.

1.2. MATHEMATICAL MODELLING IN BIOLOGY
In 1952, a mathematical model was developed in biology by Turing [30] to describe the
occurrence of natural patterns such as strips and spots, and since then, a bridge has been
built between experimental work and mathematical modelling. As Bonner [31] said in
his book already in 1974: “We have arrived at the stage where models are useful to suggest
experiments, and the facts of the experiments in turn lead to new and improved models
that suggest new experiments. By this rocking back and forth between the reality of experi-
mental facts and the dream world of hypotheses, we can move slowly toward a satisfactory
solution of the major problems of developmental biology”. Mathematical modelling in
biology advances both mathematics and biology, and it has had a crucial impact on bio-
logical and medical research.

Even though there have been significant successes in mathematical biology over the
last fifty years, mathematical biology is not widely accepted [32, 33]. Therefore, various
researchers argued how useful mathematics is in biology [32–35]. Firstly, mathematical
modelling has been proven to be an important tool to have a deeper insight into many
biological processes that are potentially difficult to control in experiments. Furthermore,
if the global patterns are lacking, mathematical models are capable of exposing the hid-
den correlation between the parameters. Secondly, when a model is able to reproduce
experimental results, it can be further considered to suggest new hypothesis. In other
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words, mathematical modelling turns blurred concepts and ideas into testable and rig-
orous hypothesises. Subsequently, potential treatments can be developed, for instance,
the improvement of the efficiency of drug delivery. Thirdly, mathematical modelling can
simulate various biological phenomena, for example, wound healing and cancer metas-
tasis, such that the model is capable of predicting as a simulation tool. Furthermore,
thanks to the flexibility of altering parameters and parameter values in the simulation,
mathematical models can be patient-oriented, which stengthen their predicting power
further. Last but not least, the using of mathematical models reduces the number of an-
imal experiments significantly. We note that in this context, both animal experiments
and computation are model descriptions of reality, since also in the case of animal ex-
periments, the translation between animal and human pathologies is often obscure.

Depending on the scale of the observed domain, continuum models and agent-based
models are widely used. Continuum models, developed by Tranquillo and Murray [36],
among many others, in which all the behaviours of species are described by partial dif-
ferential equations (PDEs). Therefore, cells are represented by densities rather than by
entities of their own. They have the advantage of modelling a larger scale, however,
the model neglects the individual cellular activity and cells are not tracked [37]. The
other class of models is hybrid framework based, or called agent-based model in which
the cells are treated as individual, discrete entities and the extracellular matrix (ECM)
is treated as a continuous variable. Agent-based models are suitable to model cellu-
lar activities of every cell, for instance, cell migration and cell deformation, even though
agent-based models are more suited for the micro-scale due to their computational cost.
On the other hand, agent-based models are helpful to understand and develop a better
insight into biological scenarios at the level of cells.

Hence, agent-based modelling is preferred in this thesis to simulate wound healing
and the dynamics of cell geometry. Compared with cell density models, agent-based
models have several advantages. Firstly, agent-based models are experiment-based (mea-
surable parameters like cell stiffness, cell mobility, cell forces are used directly), and
therefore, the influence of cellular properties on the surroundings can be evaluated im-
mediately. The second advantage is the ability to visualize the computational results,
so that this can easily be developed into a user-friendly simulation tool. Thirdly, it is
straightforward to involve the stochastic processes in various cellular events (like cell
migration and cell proliferation etc.).

In this thesis, there are multiple mechanisms determining the displacement and the
geometry of the cell, namely, interactions between cells, chemotaxis, passive convection
and random walk. In other words, a semi-stochastic partial differential equation (PDE)
is used to model the displacement of cells. For chemotaxis and passive convection, we
mainly incorporate PDEs solved by finite-element methods.

1.3. MOTIVATION AND OBJECTIVES
Burns and other skin traumas occur at various intensities regarding the depth and area of
the skin, as well as the involvement of the different skin layers. Worldwide, an estimated
six million patients need hospitalisation for burns annually. In most hospitalized pop-
ulations with severe burn injuries, the mortality rate is between 1.4% and 18% with the
maximum rate 34% [38]. Furthermore, most severe burn injuries will develop morbidity
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and unaesthetic scars like contractures and hypertrophic scars, which cause a signifi-
cantly bad impact on the patients’ life.

Globally, cancer is the second leading causes of deaths: about one in six deaths is
resulted from cancer [39]. Cancer metastasis that is has been reported as one of the
most dreadful reasons of patients’ death. In solid tumor, 66.7% of cancer deaths are due
to metastasis [40].

Even though technology has been developing in the last decades, these diseases and
complications are still incurable. As it has been mentioned earlier, mathematical mod-
els can be helpful and beneficial to reproduce and simulate various biological scenarios.
Hence, they are a useful tool to discover hidden explanations of phenomena, since only
significant features are elected to develop the model. Furthermore, mathematical mod-
els are not based on additional animal experiments and as an additional simulation tool,
these models can contribute to a further reduction of the number of animal experiments.

In this thesis, firstly, we are keen on developing a more accurate model for wound
healing, as a preliminary phase for a user-friendly simulation tool. Subsequently, the
physicians and surgeons can use the tool to predict the healing procedure of every pa-
tient. In the meantime, the accuracy of the model is attached to the solution to the equa-
tions. Hence, we investigate various approaches to improve the accuracy of the solution,
in particular in higher dimensions. On the other hand, it is acknowledged that cell ge-
ometry plays an important role in cancer metastasis. We begin with developing a model
including traction forces exerted by the cell, such that the model is able to reproduce
some laboratory experiments.

1.4. OUTLINE
This dissertation contains three parts excluding introductions and conclusions. The
first part is about agent-based modelling on wound contractions after deep tissue in-
juries. In Chapter 2, we describe an agent-based model for wound contractions, where
a phenomenological model is selected to describe the permanent deformation of the
wound. Chapter 3 treats a morphoelasticity model, in which the permanent deforma-
tion of the substrate is connected to the strain. In addition to embed morphoelasticity in
the wound healing model, we also compare these two models in terms of the dynamics
of the wound. The second part is devoted to point sources and point forces, as well as
superpositions of them. These point sources and point forces are modelled by the use
of Dirac Delta distributions. The point forces are typically applied to model cell trac-
tion force over the cell boundary. This is done by a superposition of point forces over
the boundary of the cell. A major issue with these point sources and forces is the sin-
gular nature of the solution for the dimensionality exceeding one. Hence, alternative
approaches are needed and are proved to be consistent with the immersed boundary ap-
proach in one dimension (Chapter 4) and multiple dimensions (Chapter 5). In Chapter
6, we managed to upscale the agent-based model and the continuum-based model and
establish the consistency between these two categories of models, regarding the traction
forces exerted by the cells. The last part of this thesis is about the cell geometry. Chapter
7 states a cell-based model including the cell traction force to simulate the dynamics of
the cell geometry evolution. Last but not least, we summarize this thesis and present
some recommendations for the future work.
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2
AGENT-BASED MODELLING AND

PARAMETER SENSITIVITY ANALYSIS

WITH A FINITE-ELEMENT METHOD

FOR SKIN CONTRACTION

In this chapter, we extend the model of wound healing by Boon et al. [41]. In addition
to explaining the model explicitly regarding every component, namely cells, signalling
molecules and tissue bundles, we categorised fibroblasts as regular fibroblasts and my-
ofibroblasts. We do so since it is widely documented that myofibroblasts play a significant
role during wound healing and skin contraction, and that they are the main phenotype
of cells that is responsible for the permanent deformations. Furthermore, we carried out
some sensitivity tests of the model by modifying certain parameter values, and we observe
that the model shows some consistency with several biological phenomena.

Using Monte Carlo simulations, we found that the model predicts a significant strong posi-
tive correlation between the final wound area and the minimal wound area. The high cor-
relation between the wound area after four days and the final/minimal wound area makes
it possible for physicians to predict the most probable time evolution of the wound of the
patient. However, the collagen density ratio at the time when the wound area reaches its
equilibrium and minimum, cannot indicate the degree of skin contraction, whereas at the
4th day post-wounding, when the collagen is accumulating from null, there is a strong
negative correlation between the area and the collagen density ratio. Further, under the
circumstances that we modelled, the probability that patients will end up with 5% con-
traction is about 0.627.

This chapter has been published in Biomech Model Mechanobiol 19, 2525–2551 (2020) [1].

11



2

12 2. AGENT-BASED MODEL FOR WOUND CONTRACTION

2.1. INTRODUCTION
In this chapter, we will use the hybrid cell-based model developed by Vermolen and
Gefen [42] and improved by Boon et al. [41] The innovations are the following: in this
modelling study, a six-species model for the second and third phases of wound healing
processes is selected, including multiple types of cells, cytokines and tissues; see Cum-
ming et al. [3] and Koppenol [17]. In the current text, we have improved the model by
modelling the proliferation and differentiation of both fibroblasts and myofibroblasts by
the use of stochastic sampling from exponential distributions. In the model, cells are
taken as spherical individuals which become circles after projection in two spatial di-
mensions, cytokines and tissues are treated as continuous variables. Furthermore, we
have done sensitivity tests to validate the model and Monte Carto simulations to assess
the impact of uncertainty and parameter variation.

The chapter is structured as follows. In Section 2.2, we present the biological as-
sumptions and the semi-stochastic cell-based model. Section 2.3 treats the numerical
results of the model from various aspects, like the positions of the cells, variations of the
concentration of cytokines and strain energy of the wound, and the wound area chang-
ing over time, which is taken as an indicator of the contractions. Furthermore, the effect
of applying different parameter values on wound healing is probed. The results from the
Monte Carlo simulations are presented in Section 2.4. Finally, the conclusions and some
remarks for the model are shown in Section 2.5.

2.2. MATHEMATICAL MODELS

2.2.1. BIOLOGICAL ASSUMPTIONS
To regenerate new and healthy tissue in the wound, the importance of cell proliferation,
migration and differentiation has been documented [5]. However, the activities of viable
cells are much more complex than they were observed in the laboratory. In other words,
it is infeasible to depict and contain every aspect of cellular activity into the model.
Therefore, to encode a mathematical model, we have to make some simplifications of
biological system and until now we mainly work in two spatial dimensions. Under this
circumstance, the domain we are working on is denoted byΩ ∈R2. Furthermore, we use
the following assumptions for the cells—in this report, namely macrophages, regular fi-
broblasts and myofibroblasts:

• cells are in a circular shape with a fixed radius;

• distortion of cell geometry is not taken into consideration, however, cells are al-
lowed overlap in a reasonable range;

• once two cells mechanically contact and even (partly) overlap, they will repel each
other and exert a repulsion force which is in the opposite direction of the vector
connecting the cells; additionally, the remote traction forces between any two cells
are neglected;

• each cell is either viable or dead and once a cell dies, it disappears immediately
from the computational domain; we note that the finite-element method is ap-
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plied over the entire domain, and hence the only thing that changes in the algo-
rithm is the disappearance of a force or source as soon as a cell dies;

• when cell division occurs, the centre of the original cell moves randomly to the cir-
cumference and the new cell’s center is on the opposite side of the circumference;
the process is depicted in Figure 2.1 [42];

• each cell needs time to grow before it is allowed to differentiate or divide after
its birth; the daughter cell needs more time than the mother cell [43], but cell
death/apoptosis can always occur due to excessive mechanical forcing;

• cell division and death rates follow the exponential distribution; see Chen et al.
[44] for more details, of which the probability rate for these processes depends on
the concentration of TGF-beta and strain energy density;

• in this model, the division of macrophages and myofibroblasts are neglected, hence,
only regular fibroblasts are allowed to proliferate;

• each viable (myo)fibroblast exerts a force on the substrate where it is living on.

Note that in fact cells are not overlapping but they collide against each other. Sub-
sequently, they repel each other. We use a Hertz contact model to simulate repulsion
against cells. This model is based on the indentation of a sphere, which we model by
‘overlapping’. Similar approaches by different authors can be found in for instance Ya-
mao et al. [45]. Some papers report about the quantification of cell forces, however, the
experimental values of intracellular forces are characterized by very large uncertainties.
The magnitude of intracellular forces, which effects the ‘overlapping region’ between
cells does not effect our computed results in terms of contractile behaviour of burn in-
juries that much.

The solution of the partial differential equations that will be presented in this section
is approximated by the use of the finite element method. The finite element method is
applied over the entire domain of computation to approximate the solution of the equa-
tions for the concentrations and force balance. The individual cells act as sources for
the regeneration of chemical agents and exert forces to the immediate surroundings.
To this extent, the whole domain of computation is triangulated and linear basis func-
tions are used. Since the cells exert forces to their surroundings, the region is deformed,
which is incorporated into the finite element method. The finite-element method is im-
plemented within the FEniCS package [46]. For completeness, we present the Galerkin
formulations of the partial differential equations that we numerically solve.

Regarding the cell repelling force, a Hertz contact force is used to take cells as isotropic
homogeneous elastic bodies, which are deformed if two cells repel each other. The dif-
ference between the sum of the radius of two cells and the distance between two cell
centres is defined as overlapping distance [42, 44, 47]. This overlapping region is ficti-
tious since in real situations cells do not overlap. The overlapping distance is used to
quantify the indentation, which in turn, determines the repulsive force. We have used
the Hertz contact force model for soft spheres.

We consider a two-dimensional computational domain that is filled with cells and
substrate. Since the predominant mode of cellular migration is by chemotaxis, we only
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incorporate direct mechanical (repulsion) forces between cells that are in physical con-
tact. For more details about modelling the traction forces using strain energy density,
see Vermolen and Gefen [42] and Dudaie et al. [48].

Strain energy density is the mechanical energy per unit volume and it quantifies the
magnitude of the strain by which a cell will migrate.

The strain energy density from the repulsive force that is exerted by colliding cells is
modelled by, see [42]:

M i j (r i ) = 1

30

Ec

π

(
hi j

R

) 5
2

, (2.1)

where
hi j = max

{
2R −‖r i − r j ‖,0

}
,

is known as the overlapping distance of two cells. We consider cell i as a cell that collides
with other cells, then the total repulsion energy density is the sum of the repulsion energy
densities which results from the cells contacting cell i mechanically. Suppose cells j ∈
{i1, . . . , ik } ⊆ {1, . . . ,n(t )} contact mechanically with cell i at time t , then the total repulsion
energy is

M mc (r i ) =
ik∑

j=i1

M i j (r i ), for i ∈ {1, . . . ,n}. (2.2)

Based on the cell assumptions, the total energy density is

M̂(r i ) =
{

0, if hi j = 0,

−M mc (r i ) , if hi j > 0.
(2.3)

According to Vermolen and Gefen [42], the displacement of cell i over a time step ∆t
is a linear combination of all the unit vectors connecting to the rest with the total strain
energy density as the weight factor. Hereby, we use the unit vector connecting cell i to
cell j

ei j =
r j − r i

‖r j − r i‖
, where i 6= j ,

and according to the biological assumption of no more traction force, the weight of the
direction of displacement is given by

Mz (r i ) =
{

0, if hi j = 0,

−M i j (r i ), if hi j > 0.
(2.4)

Then the overall moving direction of cell i is given by the following equation:

zi =
n∑

j=1, j 6=i
Mz (r i )e i j =

ik∑
j=i1

Mz (r i )e i j . (2.5)

Then we normalize the vector again to obtain

ẑ i = z i

‖z i‖
.
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Based on the model of displacement of cell i , developed by Vermolen and Gefen [42],
the direction is determined by ẑ i and the magnitude of the displacement is proportional
to the total energy density M̂(r i ).

To improve the computational efficiency, we use another method modelling the pro-
liferation and apoptosis of cells, which is extended from the one used in Chen et al. [44].
Each viable cell has a certain possibility to proliferate or die due to its surroundings and
its internal environment. In this chapter, for proliferation and differentiation of regular
fibroblasts, we consider the effects from the surroundings on each cell, namely the strain
energy density due to forces exerted by other cells and the concentration of TGF-beta.

Following the approach in Vermolen and Gefen [49], the probability of cell prolifer-
ation, differentiation and apoptosis follow a (memoryless) exponential distribution, of
which the probability density function is defined by

ftn (λ, t ) =λexp{−λ(t − tn)},

in the time interval (tn , tn +∆t ). Here, ∆t is the timestep, which is fixed in this chapter.
Hence,

P(t ∈ (tn , tn +∆t )) =
∫ tn+∆t

tn

λexp{−λ(t − tn)}d t = 1−exp{−λ∆t },

and hence the probability is determined by the λ∆t . The division and apoptosis rates
were used on the basis of earlier studies in Vermolen and Gefen [49] and on the basis of
Chen et al. [44], where it has been specified how proliferation and death rates change
with mechanical signals. These rates are incorporated in the exponential distribution,
which we describe in Section 2.2.2. The actual values were based on ‘educated guesses’
and the sensitivity of the model. The probability rate is set according to the following
relation with the strain energy density and the concentration of TGF-beta:

λd = 20× c2
TGF (x , t )+

{
2, if ‖M̂(ri )‖ < 0.05kg /(µm ·h2),

0, otherwise,

where cTGF (x , t ) is the concentration of TGF-beta at position x and time t , and

λa =
{

10, if ‖M̂(ri )‖ Ê 0.07kg /(µm ·h2),

0, otherwise,

for proliferation and apoptosis respectively. From a biological point of view, when fi-
broblasts enter the wound region, they can differentiate into myofibroblasts, which pull
the extracellular matrix even harder and cause the contractions of the wound. Thus, to
describe the probability differentiating into myofibroblasts, exponential distribution is
still applied with different parameter value λ, based on the fact that the exponential dis-
tribution is memoryless. Similarly, we use the same exponential distribution model to
describe the probability of differentiation from a regular fibroblast to myofibroblast with

λmyo =
{

60× c2
T GF (x , t )+10, if cTGF (x , t ) > 0.01g /(µm)3,

0, otherwise.
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Figure 2.1: The process of cell division combined with the cell displacement [42]

At each time step, we generate a random number ξ from a uniform distribution in
[0,1]. The cell will divide or die or differentiate if and only if ξ < P(t ∈ (tn , tn +∆t )) with
corresponding λ.

Additionally, for each cell, it needs some time to grow mature first and then it can
divide. We assume that a cell will not divide unless the growth time exceeds some time
step threshold but there is no restriction for cell death.

The related parameter values of cells used in this study are shown in Table 2.1. The
values in the table below are mainly from Chen et al. [44] and Koppenol [17]. Note that
some of the parameter values, such as the dimensions of the cells, are fictitious and that
the current paper mainly focusses on evaluating the sensitivity of the model.

2.2.2. SEMI-STOCHASTIC CELL-BASED MODEL

CONCENTRATION OF SIGNALLING MOLECULES

In the model, the fields of the several growth factors are modelled by reaction-diffusion
equations of the form:

∂c(x , t )

∂t
+∇· [v (t , x(t )) · c(x , t )]−∇· (D∇c(x , t )) = F, (2.6)

where c is the concentration, D is the diffusion rate, which is either a positive constant or
a function of fibre and collagen concentration, and v (t , x(t )) is the displacement velocity
of the substrate that results from the cellular forces exerted on their surroundings. To de-
rive the corresponding Galerkin’s form, Reynold’s Transport Theorem [50, 51] is applied
to dismiss the term with the displacement velocity v (t , x(t )). Define material derivative
as

D f (x(t ), t )

Dt
= ∂ f (x(t ), t )

∂t
+v (t , x(t )) ·∇ f (x(t ), t )

for any tensor field f (x(t ), t ), where v (t , x(t )) is the velocity of the field.
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Table 2.1: Parameter values of cells which will be used in the calculation of this chapter

Parameter Description Value Dimension Reference

Es Substrate elasticity 50 kg /(µm ·h2) Dudaie et al. [48]
Ec Cell elasticity 5 kg /(µm ·h2) Dudaie et al. [48]
Fi Traction force between cells 10 kg ·µm/h2 Chen et al. [44]
R Cell radius 2.5 µm Dudaie et al. [48]
µ Cell friction coefficient 0.2 − Vermolen and Gefen [49]
βi Mobility of the cell surface 1 h−1 Vermolen and Gefen [49]

P f
Magnitude of temporary force of

regular fibroblasts
8.32 kg ·µm/h2 Koppenol [17]

Q0
Magnitude of plastic force of

myofibroblasts
33 kg ·µm/h2 Koppenol [17]

αρ
Coefficient related to collagen and

fibrin
104 − Koppenol [17]

v Speed of biased movement of cells 2.5 µm/h Koppenol [17]
c0

PDGF Initial concentration of PDGF 1 g /(µm)3 Koppenol [17]

c0
tPA Initial concentration of tPA 1 g /(µm)3 Koppenol [17]

Dmi n
TGF

Minimum diffusion rate of TGF-beta 10.6 µm2/h Koppenol [17]

Dmax
T GF Maximum diffusion rate of TGF-beta 100.6 µm2/h Koppenol [17]

kT GF
Secretion rate of TGF-bata molecules

by macrophages
2.5 kg /(µm3h) Koppenol [17]

DPDGF Diffusion rate of PDGF 10 µm2/h Koppenol [17]

Dmi n
tPA

Minimum diffusion rate of tPA 0.711 µm2/h Koppenol [17]

Dmax
tPA Maximum diffusion rate of tPA 14.1 µm2/h Koppenol [17]

ktPA
Secretion rate of tPA by damaged

endothelial cells
0.5 kg /(µm3h) Koppenol [17]

δρ Degradation rate of fibrin bundles 0.15 µm2/h Koppenol [17]

x0
Length of the computational domain

in x direction
120 µm Estimated in this study

y0
Length of the computational domain

in y direction
80 µm Estimated in this study

xw
Length of the wound region in x

direction
40 µm Estimated in this study

yw
Length of the wound region in y

direction
30 µm Estimated in this study

∆t Time step 0.1 h Estimated in this study
ν Poisson’s ratio of the substrate 0.48 − Estimated in this study

Pm
Magnitude of temporary force of

myofibroblasts
33.28 kg ·µm/h2 Estimated in this study

κ
Parameter in Robin’s boundary

condition to solve Eq (2.6)
100 1/µm Estimated in this study

κ f
Parameter in Robin’s boundary

condition to solve Eq (2.9)
3 1/µm Estimated in this study

σr w Weight of random walk 0.01 − Estimated in this tudy

Theorem 2.1. LetΩt be a time-dependent domain in Rd , and let ∂Ωt be the boundary of

Ωt , further, let f , ∂ f
∂t ∈ L2(Ωt ) be a given function and let v represent the velocity of moving

boundary ∂Ωt , then

d

d t

∫
Ωt

f (x(t ), t )dΩt =
∫
Ωt

∂ f

∂t
(x(t ), t )dΩt +

∫
∂Ωt

f (x(t ), t )v (t , x(t )) ·ndΓ,
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where n is the outward-pointing unit normal vector.

Robin’s boundary conditions are used here since it models a balance between the dif-
fusive flux from the domain of computation and the mass transfer into the surroundings
around the domain of computation. The symbol κ, which is non-negative, represents
the mass transfer coefficient. Note that as κ→ 0 then the Robin condition tends to a ho-
mogeneous Neumann condition, which represents no flux (hence isolation). Whereas as
κ→∞ represents the case that c → 0 on the boundary, which, physically, is reminiscent
to having an infinite mass flow rate at the boundary into the surroundings. The Robin
condition, also referred to as a mixing boundary condition, is able to deal with both these
two limits and all cases between these limits.

With Robin’s boundary condition and applying Reynold’s theorem(Th. 2.1), the Galerkin’s
form of Eq (2.6) is

Find ch(x , t ) ∈C 1
h((0,T ]×H 1

h(Ωt ))∩C 0
h([0,T ]×H 1

h(Ωt )), such that

d

d t

∫
Ωt

ch(x , t )φh(x(t ))dΩt +
∫
Ωt

D∇φh(x(t ))∇ch(x , t )dΩt +
∫
∂Ωt

κch(x , t )φh(x(t ))dΓt

=
∫
Ωt

Fφh(x(t ))dΩt ,

∀φh(x(t )) ∈ H 1
h(Ωt ),

where ch(x , t ) is the numerical solution of the concentration at time t .
Furthermore, linear triangular basis functions are utilised to derive Galerkin’s form.

Since the basis function is attached to vertices, it can be concluded that for the basis

function at any mesh point i , we have
Dφ j (x(t ))

Dt = 0 [52] for all j ∈ {1, . . . Nh} where Nh

is the number of nodal points in the domain. In our computational implementation,
the backward Euler method is applied to integrate over time, and we only give the time
dependence here in the Galerkin’s form:

Find ch(x , t ) ∈C 1((0,T ]×H 1
h(Ωt ))∩C 0([0,T ]×H 1

h(Ωt )), such that

1

∆t

(∫
Ωt+∆t

ch(t +∆t )φh(x(t +∆t ))dΩt+∆t −
∫
Ωt

ch(t )φh(x(t ))dΩt

)
+

∫
Ωt+∆t

D∇φh(x(t +∆t ))∇ch(t +∆t )dΩt+∆t

+
∫
∂Ωt+∆t

κch(t +∆t )φh(x(t +∆t ))dΓt+∆t =
∫
Ωt+∆t

Fφh(x(t +∆t ))dΩt+∆t ,

∀φh(x(t )) ∈ H 1
h(Ωt ),

where ch(x , t ) is the numerical solution of the concentration at time t . To distinguish
between the cytokines, we add the subscript "PDGF", "TGF" or "tPA" if it is necessary.
As for the velocity of the environment (i.e. the extracellular matrix) where all the bio-
logical elements live on, We, indeed, compute the displacement from the solution of the
balance of momentum. Subsequently, the velocity is post-processed from the numerical
time derivative, where following [53] v(t ,x(t )) = Du(t,x(t))

Dt , and hence we get

v (t , x(t )) ≈ u(t +∆t ,x(t +∆t ))−u(t , x(t ))

∆t
.
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The platelet derived signalling molecules have been regenerated by the platelets. We
assume that the platelets are no longer active and therefore the platelet derived sig-
nalling molecules are only subject to diffusion. Alternative processes such as regener-
ation and decay are neglected. Thus, the equation to determine the concentration of
PDGF is given by

∂cPDGF

∂t
+∇· [cPDGF ·v (t , x(t ))]−DPDGF∆cPDGF = 0, (2.7)

where DPDGF is the diffusion coefficient given in Table 2.1.
Regarding the concentration of TGF-beta, it is widely documented that macrophages

are the one of the main sources [2, 3, 41]. Therefore, each viable macrophage is a point
source of TGF-beta and hence Dirac Delta distributions are used. Furthermore, we as-
sume that the diffusion coefficient of the signalling molecule is linearly dependent on
the local density of the fibrin molecules [9]. All these assumptions yield the following
equation to determine the concentration of TGF-beta:

∂cTGF

∂t
+∇· [cTGF ·v (t , x(t ))]−∇· [DTGF (ρ f )∇cTGF ] = kTGF

TM (t )∑
i=1

δ(x −xi ), (2.8)

with
DTGF (ρ f ) = (αρρ

f )Dmi n
TGF + (1−αρρ f )Dmax

TGF .

Here, Dmin
T GF and Dmax

TGF are the minimum and maximum diffusion coefficient of tPA, kTGF

is the secretion coefficient of TGF-beta of each macrophage and αρ is a given positive
constant. All the parameter values are given in Table 2.1.

FORCE BALANCE

The (myo)fibroblasts exert pulling forces on their immediate surroundings in the extra-
cellular matrix. These forces are directed towards the cell centre and cause local dis-
placements and deformation of the extracellular matrix. The combination of all these
forces causes a net contraction of the tissue around the region where the fibroblasts are
actively exerting forces. The (myo)fibroblast exert pulling forces on their immediate en-
vironment. Next to these forces, they change the local environment in a way that residual
forces remain after their presence. Therefore we consider two types of forces: temporary
force ( f t ) and plastic force ( f p ).

As it is stated before, the force results in the deformation of the skin surrounding the
wound. Neglecting inertia, the balance of momentum inΩt reads as:

−∇·σ= f t + f p . (2.9)

From a mechanical point of view, we treat the computational domain as continuous,
linear and isotropic. Further, as a result of the presence of liquid phases in the tissue, the
mechanical balance is also subject to viscous, that is friction, effects. Therefore, we use
Kelvin-Voigt’s viscoelastic dashpot model, which in essence reads as

σ= Eε+µε̇,
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where ε̇ denotes the time derivative of ε, E and µ are linear tensors and they will be

specified now. We decompose the total stress by

σ=σ
el as

+ησ
vi sco

(2.10)

where η is the weight of the viscoelasticity stress tensor, σ
el as

is

σ
el as

= Es

1+ν
{
ε+ tr (ε)

[ ν

1−2ν

]
I
}

, (2.11)

and σ
vi sco

is

σ
vi sco

= Es

2(1+ν)
ε̇+ 2

3
× Es

2(1+ν)
∇· u̇I . (2.12)

In the above equations, Es is the Young’s modulus of the domain, ν is Poisson’s ratio, ε is

the infinitesimal strain tensor and u̇ is the time derivative of u, that is,

ε= 1

2

[∇u + (∇u)T ]
. (2.13)

The above PDE provides a good approximation if the strains are relatively small. Com-
bined with Robin’s boundary condition

σ ·n +κ f u = 0,

where κ f is a non-negative constant representing a spring force constant between the
computational domain and its far away surroundings, the displacement u of the extra-
cellular matrix where all the biological components are, can be determined by Eq (2.9).
Note that if κ f →∞, then u → 0 which represents a fixed boundary, and κ f → 0 repre-
sents a free boundary in the sense that no external force is exerted on the boundary.

Temporary Force
Temporary forces are characterised by (myo)fibroblasts exerting forces from the bound-
ary of the cell onto their immediate surroundings. Once there is no cell, the deformation
caused by the forces will disappear. For cell i , the cell boundary Γi is divided into finite
line segments in two-dimensional case. We assume that an inward directed force is ex-
erted as a point force at the midpoint of every line segment in the normal direction to
the line segment. The total force is a linear combination of every force at every segment.
Hence, at time t , the total temporary force is expressed by

f t (t ) =
TN (t )∑
i=1

N i
S∑

j=1
P (x i

j , t )n(x i
j (t ))δ(x −x i

j (t ))∆Γi , j
N , (2.14)

where TN (t ) is the number of cells at time t , N i
S is the number of line segments of cell i ,

P (x , t ) is the magnitude of the pulling force exerted at point x and time t per length, n(x)
is the unit inward pointing normal vector (towards the cell centre) at position x , x i

j (t ) is

the midpoint on line segment j of cell i at time t and ∆Γi , j
N is the length of line segment
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j . This method is also used in fluid dynamics, and is known as the immersed boundary

method. Theoretically, as N i
S →∞, i.e. ∆Γi , j

N → 0, Eq (2.14) becomes [41]

f t (t ) =
TN (t )∑
i=1

∫
∂Ωi

N

P (x i , t )n(x i (t ))δ(x −x i (t ))dΓi
N , (2.15)

Here, x i (t ) is a point on the cell boundary of cell i at time t .
For the sake of computational efficiency, each cell is divided into three boundary

segments [54]. Therefore, N i
S = 3 in Equation (2.14).

Plastic Force
Plastic forces occur as a result of the changes that myofibroblasts inflict on their imme-
diate surroundings. On the one hand, these forces are caused by large deformations, but
also by the chemical decomposition of collagen chains into shorter chains. The short-
ening of the chains causes stresses and strains in the cross-linked network of collagen
molecules. The modelling of the permanent forces proceeds similarly to the modelling
of the temporary forces with the only difference that the forces are not acting on the cel-
lular boundary but on the boundary of an element of the finite-element mesh. Similarly
to the temporary forces, the total plastic force on the boundary segments of the elements
of the mesh at time t is expressed by [41]

f p =
NE∑
i=1

N i
e∑

e=1
Q(τi )n(x)δ(x −x i

e (t ))∆Γi ,e
E , (2.16)

where NE is the total number of mesh triangular elements, N i
e is the total number of

edges of the mesh triangular elements, Q(τi ) is the magnitude of the plastic force density
at efficient exposure time τi of myofibroblast, n(x) is the unit inward pointing normal
vector, x i

e (t ) is the midpoint and∆Γi ,e
E is the length of the edge respectively. We note that

this framework is sufficiently general to extend to different element shapes.
Note that here the magnitude of the force is a function of the exposure time τi of the

element by the myofibroblasts, denoted by Q(τi ). In Koppenol [17], it was hypothesized
that the effective exposure of each element on the finite-element mesh was expressed by

dτi

d t
= cTGF (x i

E )(1−αρρc (x i
E ))

A(ΩC ∩Ωei )

A(Ωei )
, (2.17)

where x i
E is the central point of the mesh element i , ρc (x i

E ) is the density of collagen

at x i
E , A(ΩC ∩Ωei ) is the area of the intersection of the cell and mesh element i and

A(Ωei ) is the area of mesh element i . Note that the area ratio
A(ΩC∩Ωei )

A(Ωei ) will not exceed

unity. However, to implement into the computation, it is hard to calculate this ratio
explicitly. Therefore, we rewrite Equation (2.17). Since it is not straightforward from a
computational point of view to compute the area of overlap, we simplify this operation
by

dτi

d t
= cTGF (x i

E )(1−αρρc (x i
E ))N i

myo , (2.18)
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where N i
myo is the number of myofibroblasts that the central point of mesh element i is

in.
The magnitude of the plastic force density is a function of exposure time τi :

Q(τi ) =Qmax (1−e−τ
i
), (2.19)

where Qmax is the maximal magnitude of the plastic force density.

ORIENTATION OF TISSUES

Dallon et al. [55] and Cumming et al. [3] introduced vector-based representations of col-
lagen and fibrin. The approach by Cumming et al. [3] is tensor-based and since this
makes it straightforward to incorporate the impact from the orientation on the migra-
tion path of the cells, we use the formalism by Cumming et al. [3].

The orientation of the bundles and the density of collagen molecules at position x
and time t are determined by the general symmetric tensor:

Ωk (x , t ) =
∫ π

0
p(θ)p(θ)Tρ(x , t ,θ)dθ, (2.20)

where k indicates the type of the tissue: f for fibrin and c for collagen, p(θ)T = [cosθ, sinθ]
is the unit vector in the direction θ, and ρ(x , t ,θ) is the density of collagen at position x
and time t . Note that in this chapter,Ωk andΩk

i , j denotes the tensor of fibrin or collagen

and the entries in the tensor, respectively. The density of collagen can be determined by
the trace of Ωk , that is, the summation of the eigenvalues or diagonal entries. Since the

tensor is symmetric positive definite, it can be decomposed as the sum of weighed outer
products of orthonormal eigenvectors, which in the two-dimensional case gives:

Ωk (x , t ) =λ1(x , t )v1(x , t )v1(x , t )T +λ2(x , t )v2(x , t )v2(x , t )T ,

whereλ1(x , t ) andλ2(x , t ) are eigenvalues. The orientation of the eigenvectors illustrates
the direction of alignment, and

e = 1− λmi n

λmax
,

represents the degree of anisotropy. Note that if both eigenvalues are equal, then the
dermal layer is completely isotropic, which renders e = 0.

We incorporate the breakdown of the provisional fibrin-based extracellular matrix
into the model. Assuming the degradation rate of the fibrin bundles to be determined
by the concentration of tPA and the concentration of the fibrin bundles themselves [17],
then for any entry in the fibrin orientation tensor, we have

∂Ω
f
i j

∂t
+∇· [Ω f

i j ·v (t , x(t ))] =−δρ[ctPAΩ
f
i j ], (2.21)

for any i , j ∈ {1,2} and δρ represents the degradation rate of fibrin bundles. Note that the
v-term accounts for the mesh movement velocity.

The concentration of tPA, is assumed that it is only secreted on the edge between
the injured and uninjured regions. In addition, based on Koppenol [17], the diffusion
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coefficient of tPA is related to the local concentration of fibrin molecules. Hence, the
equation below is used to derive the concentration of tPA:

∂ctPA

∂t
+∇· [ctPA ·v (t , x(t ))] =∇· [D tPA(ρ f )∇ctPA]+ktPAδ∂Ωw , (2.22)

where
D tPA(ρ f ) = (αρρ

f )Dmin
tPA + (1−αρρ f )Dmax

tPA .

Here, Dmin
tPA and Dmax

tPA are the minimum and maximum diffusion coefficient of tPA, ktPA is
the secretion rate of tPA by damaged endothelial cells andαρ is a given positive constant.
We define the distributions δ∂Ωw as

δ∂Ωw (x)

{
= 0, if x ∉ ∂Ωw ,

> 0, if x ∈ ∂Ωw ,

such that for any region A ⊂Ω, there is∫
A
δ∂Ωw (x)dΩ= µ(A∩∂Ωw )

µ(∂Ωw )
,

in which the measure µ : ∂Ωw →R+ is the length of the curve ∂Ωw .
The collagen bundles are deposited by the (myo)fibroblasts in the direction of active

migration. Since the cells are much smaller than the computational domain, we use
Dirac Delta functions to model the secretion of the collagen bundles. Furthermore, the
secretion rate depends on the amount of total density including fibrin and collagen. This
amounts (see also Cumming et al. [3], Koppenol [17], Boon et al. [41])

∂Ωc
i j

∂t
+∇· [Ωc

i j ·v (t , x(t ))]

=
TN (t )∑
k=1

(
1−αρ[ρ f (xk

N (t ))+ρc (xk
N (t ))]

)
[r k

N (t )(r k
N (t ))T ]i jδ(x −xk

N (t )),

(2.23)

where r k
N (t ) = (d xk

N (t )−vd t )/‖d xk
N (t )−vd t‖ is the unit vector of the direction of active

displacement of (myo)fibroblast k at time t for any i , j ∈ {1,2}, and xk
N (t ) is the centre

position of (myo)fibroblast with index k, see Eq (2.26).
As collagen bundles are one of the main components of the healthy ECM, the col-

lagen density ratio is an important indicator of the healing progress. In our model, we
assume that the ECM is composed of fibrin bundles and collagen bundles. Hence, we
introduce the collagen density ratio as the proportion of all the tissue bundles in the
wound:

ρ̂c (t ) =
∫
Ωw (t )ρ

c dΩ∫
Ωw (t )ρ

c
0dΩ

, (2.24)

where ρc and ρc
0 denotes the density of collagen bundles in the injured skin and undam-

aged skin respectively. Note that initially, the ratio is 0 since the fibrin bundles occupy the
wound in the form of blood clot. As time proceeds, the fibrin bundles are degenerated
by tPA, and collagen is expressed by the (myo)fibroblasts, and therewith, the collagen
density ratio increases to 1 finally.
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DISPLACEMENT OF VARIOUS CELL PHENOTYPES

Generally speaking, to determine the position of any cell in the semi-stochastic cell-
based model is a combination of interactions between cells, namely repulsion when
there is mechanic contact for any two cells; chemotaxis, which is related to the sig-
nalling molecules; passive convection due to the displacement of the substrate and ran-
dom walk. In addition, random walk, is also embedded within the displacement model.
Let dW(t ) represent a vector Wiener process in which the contributions to the different
coordinate directions are treated as independent events. This Wiener process models
random walk, that is diffusion, of the cell. Note that σr w =p

2Dc , where Dc represents
the diffusion coefficient of the cell phenotype of cell i .

For the immune cells, chemotaxis is associated with PDGF, then the displacement of
the center position of i -th macrophage is given by

dr i (t ) =αi M̂(ri )ẑi d t +µc
∇cPDGF

‖∇cPDGF ‖+γ
d t +vd t

+σr w dW (t ), for all i ∈ {1, . . . ,n},
(2.25)

where µc is the constant representing the weight of chemotaxis, which is expressed by

v

(
1−αρ ρ

f +ρc

2

)
,

here, v is the speed of biased movement of cells, cPDGF is the concentration of PDGF
which is initially high in injured region and low in uninjured region, γ is a small positive
constant to prevent the denominator being zero and v is the displacement velocity of
the substrate, which follows from solving the momentum balance.

For (myo)fibroblasts, except the concentration part is related to TGF-beta, the rest is
the same as for macrophages, i.e. for i -th (myo)fibroblast, the new position is derived by

dr i (t ) =αi M̂(ri )ẑi d t +µc

{[
1−αρρc (r i (t ))

]
I

+
[
αρρ

c (r i (t ))Ωc (r i (t ))
]} ∇cTGF

‖∇cTGF ‖+γ
d t

+vd t +σr w dW (t ), for all i ∈ {1, . . . ,n},

(2.26)

where µc is the same expression as before, cT GF is the concentration of TGF-beta se-
creted by macrophages.

In Eq (2.25) and Eq (2.26), αi stands for a cell motility parameter with dimension[
h·µm

kg

]
of which the expression is

αi = βi R3

µFi
,

as outlined in Gefen [56]. Here, βi represents a coefficient for the mobility of the por-
tion of the cell surface that is in physical contact with the substrate of another cell, and
dimensionless parameter µ is the friction coefficient between the cell surface and the
underlying substrate [56]. The values of the parameters have been listed in Table 2.1.
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2.2.3. INITIAL SETTINGS OF THE MODEL
Initially, there are no myofibroblasts. The TGF-beta concentration determines the differ-
entiation rate of fibroblasts to myofibroblasts. Macrophages are uniformly distributed
on the edge between wound and the undamaged region. The fibroblasts are initially
distributed randomly in the undamaged region.

It is assumed that the concentration of PDGF is higher in the injured region and lower
in the undamaged region. In order to specify the concentration, we introduce the follow-
ing indicator function

IΩw =
{

1, x ∈Ωw ,

0, x ∉Ωw ,
(2.27)

where Ωw is the wound region as a subdomain in the computational domain. Subse-
quently, the initial setting of PDGF is

c0
PDGF (x) = IΩw c0

PDGF ,

where c0
PDGF is given in Table 2.1. Since TGF-beta is mainly secreted by macrophages,

the initial condition of it is zero everywhere over the computational domain, that is,

c0
T GF (x) = 0, i n Ωt .

As for tPA, the concentration is higher on the edge between injured and uninjured region
and lower in the rest part:

c0
tPA(x) =

{
cΓw

tPA , x ∈ ∂Ωw ,

0, otherwise,

where ∂Ωw is the edge between wound and healthy skin, and cΓw
tPA is given in Table 2.1.

Initially, the material is assumed to be in mechanical equilibrium. Therefore, there
are no stresses and strains.

It is assumed that the initlal collagen and fibrin are isotropic. Therefore, we have

Ω f

0
= IΩw

2αρ
I = IΩw

2αρ

[
1 0
0 1

]
, (2.28)

and

Ωc

0
= 1− IΩw

2αρ
I = 1− IΩw

2αρ

[
1 0
0 1

]
, (2.29)

where IΩw is the indicator function that was introduced in Eq (2.27) and αρ is a positive
constant.

2.3. NUMERICAL RESULTS
The finite-element method has been embedded within the FEniCS [46] package that has
been implemented in Python. Based on the size of the computational domain (see Fig-
ure 2.2), averagely each time iteration takes 5−7 seconds depending on the total number
of cells in the domain as well. Since the computational efficiency is not the focus of this
chapter, the algorithm has not been optimized yet. Computations have been done on an
Intel(R) Core(TM) i7-6500U CPU @ 2.50GHz computer.
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Figure 2.2: The computational domain in two dimensions is (−60,60)×(−40,40), in which the wound region is
(−20,20)× (−15,15) depicted by red and the undamaged tissue is depicted by blue.

2.3.1. DISPLACEMENTS OF CELLS

Firstly, we study the dynamics of the different cell phenotypes as a function of time. In
Figure 2.3, we show the different cell phenotypes that are indicated by different colours.
The red, green and blue circles represent the immune cells, myofibroblasts and fibrob-
lasts, respectively. In the early stages, it can be seen that the fibroblasts are only dis-
tributed over the undamaged domain and that the immune cells are scattered over the
interface between the wound and undamaged area. As time proceeds, the immune cells
migrate into the wound where they release the growth factor TGF-beta. The build-up
of the TGF-beta triggers the ingress of fibroblasts, which in turn differentiate to myofi-
broblasts. In the intermediate stages, it can be seen that the wound region contains my-
ofibroblasts, which are responsible for the largest portion of temporary forces and dis-
placements and which also facilitate the permanent displacements. During this stage,
the immune cells are subject to apoptosis and therewith disappear. At the later stages,
the myofibroblasts are subject to apoptosis and the wound region is occupied by fibrob-
lasts.

In Figure 2.4, the cell counts for the various phenotypes are shown. The figure shows
10 runs of simulations. It can be seen that in the early stages the immune cells accumu-
late and the damaged region is cleaned. The immune cells trigger the ingress of fibrob-
lasts, and upon decreasing cell counts of immune cells, the counts of myofibroblasts
accumulate. Subsequently, after having regenerated collagen, the counts of myofibrob-
lasts decrease as a result of apoptosis. The increased counts of fibroblasts drop back to
numbers that are reminiscent to the undamaged state.

2.3.2. CONCENTRATION OF SIGNALLING MOLECULES AND DENSITY OF TIS-
SUE BUNDLES

Initially the PDGF concentration is maximal near the interface between the undamaged
region and wounded region. This can be seen in Figure 2.5(a). As time proceeds, dif-
fusion flattens the profiles of the PDGF concentration and the concentration tends to



2.3. NUMERICAL RESULTS

2

27

(a
)

t=
0

(b
)

t=
50

(c
)

t=
15

0

(d
)

t=
20

0
(e

)
t=

30
0

(f
)

t=
40

0

(g
)

t=
70

0
(h

)
t=

12
00

(i
)

t=
14

00

F
ig

u
re

2.
3:

T
h

e
p

lo
ts

sh
ow

th
e

p
o

si
ti

o
n

s
o

ft
h

re
e

ca
te

go
ri

es
o

fc
el

ls
in

th
e

co
m

p
u

ta
ti

o
n

al
d

o
m

ai
n

.R
ed

,b
lu

e
an

d
gr

ee
n

ci
rc

le
s

re
p

re
se

n
tm

ac
ro

p
h

ag
es

,r
eg

u
la

rfi
b

ro
b

la
st

s
an

d
m

yo
fi

b
ro

b
la

st
s

re
sp

ec
ti

ve
ly

.T
h

e
re

ct
an

gu
la

r
sh

ap
e

in
th

e
m

id
d

le
is

th
e

w
o

u
n

d
re

gi
o

n
at

d
if

fe
re

n
t

ti
m

e.
T

h
e

p
ar

am
et

er
va

lu
es

u
se

d
to

so
lv

e
th

e
p

ar
ti

al
d

if
fe

re
n

ti
al

eq
u

at
io

n
s

ar
e

ta
ke

n
fr

o
m

Ta
b

le
2.

1.



2

28 2. AGENT-BASED MODEL FOR WOUND CONTRACTION

Figure 2.4: The plot shows the number of various phenotypes of cells changes over time with multiple simula-
tions. The blue, red and green curves represent regular fibroblasts, macrophages and myofibroblasts respec-
tively. The black curves represent the total count of all the cells in the computational domain. The parameter
values used to solve the partial differential equations are taken from Table 2.1.

zero due to diffusion to the outer surroundings. The TGF-beta is regenerated by the im-
mune cells and hence as long as the immune cells are in the wounded region, then the
concentration increases. At later stages, the immune cells disappear and therewith the
concentration of TGF-beta no longer increases and starts decreasing and flattening as
a result of diffusion. The gradient of the TGF-beta makes the fibroblasts migrate to the
wound site. The peak of the TGF-beta concentration is at around 100 hours post wound-
ing, which is in line with the experimental observations from Dallon et al. [57].

As cells are proliferating, migrating and subject to apoptosis, they secrete chemicals
like PDGF and TGF-beta. Hence, next to diffusion, these chemicals are subject to regen-
eration and decay. Since PDGF is present initially as a result of platelets, this agent is ac-
tive during a relatively short time since the platelets are subject to apoptosis shortly after
wounding. Due to diffusion into the tissue and due to lack of regeneration, PDGF van-
ishes shortly after wounding. The immune cells are attracted towards the wound region
by PDGF and the immune cells secrete TGF-beta. Hence, the peak in TGF-beta follows
the peak of the PDGF. After a while, the immune cells disappear, which also makes the
source of TGF-beta vanish and hence due to long distance diffusion, the concentration
of TGF-beta decays down to zero. The dynamics of the fields of PDGF and TGF-beta can
be seen in Figures 2.5 and Figure 2.6, respectively.

The damage on skin is characterised by loss of extracellular matrix and cells. A piv-
otal aspect of wound healing is the restoration of collagen. Before collagen is deposited,
first a fibrin network is established by the platelets by means of polymerisation. In the
modelling, we assume the fibrin network to have laid down by the platelets. Initially we
assume the fibrin network (blood cloth) to exist in the damaged region. In the first stage
the fibrin network is decomposed by the agent tPA. Subsequently, the fibrin network is
replaced with collagen by the fibroblasts. The orientation of the deposited collagen is
determined by the direction of migration of the (myo)fibroblasts. The dynamics of the
fibrin and collagen density are shown in Figures 2.7 and Figure 2.8, respectively.
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Figure 2.7 illustrates the initial occupance of the wound region by the fibrin network
and in the undamaged region there is no fibrin. Gradually, the fibrin network is subject
to decay as a result of the tPA agent. Figure 2.8 shows that initially the collagen density is
zero in the wounded region, whereas the undamaged region possesses the equilibrium
value of collagen. As time proceeds the fibrin network decays in the wounded region,
whereas the collagen density increases due to regeneration by the (myo)fibroblasts. The
orientation of the collagen bundles guide the migration of (myo)fibroblasts, see [3, 17,
58], which is shown by Figures 2.8((d)) and 2.8((e)).

2.3.3. STRAIN ENERGY IN THE WOUND
Strain energy represents a measure of potential energy that is present in the tissue re-
gion. This potential energy results due to deformation and is computed by the integral
over the computational region of half of the tensor inner product of the strain and stress
tensors. Since it is believed that strain causes pain or itchy sensations to the patient, we
use this quantity as a measure of pain that a patient has. Therefore we are interested
in the dynamics of this parameter, as well as the parameter yields understanding to the
dynamics of the deformation and contraction of the wound.

The (myo)fibroblasts are responsible for the deformation of the tissue and hence
these cells make the strain energy density increase locally and globally. Since initially
the tissue is in mechanical equilibrium and since initially there are no (myo)fibroblasts
present in the wound area, the strain energy density is zero in the wound initially. As
time proceeds, the fibroblasts enter the wound region and myofibroblasts appear there,
the strain energy locally increases in the wound area. The dynamics of the strain energy
density field can be seen in Figure 2.9. In Figure 2.9((c)) the local increase due to ap-
pearance of (myo)fibroblasts has been visualised. After this stage, the strain energy den-
sity steadily increases in the wound region, and around 400h, it peaks then decreases
because of the apoptosis of the myofibroblasts, which removes the temporary defor-
mation produced by them. However, since the permanent deformation caused by the
myofibroblasts and the presenting of regular fibroblasts, the strain energy density of the
wound will be positive constantly.

2.3.4. WOUND AREA REDUCTION
We consider a two-dimensional representation of the wound and we are interested in
the contraction of the wound. To this extent, we compute the area of the wound over
time and we compute the reduction of wound area over time by

r = AΩ
A0
Ω

, (2.30)

where the area subject to deformation and reduction at any time is denoted by AΩ and
the initial wound area is represented by A0

Ω.
We use the shoelace theorem derived by Meister [59] in 1769 to compute the wound

area, since adjacent vertices on the wound boundary are connected and it results in a
polygon. Suppose we have a polygon with n vertices, then the area is calculated by

AΩ ≈ ASL = 1

2
‖

n∑
i=1

(xi yi+1 −xi+1 yi )‖, (2.31)



2

32 2. AGENT-BASED MODEL FOR WOUND CONTRACTION

(a)
t=0

(b
)

t=50h
(c)

t=150h

(d
)

t=150h
(e)

t=200h
(f)

t=300h

(g)
t=700h

(h
)

t=1200h
(i)

t=1400h

F
igu

re
2.7:T

h
e

p
lo

ts
sh

ow
th

e
d

en
sity

o
ffi

b
rin

b
u

n
d

les
over

tim
e.T

h
e

resu
lts

are
d

erived
b

y
so

lvin
g

E
q

(2.21).T
h

e
p

aram
eter

valu
es

u
sed

to
so

lve
th

e
p

artiald
ifferen

tial
eq

u
atio

n
s

are
taken

fro
m

Tab
le

2.1.



2.3. NUMERICAL RESULTS

2

33

(a
)

t=
0

(b
)

t=
50

h
(c

)
t=

15
0h

(d
)

t=
15

0h
(e

)
t=

20
0h

(f
)

t=
30

0h

(g
)

t=
70

0h
(h

)
t=

12
00

h
(i

)
t=

14
00

h

F
ig

u
re

2.
8:

T
h

e
p

lo
ts

sh
ow

th
e

d
en

si
ty

o
f

co
lla

ge
n

b
u

n
d

le
s

ov
er

ti
m

e.
T

h
e

re
su

lt
s

ar
e

d
er

iv
ed

b
y

so
lv

in
g

E
q

(2
.2

3)
.

T
h

e
p

ar
am

et
er

va
lu

es
u

se
d

to
so

lv
e

th
e

p
ar

ti
al

d
if

fe
re

n
ti

al
eq

u
at

io
n

s
ar

e
ta

ke
n

fr
o

m
Ta

b
le

2.
1.



2

34 2. AGENT-BASED MODEL FOR WOUND CONTRACTION

(a)
t=0h

(b
)

t=50h
(c)

t=150h

(d
)

t=200h
(e)

t=300h
(f)

t=400h

(g)
t=700h

(h
)

t=1200h
(i)

t=1400h

F
igu

re
2.9:T

h
e

p
lo

ts
sh

ow
th

e
strain

en
ergy

d
istrib

u
tio

n
in

th
e

w
o

u
n

d
regio

n
,w

h
ich

is
d

efi
n

ed
b

y ∫
Ω

t
12
σ

(u
):ε(u

).T
h

e
d

isp
lacem

en
t

o
fth

e
extracel-

lu
lar

m
atrix

can
b

e
d

erived
b

y
so

lvin
g

E
q

(2.9)
w

ith
R

o
b

in’s
b

o
u

n
d

ary
co

n
d

itio
n

.T
h

e
p

aram
eter

valu
es

u
sed

to
so

lve
th

e
p

artiald
ifferen

tialeq
u

atio
n

s
are

taken
fro

m
Tab

le
2.1.



2.3. NUMERICAL RESULTS

2

35

where (xi , yi ), i = 1, . . . ,n is the coordinate of vertex i and (xn+1, yn+1) = (x1, y1). Note
that the vertices should be sorted in either a counter clockwise or clockwise direction.

We plot the wound area as a function of time in Figure 2.10, where various param-
eters have been varied in the different subplots. As an example, we consider Figure
2.10(a). The results in the other plots will be discussed in the next section. It can be seen
that at the very early stages there is a slight increase of the wound area due to the pulling
forces that are exerted by the fibroblasts that surround the wound region. After a while
the fibroblasts migrate into the wound region and they start contracting the wound. This
contraction is amplified after differentiation to myofibroblasts takes place. At the final
stages of the simulations, the myofibroblasts and fibroblasts are subject to apoptosis and
the myofibroblasts vanish, whereas the fibroblasts reach an equilibrium density, which
is roughly equal to the density in the initial undamaged state (see also Figure 2.4). At this
stage the wound region retracts towards the initial state, but since permanent strains and
deformations remain, see Fig 2.9, it can be seen that there is a permanent reduction of
the wound area, see Figure 2.10(a). Note that we have conducted multiple simulations
in order to illustrate the impact of uncertainties that originate from the stochastic parts
of the model (cell divisoin, cell differentiation, cell death and cell migration).

2.3.5. SENSITIVITY TEST OF THE MODEL

Wound healing involves a cascade of biological processes in which many cellular phe-
nomena take place and all changes in these cellular phenomena, either caused by dis-
eases such as diabetes, or alternatively caused by genetic constitution or patients’ lifestyle
can have significant impact on the evolution of the skin after wounding. The healing
time, which is the time needed for the regeneration of collagen, but also contraction
times and intensities are important parameters that are used to describe the physiolog-
ical condition of the skin of the patient. Therefore, a sensitivity analysis of the model is
indispensable. Since the complicated nature of the underlying model makes it impossi-
ble for us to find closed form expressions for the parameters of interest, we need to carry
out computer simulations in which we change one or more of the input parameters. In
Figure 2.10, we show several simulation runs in which we use a basis set of parame-
ter values from Table 2.1, and in which we change one of the input parameters. Since
our model contains random processes for cell division, cell differentiation, cell appear-
ance, and for cell migration, we conduct multiple simulations for some of the changes in
the input parameters to see whether changes in the input parameter lead to significant
changes in the behaviour of the solution.

The signalling molecules are crucially important for the sake of (long distance) intra-
cellular communication. As a result of uncertainties from measurement and variation
among patients and over time and tissue composition, diffusion coefficients vary unpre-
dictably. Therefore, we vary the diffusion coefficient of these agents. In Figure 2.10(b),
the diffusion coefficient of PDGF has been varied in several runs. Higher values of the
diffusion coefficient of PDGF result into a faster transport of PDGF towards the immune
cells, which are triggered earlier to migrate towards the wound region. Therefore, con-
traction takes place earlier as the PDGF diffusion coefficient increases, but the intensity
of contraction both as a maximum and at the very long time range does not depend on
the value of PDGF. Hence, the value of the PDGF diffusion coefficient does not effect the
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intensity of the contraction, it only impacts the length of the time-interval of the con-
traction process.

Skin tissue contains solid polymeric matter as well as liquid phases in the form of
blood and fluidic substances in cells. Hence, viscous (friction) effects are of crucial im-
portance to deal with. Viscous phenomena have a damping effect on the mechanical
behavior of the system. The forces that are exerted by the (myo)fibroblasts are damped
by viscosity. This makes the deformation evolve more smoothly and it makes the wound
area evolve more smoothly over time. This can be seen in Figure 2.10(d), where large vis-
cosities increase the damping component in the solution, and it can be seen that if the
viscosity part in mechanics is very large, then the transition to the final contracted state
proceeds even monotonic, without the presence of the minimum wound area at a finite
time. Decreasing the viscosity, makes the wound area exhibit a deeper minimum. Hence
having a large viscosity, which corresponds to a higher degree of moisture, is beneficial
for the patient at the short run, but does not change anything on the long run if therapy
is not reconsidered. Since skin tends to become less moisture as skin ages, elderly people
may suffer from a larger intermediate maximum degree of contraction [60].

We noticed that in Figure 2.10(e), the curves are not monotonic from the beginning
of time. If the patient has a strong immune system, then more immune cells will ap-
pear on the edge between the wound and undamaged area. A large number of immune
cells build up a "cell wall" surrounding the wound and prevent fibroblasts entering the
wound, despite the fact that the immune cells release large amount of TGF-beta to at-
tract fibroblasts. On the other hand, if the patient has a weaker immune system, then the
number of immune cells is not sufficient to promote fibroblasts entering, and hence the
concentration of TGF-beta is not high enough to trigger efficient displacement of fibrob-
lasts towards the wound. Hence, two different cases are investigated: the fixed produc-
tion of TGF-beta of each immune cell and the fixed amount of production of TGF-beta
of all the immune cells. In other words, we denote N0(t ) and N1(t ) as the number of im-
mune cells at time t with different rate of immune cells random appearing, and k0 and
k1 is the production of TGF-beta of each immune cell. Therefore, since we assume all
the immune cells are identical, the two cases are: 1)k0 = k1; 2)N0k0 = N1k1, respectively.
The wound area changes, the density of collagen ratio and the strain energy of wound
are displaced in Figure 2.11. We plot several curves that correspond to various strength
of the immune system to have a better insight into the effect of the immune system on
wound healing.

The stiffness of skin influences the magnitude of the displacement if a certain force
is applied. Lower values of the Young’s modulus (stiffness) increase the magnitude of the
displacement for a given forcing [8]. Hence, lower values of the stiffness make the skin
contract more severely, which can be seen Figure 2.10(f). Similar experimental results
are observed in Wells [61]. However, the overall strain energy does not necessarily in-
crease since the strain energy is proportional to the skin stiffness. Skin stiffness can be
related to age and other genetic patterns of the patient. Age, however, is a complicated,
but important, parameter since it may incur simultaneous changes of several parame-
ters [62].

Based on the simulations that we have done so far, the results seem to reproduce
most of the measured trends and can be explained by an intuitive point of view. In
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(a) Standard Model (b) PDGF

(c) TGF-beta (d) Viscoelasticity

(e) Immune System (f) Skin Stiffness

Figure 2.10: To investigate the influence of parameter values on wound healing, we use various values for
the diffusion rate of PDGF and TGF-beta, the weight of viscoelasticity term for the force balance, the rate of
immune cells random appearing, and the stiffness of the extracellular matrix in the model. The results are
derived by solving the partial differential equations. The parameter values used to solve the partial differential
equations are taken from Table 2.1, except the parameter under the sensitivity test.
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the next section, we will present the results from Monte Carlo simulations in which a
Bayesian parameter sensitivity (I prefer this word here) study has been carried out.

In every subplot of Figure 2.11 the probability rate for the appearance of the im-
mune cells (macrophages) has been varied. Comparing the curves in each row of the
subplots, it can be concluded that the collagen density ratio cannot indicate the degree
of the wound contractions, but the wound strain energy dynamics follows the same ten-
dency of wound area change. This conclusion can also be derived from the correlation
in Monte Carlo simulations, which will be discussed in the next section. In other words,
the correlation between the wound strain energy and the wound area is almost linear
and significant.

More importantly, it can be seen that if this probability rate of macrophages appear-
ance is large, then the count of immune cells is large. This implies that the concentration
of TGF-beta is larger and hence the (myo)fibroblasts arrive into the wound site at earlier
stages and in larger numbers. Therefore, at larger probability rates of macrophage ap-
pearance, the wound area decreases faster and earlier and to lower values, which implies
that the maximal degree of contraction is larger. In fact, we expected that the permanent
(plastic) deformations are also larger and hence the final degree of contraction is also
larger, which corresponds to a smaller final wound area, since the counts of fibroblasts
and hence also myofibroblasts are larger for larger values of the probability rate. How-
ever, the results in either Figure 2.11(a) or Figure 2.11(b) are not monotonic, which re-
sults from that larger number of immune cells will build up a barrier on the boundary
of the wound, preventing the fibroblasts entering the wound to cure it. Therefore, above
some threshold of probability rates of macrophage appearance, the larger the rates, the
less the contraction; when the rates are below the threshold, the less the rates, the less
the contraction. In other words, there is an (non-favorable) optimum for the degree of
contraction with respect to the probability rate of macrophage appearance; see Figure
2.12. From the patient’s point of view, a lower value of lambda decreases the onset of
wound healing and regeneration of collagen, which hence delays wound healing, how-
ever, wound contraction is inhibited by lower lambda values. Hence, a slower immune
reaction could be beneficial to the patient in this sense. A similar conclusion was drawn
in Koppenol [17], Larouche et al. [63].

Besides the barrier built up by large number of immune cells, the main effect of the
probability rate of immune cells appearance is the production of TGF-beta. Hence, we
conduct another series of simulations where the TGF-beta production rate (denoted by
kTGF ) per macrophage has been varied. A low value of kTGF corresponds to a relatively
weak immune system. In this case, we avoid the scenario of having a wall of immune
cells that prevent fibroblasts to enter the damaged region. Figure 2.13 shows the wound
area and the strain energy of the wound against time. The results in both subplots are
monotonic, which indicates that the more production of TGF-beta, the more contrac-
tion and the larger strain energy of the wound, as well as shorter healing time, since the
fibroblasts proliferate more and differentiate more into myofibroblasts and get stronger
signals to move towards the wound. In other words, in our model, TGF-beta is the key
factor why the strength of the immune system influences the healing process.



2.3. NUMERICAL RESULTS

2

39

(a) Wound area change of the same production of
TGF-beta of each macrophage

(b) Wound area change of the same production of
TGF-beta of all macrophages

(c) Collagen density ratio of the same production
of TGF-beta of each macrophage

(d) Collagen density ratio of the same production
of TGF-beta of all macrophages

(e) Strain energy of the wound of the same pro-
duction of TGF-beta of each macrophage

(f) Strain energy of the wound of the same pro-
duction of TGF-beta of all macrophages

Figure 2.11: The left column shows the case when the production of TGF-bata of each immune cell is the
same. The right column shows the case when the production of TGF-bata of all immune cells is the same. The
results are derived by solving the partial differential equations. The parameter values used to solve the partial
differential equations are taken from Table 2.1.
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Figure 2.12: Minimal and final wound area ratio with respect to various probability rates of immune cells
appearance. The blue curves and points stand for the final wound area, and the red curves and points present
the minimal wound area. The parameter values used to solve the partial differential equations are taken from
Table 2.1.

(a) Wound area (b) Strain energy of the wound

Figure 2.13: The area and the strain energy of the wound with various values of the production rate of TGF-
beta. The parameter values used to solve the partial differential equations are taken from Table 2.1.
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2.4. MONTE CARLO SIMULATIONS
As we mentioned earlier in Table 2.1, the parameter values are mostly selected based on
the sensitivity of the model. Additionally, due to the limited literature sources of in vivo
data for these parameters, and the discrepancy between the values collected by different
measurements in the laboratory [64–67], Monte Carlo simulations will be beneficial to
probe the hidden correlation between the parameters. The input parameters (see Table
3.3) represent different characteristics of patients, for instance, age, strength of immune
system etc. [62]. We are interested in the contractions, which is indicated by the vol-
ume change. For each category, we recorded the final (equilibrium), minimal area (most
intensified contraction) and the scar area at the 4th day after wounding.

Table 2.2: Distributions of the input parameters in Monte Carlo simulations

Input Parameters
Parameter Description Distributions

E_s Substrate elasticity log normal(log50,0.1)

λd
Division rate of regular fibroblasts related

to strain energy density
uniform(1.5,2.5)

λa Apoptosis rate of myofibroblasts normal(10,0.1)

λi mmune_r andom

Rate of Point Poisson Process of
macrophages random appearing on the

edge between the wound and undamaged
skin

log normal(log0.04,10−5)

Responses/Outputs

Parameter Description
Mean (Standard

Deviation)

n
The time when the model reaches

equilibrium
626.4(38.46908)

n_mi n
The time when the wound has minimal

volume
380.1(27.64454)

Ar ea_ f i nal The equilibrium wound area 1142(4.658205)
Ar ea_mi n The minimal wound area 1090(8.324712)

Ar ea_4d ay s The wound area at 4th day after wounding 1198(1.448219)

r ho_c_hat_ f i nal
The ratio of average density of collagen

when the model reaches equilibrium
0.9950(0.003062998)

r ho_c_hat_mi n
The ratio of average density of collagen

when the wound area is minimal
0.9336(0.02632869)

We collected 1210 observations via the simulations. The description of the data is
shown in Table 3.3. Regarding the effect from inputs on the outputs, the stiffness of the
skin has a significant correlation with the minimal and final area (0.97 and 0.96 respec-
tively), as well as the ratio of the average density of collagen over the wound (0.39). The
death rate of myofibroblasts does have a relatively less significant correlation and weak
correlation (0.048) with the ratio of the average density of collagen over the wound.

However, the responses show more significant correlations. With respect to the final
area of the wound, it has a significant correlation with many other outputs. In particular,
it has an almost linear correlation with the minimal wound area, whereas the correla-
tion is 0.17 with the wound area at the 4th day after wounding. Therefore, it would be
beneficial for physicians to predict the final healed wound with these data known.
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Table 2.3: The Weibull distribution to fit the reversed data of wound area at the 4th day

Estimate Standard Error

Shape 1.92876 4.42490×10−2

Scale 2.51742×10−3 1.49013×10−5

Log-Likelihood: 6492.219 AIC=−12980.44

Further we investigate the correlation between the final density of collagen and sev-
eral other parameters. Even though it shows mostly a significant correlation with other
output, all the correlations are relatively low—the absolute values are all below 0.4, ex-
cept the one with the time when the model reaches its equilibrium. Thus, regarding the
wound contractions, the final density ratio cannot provide much information about the
degree of the wound contractions.

We investigate the statistical distributions of the wound area at multiple times. This
gives an indication of the severeness of contractions that patients will develop. Hereby,
we use the ratio described in Eq (2.30). The density plots and the cumulative probability
function plots are shown in Figure 2.14.

The curves in Figure 2.14(a) and 2.14(c) show the Gaussian shape. However, accord-
ing to the Shapiro normality tests [68], neither of them come from a normal distribution.
For the data of the wound area at the 4th day, we use the Weibull model to fit the reversed
data, that is, we investigate the maximum of the data plus a small positive number sub-
tracting every data, since the Weibull distribution requires all the positive data. We used
2-parameter Weibull distribution. The estimates of the parameters are shown in Table
2.3 and the diagonalized plots are displayed in Figure 2.15. It can be concluded that the
Weibull distribution fits the reversed data quite well.

From Figure 2.14(b), patients have 0.627 probability to recover at most 95% of the
original wound volume. Figure 2.14(d) indicates that for the largest contraction in small-
scaled wound, the possibility that patients lose 9% of the volume is 0.585.

In the first batch of the Monte Carlo simulations, we have already concluded that
the stiffness plays an important role in influencing the outcomes of the wound healing,
in spite of a relatively small range that was used for the skin stiffness Es . In the sec-
ond round, we keep every distribution of the input the same as in the previous batch
except for the stiffness. Herewith, we use the uniform distribution ranged from 23.90
to 300.00 from Liang et al. [65]. Additionally, the collagen density ratio at three differ-
ent time points (i.e. when the wound area reaches equilibrium, minimal and at the 4th
day) has been recorded as well as outcome. We plot some significant and interesting
correlation results in Figure 2.16. Mostly, the correlation relations do not vary a lot. Fur-
thermore, the final area and the minimal area has a correlation of 1.0, and the correla-
tion between the wound area at the 4th day and the final/minimal wound area is 0.53,
which is much larger than the one before. Between the final/minimal wound area and
the collagen density ratio at the corresponding time point, it shows a non-monotonic
"valley" shape, which matches the results in the sensitivity test before, that is, the colla-
gen density ratio cannot indicate how severe the wound contraction is. However, when
the new collagen is still regenerated from null, there exists a strongly negative linear cor-
relation (−0.64) between the wound area and the collagen ratio density, which can be
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(a) Density plot of final wound area (b) Cumulative probability plot of final wound
area

(c) Density plot of minimal wound area (d) Cumulative probability plot of minimal
wound area

(e) Density plot of wound area at the 4th day (f) Cumulative probability plot of wound area at
the 4th day

Figure 2.14: Left column shows the density plots of the wound area at different time. Right column shows the
probability function plots of the wound area at different time. The parameter values used to solve the partial
differential equations are taken from Table 2.1 and the random variable value are from Table 3.3.
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Figure 2.15: The diagonal plots of the Weibull distribution fitting the reversed data of the wound area at the 4th
day.

seen from the data at the 4th day post wounding. Next to it, we noticed that the distri-
bution of final/minimal wound area is more like an inverse Weibull distribution than a
Gaussian distribution, which illustrates how significantly important the skin stiffness is
to the wound healing, with respect to contraction.

2.5. DISCUSSIONS AND CONCLUSION
In this chapter, we mainly implement the semi-stochastic model to mimic the wound
healing processes, and in particular the chained processes of inflammation and subse-
quent collagen regeneration. In the model, the displacements of cells, the dynamics of
signalling molecules and wound area contractions over time are all described by PDEs.
The model seems to reproduce the trends and biological observations reasonably well.

As it is seen from the results, macrophages play an important role in the early stage
and they are the first arriving in the wound. In the meanwhile, TGF-beta is secreted by
macrophages and this chemical attracts regular fibroblasts, as well as trigger the differ-
entiation from regular fibroblasts to myofibroblasts. The number of macrophages and
myofibroblasts follows the same pattern, i.e. increasing first then drop down to zero,
whereas the number of regular fibroblasts will drop down to a certain level.

Signalling molecules are crucial for the chemotaxis of cells. Starting from higher con-
centration in the wound area and lower values in healthy tissues, PDF declined to zero
over the whole observed domain in the end. Since macrophages are the main source of
TGF-beta, the dynamics of the concentration is the same as the number of macrophages.

The wound contractions are illustrated by the area change of the wound. Initially,
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(a) Final wound area vs minimal wound area (b) Skin stiffness vs final wound area

(c) Final wound area vs final collagen density ra-
tio

(d) Wound area vs collagen density ratio at the
4th day

Figure 2.16: The plots show the correlation plot of two parameters from the Monte Carlo simulations. The
curve in each plot is the smoothed line with the confidential interval. In each subplot, the p-value of the
correlation is less than 0.001. The parameter values used to solve the partial differential equations are taken
from Table 2.1 and the random variable values are from Table 3.3.
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fibroblasts are outside of the wound, hence the forces they exert first enlarge the wound
area a little. Due to the high concentration of TGF-beta, they gradually move into the
wound and cause the deformation, that is, the reduction of wound area and accumu-
lation of strain energy over the wound region. As the number of fibroblasts eventually
stabilizes, the area of the wound and strain energy also tend to reach a stable equilib-
rium..

Under practical circumstances, the fibrin and collagen will affect the activities of the
cells. To be more specific, they provide the guidance of the direction of the displace-
ments of the cells. In addition, the bundles of these tissues will increase the strain of the
wound and yield to the problematic complications after the wound healing. We have in-
corporated the tissues and related signalling molecules like tissue plasminogen activator
(tPA) to improve the model.

To some extent, the model matches certain important time points with clinical data,
for example, the maximal concentration of TGF-beta occurs around 100h after wound-
ing [3, 57], the regular fibroblasts started arriving in the wound region in two to five days
after the injury and the number of (myo)fibroblasts peaks at one to two weeks post-
wounding [69], whereas in our model, (myo)fibroblasts appear in the wound around
the fourth days after wounding and the peak of the sum of myofibroblasts and regular
fibroblasts appears 12 days after wounding. In addition, after the sensitivity tests of the
model, the conclusions drawn are matched with other experimental observations like
O’Leary et al. [8], Larouche et al. [63] and Wells [61] etc.

According to the sensitivity tests, we found out that most factors have a monotonic
influence on the wound contractions except the probability rate of immune cells appear-
ance. Since the probability rate of immune cells appearance is related to the number of
immune cells and subsequently decides the production of TGF-beta, there exists an op-
timal possibility rates of immune cells appearance. This is attributed to the fact that
as too few immune cells do not release enough TGF-beta whereas too many immune
cells build up a barrier on the edge of the wound preventing the fibroblasts entering the
wound region. Therefore, below some threshold, a weaker immune system will extend
the healing time but also, favorably, result into a less contracted wound.

The model is the basis to do Monte Carlo simulations, which are meant to figure out
the effect of certain components on the healing process. We found out that the stiffness
has a significant influence on wound healing regarding the contractions, which is also
verified by in vivo and experimental observations. The distribution of the equilibrium
and the minimal area is highly dependent on the distribution of skin stiffness, and there
is a (nearly) significantly linear correlation between them. According to the significant
correlations between the area at the 4th days after wounding and the equilibrium and
minimal area, the area at the 4th day, is supposed to provide some information about
the healing process afterwards. However, the relation between the wound area and the
corresponding collagen density ratio is not monotonic, while for the 4th day the collagen
density ratio can be used to indicate the degree of the wound contractions.

Since the cell-based model is mainly for the small-scale wound, the area reduction
ratio is relatively small. The probability that patients will end up with 5% contraction
or less is about 0.627, and have the worst contraction with losing 9% of the volume is
around 0.585, with a small range of skin stiffness.
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We bear in mind that the model is currently only in two dimensions, which has the
benefits of efficient computations for a large number of simulations. In particular, ob-
taining results from Monte Carlo simulations is more efficient than modelling in three
dimensions. On the other hand, one could work on extending the model into three di-
mensions, which is more realistic but more expensive from a computational perspective.





3
COMPARISON BETWEEN A

PHENOMENOLOGICAL APPROACH

AND A MORPHOELASTICITY

APPROACH REGARDING THE

DISPLACEMENT OF

EXTRACELLULAR MATRIX

Plastic (permanent) deformations are modeled in Chapter 2 by a phenomenological model.
In this chapter, we consider a more physics-based formulation that is based on morphoe-
lasticity. We firstly introduce the morphoelasticity approach and investigate the impact
of significant parameters by sensitivity analysis. As both formulations are able to model
the scar contraction, we implement the two approaches in the skin contraction model and
they appear to give similar computed results. Furthermore, we carry out Monte Carlo sim-
ulations of the skin contraction model containing the morphoelasticity approach. Most
results are similar to the ones where the phenomenological approach is utilized, however,
the collagen density is predicted to have a more significant impact on the degree of the
wound contraction if the morphoelasticity model is selected.

3.1. INTRODUCTION
In Chapter 2, we modelled the traction forces exerted by the (myo)fibroblasts with a phe-
nomenological approach, in which the forces are applied at the line segments of the

This chapter has been submitted to the journal together with W.S. Gorter.
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mesh. An alternative approach to model the plastic deformation is by the use of mor-
phoelasticity, which is a more advanced model. Morphoelasticity is widely used in bio-
logical modelling to describe elastic growth, for instance, the growth of tumors [70], the
growth of seashells [71] and contractions of scars after an injury [17, 72] etc. Morphoe-
lasticity provides a description of the evolution of plastic (permanent) deformation.

This chapter is structured as follows: we firstly introduce both approaches in Sec-
tion 3.2. Section 3.3 describes the investigation of the impact of various parameters on
the morphoelasticity approach. Subsequently, we show some numerical results in two
dimensions to compare these two approaches in Section 3.4. In Section 3.5, we per-
form a Monte Carlo based parameter sensitivity analysis on the basis of the morphoelas-
tic approach for the displacement of the extracellular matrix (ECM). Finally, Section 3.6
presents the conclusions.

3.2. MATHEMATICAL MODELS

To model the plastic deformation of the skin during wound healing, one can consider
two approaches, namely a phenomenological approach and a morphoelasticity approach.
In this section, both approaches will be introduced in the cellular scale.

3.2.1. PHENOMENOLOGICAL APPROACH

In Section 2.2, a phenomenological model is developed to simulate the permanent de-
formation of the skin, where we phenomenologically defined plastic forces by artificial
forces that were exerted on the faces (that is boundary segments) of the mesh elements.
This approach is motivated by the fact that it is known that myofibroblasts shorten the
polymeric chains that constitute the extracellular matrix. This chapter is devoted to the
comparison of the phenomenological model and the morphoelastic model. In the phe-
nomenological model, the plastic displacements and deformations are modelled by the
introduction of virtual forces. These virtual forces are motivated by the shortening of
the polymeric chains in the extracellular matrix by the myofibroblasts. In this chapter,
the virtual forces are also sometimes referred to as ’plastic forces’. The magnitude of the
virtual force is assumed to be constant and to be equal to Q. For the plastic forces in the
phenomenological model, we set

f p =
NE∑
i=1

N i
e∑

e=1
Qn(x)δ(x −x i

e (t ))∆Γi ,e
E , (3.1)

where NE is the total number of mesh triangular elements, N i
e is the total number of

edges of mesh elements (hence for triangular elements, N i
e = 3), Q is the magnitude of

the plastic force density of myofibroblast, n(x) is the unit inward (hence directed to-
wards the center of the mesh element) pointing normal vector, x i

e (t ) is the midpoint
of the boundary segment in consideration and ∆Γi ,e

E is the length of the boundary seg-
ment, respectively. We note that this framework is sufficiently general to extend to dif-
ferent element shapes. Furthermore, instead of a Robin boundary condition, a homoge-
neous Dirichlet boundary condition is utilised. Hence, the boundary value problem is
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expressed by {−∇·σ= f t + f p , inΩ,

u(x , t ) = 0, on ∂Ω.
(3.2)

Here, σ contains both elastic and viscoelastic part, that is,

σ=σel as +ησvi sco

= Es

1+ν
{
ε+ tr (ε)

[ ν

1−2ν

]
I
}
+η[µ1ε̇+×µ2∇· u̇I ].

(3.3)

Furthermore, ε is the infinitesimal strain tensor as defined by Eq (2.13), tr(ε) is the trace
of ε, and f t and f p are defined by Eq (2.14) and Eq (3.1), respectively.

Since a homogeneous boundary condition is used, the boundary does not move. To
model a wound, a subdomain Ωw ⊂Ω (strict subset) is chosen. Further, zero initial dis-
placement is assumed, that is u(x , t ) = 0.

3.2.2. MORPHOELASTICITY APPROACH
Whereas the phenomenological approach is based on directly solving the equations for
the local displacement of the tissue, the morphoelastic approach represents partial dif-
ferential equations for the displacement velocity and the strain. To this extent, the equa-
tions for the balance of momentum and the evolution of the strain tensor are given by:

ρ[
Dv

Dt
+v (∇·v )]−∇·σ= f t , inΩ,

Dε

Dt
+εskw(L)− skw(L)ε+ [tr(ε)−1]sym(L) =−αε, inΩ,

v (x , t ) = 0, on ∂Ω,

(3.4)

where ρ is the density of the extracellular matrix, f t is the temporary force described in

Eq (2.14), L =∇v and α is a non-negative constant. Here, D y
Dt = ∂y

∂t + v∇y is the material

derivative for any tensor field y and v is the flow velocity. Furthermore, skw(L) = 1

2
(L −

LT ) is the skew-symmetric and sym(L) = 1

2
(L +LT ) is the symmetric part of the matrix,

respectively, and tr(ε) represents the trace of ε. The definition of stress tensor in the
morphoelasticity approach has the same components as phenomenological approach
in Eq (3.3). Since one solves the displacement velocity in the morphoelastic approach,
the viscous part in Eq (3.3) is replaced with

σvi sco =µ1 sym(L)+µ2 tr(sym(L))I . (3.5)

The initial boundary value problem for morphoelasticity is nonlinear and requires
the solution of the displacement velocity v and the strain tensor ε. This is in contrast
to the boundary value problem in Eq (3.2). Since we are interested in the contraction of
the wound regionΩw , we approximate the displacement by integrating the velocity over
time: u(t ) = ∫ t

0 v (s)d s.
In a phenomenological approach, the plastic forces are responsible for the perma-

nent deformation, which is the deformation after releasing all actual, physical forces
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Table 3.1: Parameter values and the range of values of the parameters in the sensitivity test.

Parameter Description Value or Range of the Values Unit

x0
Length of the computational

domain in x direction
0.2 cm

y0
Length of the computational

domain in y direction
0.2 cm

xw
Length of the wound region in x

direction
0.04 cm

yw
Length of the wound region in y

direction
0.04 cm

∆t Time step 0.02 d ay
ρ Density of the ECM 1.02 g /cm3

µ1 Shear viscosity 100 g /(cm ·d ay)
µ2 Bulk viscosity 100 g /(cm ·d ay)

P
Magnitude of the cellular traction

force
200 g · cm/d ay

Es Young’s modulus of the ECM 31 [20.0,200.0] g /(cm ·d ay2)
η Weight of viscosity in viscoelasticity 1 [0.6,3] −
α

Degree of the permanent
deformation

0.2 [0.0,1.0] d ay−1

ν Poisson ratio of the ECM 0.48 [0.118,0.495] −

that are exerted by the (myo)fibroblasts. The right-hand side of the equation for the evo-
lution of the strain tensor models the amount of permanent deformation. If α= 0 at all
times, then the tissue will gradually recover its original shape and volume over time after
release of all forces.

3.3. SENSITIVITY TEST OF MORPHOELASTICITY APPROACH

To have a better insight into the model, we carry out a sensitivity analysis regarding dif-
ferent parameters in the morphoelasticity approach. As the model is mainly for the de-
formation of the wound, we define a subdomain (as wound region) in the centre of the
computational domain and we investigate the relative wound area at different times.
Since we are interested in the impact of the input parameters, we carry out the sensi-
tivity tests where we only change the value of one parameter. The parameter values are
displayed in Table 3.1. In this section, we assume that the shapes and sizes of the cells
are identical, and they are at fixed positions that are strictly within the wound region
Ωw ⊂ Ω. The traction forces are removed from t = 5 day. Furthermore, we define tmi n

and tend as the time point when the skin has the maximal contraction and when the
model reaches its equilibrium.

The Young’s modulus Es indicates the stiffness of the ECM. According to clinical ob-
servations [8], softer skins will develop a more serious skin contraction compared with
stiffer skin. In other words, since the amount of contraction and displacement decreases
with increasing stiffness (Es ), the scar area stays larger if the stiffness is larger. We show
the results in Figures 3.1 with various values of Es . In Figure 3.1(a), the relative would
area is plotted as a function of Es and various colors of the curves stand for different
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time points. Figure 3.1(b) shows the relative wound area as a function of time and var-
ious colors of the curves stand for different values of Es . It is concluded that a stiffer
skin develops a less contracted wound. Furthermore, Figure 3.1(a) shows a hyperbolic
correlation between the wound area and the stiffness.

(a) Relative wound area ratio against the stiffness
of ECM at different times

(b) Relative wound area ratio against time with
various stiffnesses of the ECM

Figure 3.1: The impact of the stiffness Es is shown in the figure. Different curves stand for various times in
subfigure (a) and various values of Es in subfigure (b), respectively.

Skin is taken as a viscoelastic material [73], that is, skin has both viscous and elas-
tic properties. Viscosity is related to delayed recovery (or damping) from deformation,
while elasticity is related to rebounding and quick recovery from deformation. Hence,
we are interested in the impact of the damping property of the skin on the wound con-
traction. As it is shown in Figure 3.2, with a larger viscosity η, the wound reaches its
minimal area later and develops less contraction. In particular, there is an approximate
linear correlation between the minimal wound area and the value of η. Similarly, for
the recovering phase, a smaller viscosity results into faster recovery, that is, the model
reaches the equilibrium earlier, i.e. at a smaller tend . It can be seen from Figure 3.3 that
scar contraction takes place over a longer period with a linear tendency as η increases.
However, less significant differences appear in the final stages of scar contraction, and
this tendency may be attributed to the fact that the range of η is not above the threshold
when the damping is too large so that the skin cannot recover.

The Poisson ratio ν indicates how much a material will deform in the direction per-
pendicular to the force direction. We vary ν here between (0.118,0.495). Note that for in-
compressible materials, we have ν= 0.5. As the ECM becomes more incompressible, the
wound area stays constant and this yields small contractions regardless of the time point
post wounding. Furthermore, the curves in Figure 3.4(a) show a hyperbolic behaviour.
In general, a more compressible ECM indicates a higher degree of skin contraction and
a larger healing time; see Figure 3.4(b).

Different from the phenomenological approach, the degree of the permanent de-
formation in the morphoelasticity approach is determined by α in Eq (3.4). Figure 3.5
displays the results with different values of α. Generally speaking, a smaller value of α is
beneficial to the scar since this leads to smaller final contractions. Note that when α= 0,
theoretically the wound will recover to its original size.
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(a) Relative wound area ratio against η at different
times

(b) Relative wound area ratio against time with
various values of η

Figure 3.2: The impact of the weight of viscosity η is shown in the figure. Different curves stand for various
times in subfigure (a) and various values of η in subfigure (b), respectively.

Figure 3.3: The impact of η on the duration of scar contraction. As η increases, the damping effects become
more significant, hence, the model takes longer time to reach the equilibrium.

3.4. COMPARISON BETWEEN THE PHENOMENOLOGICAL APPROACH

AND THE MORPHOELASTICITY APPROACH
As both approaches are capable of reproducing the permanent plastic deformation dur-
ing skin contraction, we are interested in whether they are numerically consistent, when
both boundary value problems are solved by the finite-element methods with Lagrangian
piecewise linear basis functions. We altered the skin contraction model in Chapter 2 by
modelling the wound deformation in the phenomenological model (see Eq (3.2)) and
morphoelasticity model (see Eq (3.4)), respectively. To ensure the modelling settings are
the same as much as possible, we inherit the parameter values from Chapter 2 mostly.
Hence, we only display the parameter values used in force balance of the wound healing
model in this sections in Table 3.2. The results of the relative wound area against time
are shown in Figure 3.6.
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(a) Relative wound area ratio against the Poisson
ratio ν at different times

(b) Relative wound area ratio against time with
various values of Poisson ratio ν

Figure 3.4: The impact of the Poisson ratio ν is shown in the figure. Different curves stand for various times
in subfigure (a) and various values of ν in subfigure (b), respectively. As ν increases, the ECM becomes less
compressible, subsequently, it results into less skin contraction.

(a) Relative wound area ratio against α at different
times

(b) Relative wound area ratio against time with
various values of α

Figure 3.5: The impact of the degree of permanent deformationα is shown in the figure. Different curves stand
for various times in subfigure (a) and various values of α in subfigure (b), respectively.

We run several simulations with each approach since the model contains random
processes. Figure 3.6 presents a case without and with permanent deformations (left
and right subfigures, respectively). In other words, Figure 3.6(a) shows the case when
plastic forces are not active in the phenomenological approach and the case that α = 0
in the morphoelastic approach. Figure 3.6(b) shows the results using the corresponding
parameter values from Table 2.1 and 3.2. In Figure 3.6(a), the curves of both colors are
mostly overlapping, which indicates that both approaches can be used to describe scar
contraction and as long as the main parameter values are the same, the models are more
or less consistent. The inclusion of permanent deformations in both models by settingα
and Q to positive values shows the same qualitative trends. However, it has turned out to
be very difficult to make the curves from the two different models overlap, that is, make
them agree quantitatively.

Regarding computational efficiency, these two approaches take more or less the same
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Table 3.2: Parameter values of cells which will be used in the calculation of this report

Parameter Description Value Dimension Reference

Es Substrate elasticity 100 kg /(µm ·h2) Liang et al. [65]
Ec Cell elasticity 5 kg /(µm ·h2) Dudaie et al. [48]
R Cell radius 2.5 µm Dudaie et al. [48]

P f
Magnitude of temporary force of

regular fibroblasts
2.08 kg ·µm/h2 Koppenol [17]

Q
Magnitude of plastic force of

myofibroblasts in phenomenological
approach

33 kg ·µm/h2 Koppenol [17]

x0
Length of the computational domain

in x direction
120 µm Estimated in this study

y0
Length of the computational domain

in y direction
80 µm Estimated in this study

xw
Length of the wound region in x

direction
40 µm Estimated in this study

yw
Length of the wound region in y

direction
30 µm Estimated in this study

∆t Time step 0.1 h Estimated in this study
ν Poisson’s ratio of the substrate 0.48 − Estimated in this study
η Weight of viscosity in viscoelasticity 10 − Estimated in this study
µ1 Shear viscosity 16.89 kg /(µm ·h) Estimated in this study
µ2 Bulk viscosity 11.26 kg /(µm ·h) Estimated in this study

Pm
Magnitude of temporary force of

myofibroblasts
10.4 kg ·µm/h2 Estimated in this study

α

Weight of the growth tensor in
morphoelasticity approach if the

permanent deformation exists
0.01 h−1 Estimated in this study

(a) No permanent deformation (b) With permanent deformation

Figure 3.6: The plots show the wound area ratio with both phenomenological and morphoelasticity approach
with and without permanent deformation respectively. Red curves represent the morphoelasticity approach
and blue curves represent the phenomenological approach. The parameter values are given in Table 2.1 and
3.2.

CPU time for each iteration (around 4−7s an Intel(R) Core(TM) i7-6500U CPU @ 2.50GHz
computer). Hence in terms of computation time, there is no preference between either
two models.
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3.5. MONTE CARLO SIMULATIONS WITH MORPHOELASTICITY

APPROACH
The model contains a large amount of randomness due to the random processes like
cell division and migration, and due to the uncertainty in the values of the large num-
ber of input parameters. The input parameters are descriptive for the cells, signalling
molecules and tissue bundles. The outputs of interest include the scar area and collagen
density at different times. We are, for instance, interested in the time at which the scar
area reaches its (modified) equilibrium, the time at which the contraction is maximal
and the time at which the total amount of collagen reaches a certain threshold value.
Note that, in this chapter, the size of cells and the scar have been set to academic values
due to the limitation of computational resources. The values, as well as the statistical
distributions of the input values are listed in Table 3.3. Other input values have been
taken from Chapter 2.

In total, 1005 samples are collected and the basic statistics, being the obtained out-
put sample mean and output sample standard deviation, are shown in Table 3.3. With
respect to the input variables, only the stiffness has significant impact on the outputs,
which is reasonable since stiffness is one of the most important properties of skin. Re-
garding the outputs, they can be categorized as wound area, specific time point and ratio
of the density of collagen. Here, we define the ratio of the density of collagen by

ρ̂c (t ) =
∫
Ωw (t )ρc dΩ∫
Ωw (t )ρ

0
c dΩ

,

where ρc is the density of the collagen and ρ0
c is the density of collagen in the undamaged

skin. This indicator illustrates the difference between the injured and uninjured skin
regarding the regeneration of collagen.

In Table 3.3, we show the Monte Carlo error, which is defined by the standard de-
viation divided by the square root of the sample size, and the relative Monte Carlo error
(denoted by r.e.), which is defined by the Monte Carlo error divided by the sample mean.
As the number of samples increases, one can approximate the relative Monte Carlo error
by

r.e. = σ̂

|µ̂|pn
,

where σ̂ and µ̂ are the sample standard deviation and sample mean, respectively and n
is the sample size. By the Central Limit Theorem [74], one can obtain immediately that

the quantity
µ̂−µ
σ/

p
n

follows the standard normal distribution, where µ and σ2 are the

population mean and variance, respectively. Given θ,δ> 0, we suppose

P

( |µ̂−µ|
σ/

p
n

Ê θ
)
= δ,

then

P

(
µ̂−µ
σ/

p
n
É θ

)
= 1− δ

2
.
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Table 3.3: Distributions of the input parameters in Monte Carlo simulations when morphoelasticity approach
is collaborated.

Input Parameters
Parameter Description Distributions

E_s Substrate elasticity log normal(log50,0.1)

λd
Division rate of regular fibroblasts

related to strain energy density
uniform(1.5,2.5)

λa Apoptosis rate of myofibroblasts normal(10,0.1)

λi mmune_r andom

Rate of Point Poisson Process of
macrophages random appearing on

the edge between the wound and
undamaged skin

log normal(log0.04,10−5)

Responses/Outputs

Parameter Description
Mean (Standard

Deviation)

Monte
Carlo
Error

Relative
Monte
Carlo
Error

n
The time when the model reaches

equilibrium
657(46.23974) 1.458587 0.00222

n_mi n
The time when the wound has

minimal volume
467.6(39.80696) 1.255671 0.00269

n_r ho_0.5
The first time when the ratio of

average density of collagen exceeds 0.5
207.8(4.77877) 0.150741 0.00073

n_r ho_0.8
The first time when the ratio of

average density of collagen exceeds 0.8
258.1(5.292965) 0.641850 0.00249

Ar ea_ f i nal The equilibrium wound area 1091.8(46.70199) 1.473168 0.00135
Ar ea_mi n The minimal wound area 1083.5(47.81659) 1.508327 0.00139

Ar ea_4d
The wound area at 4th day after

wounding
1199(1.038872) 0.032770 0.00003

Ar ea_r ho_0.5
The wound area when the ratio of
average density of collagen firstly

exceeds 0.5
1171(11.92360) 0.376118 0.00032

Ar ea_r ho_0.8
The wound area when the ratio of
average density of collagen firstly

exceeds 0.8
1149(20.34776) 0.641850 0.00059

r ho_c_hat_ f i nal
The ratio of average density of

collagen when the model reaches
equilibrium

1.061(0.0022738) 0.000173 0.00016

r ho_c_hat_mi n
The ratio of average density of

collagen when the wound area is
minimal

1.065(0.0023577) 0.000744 0.00070

r ho_c_hat_4d
The ratio of average density of

collagen at 4th day after wounding
0.05485(0.00097955) 0.000309 0.00564

We note that (n−1)
σ̂2

σ2 follows a χ2 distribution with n−1 degrees of freedom, and there-

with
p

n
µ̂−µ
σ̂

follows a t-distribution. However, as n →∞, σ̂ converges to σ (consistent

estimator). Hence, for n very large, it follows that

|µ̂−µ| É σ̂p
n
Φ−1

(
1− δ

2

)
,
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where Φ(z) is the cumulative probability function of standard normal distribution. We
write the above inequality in terms of the relative Monte Carlo error (denoted by r.e.),
then one obtains

|µ̂−µ|
|µ| É σ̂p

n|µ|Φ
−1

(
1− δ

2

)
= r.e. ·Φ−1(1− δ

2
).

The above inequality in terms of an interval of significance says that the sample mean
resides within this interval with probability of (1− δ). From Table 3.3, all the relative
Monte Carlo errors are less than 0.006, which indicates that regarding the sample mean,
the sample size is sufficiently large.

Most of the correlations obtained in this chapter for morphoelasticity are consistent
with the correlations that were obtained in Chapter 2. The current correlations seem
to be a bit more significant, which reflects that the model based on morphoelasticity is
more sensitive to parameter variation than the phenomenological model from Chapter
2. At least significant (p < 0.001) correlations are observed between many of the out-
put and input parameters. Therefore, the scar area after a short amount of time can be
used as indicative for the behavior of the scar area at later times, such as the maximum
contraction and the final contraction.

Figure 3.7 shows some correlation plots between various parameters. From Figure
3.7(a), it can be seen that the correlation coefficient is (almost) equal to one, which re-
flects a very strong correlation between the maximal contraction and the final contrac-
tion. In other words, the more the scar contracts, the more the long-term area differs
from the initial area. In other words, there is less recovery in the long term if the earliest
maximum contraction is more severe. Furthermore, there is a slightly stronger corre-
lation between the final scar area and the scar area on the fourth day post wounding
(see Figure 3.7(b)), compared with the results in Chapter 2. This slightly stronger corre-
lation may be a consequence from the fact that the morphoelasticity approach directly
connects the scar deformation to the strain tensor. These correlations are useful for clin-
icians to predict the final contraction of the injured skin.

The stiffness of skin significantly determines the extent of contraction. It has been
found that a wound in the buttock contracts more than a wound in the scalp region [8].
In Figure 3.7(c), it can be seen that the model reproduces this biological observation, for
example, it is observed in O’Leary et al. [8] that the scar contracts less in the scalp than in
the buttock. Subsequently, more wound contraction goes with higher collagen density
ratio. Therefore, there is a negative correlation between the collagen density ratio and
the skin stiffness; see Figure 3.7(d).

Another difference from the phenomenological model in Chapter 2 is the correlation
between the final wound area and the final ratio of average collagen density. In Chapter
2, even though the correlation is significant (i.e. p-value is less than 0.001), the scatter
plot is not monotonic, therefore, the negative correlation is not convincing to some ex-
tent. Nevertheless, in this chapter, we observe, among other correlations, a significant
correlation between the scar area and the ratio of density of collagen. In Figure 3.7(e),
the final wound area and the final ratio of average collagen density are strongly nega-
tively correlated. In other words, higher collagen density results in a higher degree of
contractions (i.e. a smaller final scar area). This also holds for the data from the 4th day
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(a) Final wound area vs minimal wound area
(cor r = 1.00)

(b) Final wound area vs wound area at the
4th day (cor r = 0.49)

(c) Skin stiffness vs final wound area (cor r =
0.82)

(d) Final collagen density ratio vs skin stiff-
ness (cor r =−0.63)

(e) Final wound area vs final collagen density
ratio (cor r =−0.92)

(f) Collagen density ratio at the 4th day vs
wound area at the 4th day (cor r =−0.54)

Figure 3.7: The plots show the correlation plot of two parameters from the Monte Carlo simulations. The curve
in each plot is the smoothed line with the confidential interval. In each subplot, the p-value of the correlation
is less than 0.001.

post wounding; see Figure 3.7(f). This dependence is caused by the fact that the ori-
entation of the collagen bundles guides the migration direction of the (myo)fibroblasts,
and since the (myo)fibroblasts are responsible for the regeneration of collagen bundles,
as well as for the contractile forces within the scar, the combination of proliferation of
(myo)fibroblasts and remodeling of collagen lead to more contraction. This is also ob-
served in [62].

To determine the degree of contraction of post-burned skin, scar area is used as a
quantifier. Figure 3.8 shows the estimated probability density distribution of the final
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wound area from the Monte Carlo simulations. It is obvious from the shape of this prob-
ability density distribution that the final scar area is not normally distributed. A normal-
ity test confirms this observation quantitatively. From Figure 3.8(b), it can be concluded,
that considering a wound with size 20µm × 15µm, the probability that the wound will
develop 10% contraction is around 40% and 15% contraction is around 10%.

(a) Probability density function of the final scar
area

(b) Cumulative probability function of final scar
area

Figure 3.8: Probability density function and cumulative probability function of the final scar area are shown
respectively.

3.6. CONCLUSIONS
In this chapter, we considered an alternative formalism to describe the permanent defor-
mation of a scar region by combining morphoelasticity and a cell-based wound healing
model. We confirm that both the phenomenological approach (see Chapter 2) and the
morphoelasticity qualitatively give similar numerical results. Hence, both model formu-
lations can be used to describe to local plasticity of the wound. The parameter sensitivity
analysis showed that the viscosity part in the viscoelastic model for the displacement has
a significant damping effect on the evolution of the scar area.

Compared to the phenomenological approach, the model with morphoelasticity is
more sensitive to the random processes and parameter variations. Furthermore, with
the same magnitude of the cellular forces, the model with morphoelasticity develops
larger contractions. Regarding the computation time, the solution of the partial differ-
ential equations is more expensive in the case of morphoelasticity than for the phe-
nomenological model. However, for large number of cells, this difference decreases,
which implies that the computation time becomes predominantly determined by the
cellular processes. These cellular processes entail the cellular force interaction, devel-
opment of cellular forces, cell proliferation and cell migration. Based on these con-
siderations, the incorporation of morphoelasticity into the modeling framework is also
promising in real-world situations where a parallel computing environment is used.

Next to this deterministic parameter variation, a Bayesian (Monte Carlo) approach
has been done for the morphoelastic model. Most of the results confirm the correlations
that were obtained from the Monte Carlo simulations on the basis of the phenomenolog-
ical model. However, the correlation between the ratio of average density of collagen and
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the scar area is more negatively pronounced in the morphoelastic model. This observa-
tion is consistent with the clinical observations in O’Rourke et al. [75]. For this reason,
the model based on morphoelasticity is preferred for use in future research.

Regarding further research, the focus should be directed towards application of the
model to an enlargement of the scale so that the modeling framework is applicable to
clinical situations. This enlargement of the modeling scale requires a parallel computing
environment. Furthermore, upscaling of the agent-based model to a fully continuum-
scale computational framework is also a necessary step.
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4
POINT FORCES AND THEIR

ALTERNATIVES IN CELL-BASED

MODELS FOR SKIN CONTRACTION

IN ONE DIMENSION

We consider a cell-based approach in which the balance of momentum is used to predict
the the impact of cellular forces on the surrounding tissue. To this extent, the elasticity
equation and the Dirac Delta distributions are combined. In the one dimensional case, the
solution to the momemtum balance equation is piecewise linear, and hence, the solution
stays in the Hilbert space H 1. However, in order to avoid the singularity caused by the Dirac
Delta distribution for dimensionality exceeding one, alternative approaches are necessary.
Thus, a Gaussian distribution is used as a smoothed approach. Based on the application
that the pulling force is pointing inward to the cell, the smoothed particle approach is
probed as well. In one dimension, it turns out that the aforementioned three approaches
are consistent in the sense of the exact solution.

4.1. INTRODUCTION
The Dirac Delta distribution in any dimensionality is defined by

δ(x) = 0, for x 6= 0,

and constrained to satisfy the identity that∫
Ω
δ(x)dΩ= 1, if 0 ∈Ω⊂Rn .

This chapter has been published in EUMATH2019 Proceedings and submitted to Journal of Computational
and Applied Mathematics.
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In the model of wound healing and cell geometry in this thesis, the Dirac Delta dis-
tributions are widely used to model the point sources of signalling molecules and point
forces exerted by the cells on their direct environment or the obstacles they collide.

We consider the elasticity equation with the Dirac Delta distributions in this thesis. In
one dimension, the solution to the PDE with any boundary condition can be expressed
precisely, and the solution is piecewise linear, hence, the solution is in Hilbert space H 1.
However, for dimensionality exceeding one, the Dirac Delta distribution will result in sin-
gular solution that is not in Hilbert space H 1. In order to circumvent this complication,
the smoothed forces approach is developed, in which we use the Gaussian distributions
to replace the Dirac Delta distributions. Especially in our healing model, the forces point
towards the centre of the cell. Therefore, we use the gradient of the Gaussian distribution
as an alternative.

The boundary value problems for all three methods are displayed in Section 4.2. Sec-
tion 4.3 shows the numerical results corresponding to the approaches investigated be-
fore. In Section 4.4, conclusions are delivered.

4.2. MATHEMATICAL MODEL
Considering the force equilibrium in one dimension, the equations are expressed as

−dσ

d x
= f , Equation of Equlibirum, (4.1)

ε = du
d x , Strain-Displacement Relation, (4.2)

σ = Eε, Constitutive Equation. (4.3)

To simplify the equation with E = 1 here, the equations above can be combined to Pois-
son equation in one dimension:

− d 2u

d x2 = f . (4.4)

WITH DIRICHLET BOUNDARY CONDITION

According to Eq (2.14), we assume there is a cell with size h and centre position c in the
computational domain (0,L). Combined with homogeneous Dirichlet boundary condi-
tions, the boundary value problem of the direct approach (or the so-called immersed
boundary approach) is given by

(BV P D
δ )

−d 2u

d x2 = δ(x − (c − h

2
))−δ(x − (c + h

2
)), x ∈ (0,L),

u(0) = u(L) = 0,
(4.5)

where δ(x−x ′) is the Dirac Delta distribution. Note that to (BV P D
δ

), the solution is piece-
wise linear and hence in H 1(Ω).

The Gaussian distribution is usually used as a replacement for the Dirac Delta distri-
butions to obtain a smoother expression. Here, we denote

δε(x −x ′) = 1p
2πε2

exp

{
− (x −x ′)2

2ε2

}
,
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for the Gaussian distribution with mean x ′ and variance ε2. Therefore, the boundary
value problem of the smoothed approach is expressed as

(BV P D
S )

−d 2uε
d x2 = δε(x − (c − h

2
))−δε(x − (c + h

2
)), x ∈ (0,L),

uε(0) = uε(L) = 0,
(4.6)

In (BV P D
S ), since the right-hand side is smooth, we can rewrite it as

δε(x − (c − h

2
))−δε(x − (c + h

2
)) = h

dδε
d x

(x − c +η)

⇒ 1

h
(δε(x − (c − h

2
))−δε(x − (c + h

2
))) = dδε

d x
(x − c +η), ∃η ∈ (−h

2
,

h

2
).

(4.7)

As h → 0, Eq (4.7) turns into

lim
h→0

1

h
(δε(x − (c − h

2
))−δε(x − (c + h

2
)) = dδε

d x
(x − c). (4.8)

In other words, the right-hand side of (BV P D
S ) converges to right-hand side of the smoothed

particle approach:

(BV P D
SP )

−d 2vε
d x2 = h

dδε
d x

(x − c), x ∈ (0,L),

vε(0) = vε(L) = 0,
(4.9)

as h → 0. This, in turn is combined with the boundary conditions to conclude that the
difference between uε and vε satisfies a homogeneous Laplace equation as h → 0, and
hence vε → uε as h → 0. In fact, we are aware that in the context of the electric dipole
moment, especially in three dimensional potential theory, there are similar transforma-
tions occurring in expressing the potential of an electric dipole. One applies a Taylor
expansion to write the expression of an electric dipole as a one-point charge by the use
of the gradient; see Laud [76] for more details.

Hereby, we will prove the convergence of the solutions of (BV P D
S ) and (BV P D

SP ) with
applying Poincaré’s inequality and Taylor’s expansion.

Lemma 4.1. (Poincaré’s Inequality) For any function u in the Sobolev space, and a given
bounded domain Ω, such that u = 0 on the boundary of Ω, there exits a constant C such
that

‖u‖Lp (Ω) ÉC‖∇u‖Lp (Ω), (4.10)

where 1 É p <∞.

Theorem 4.1. Denote uε and vε as the solutions to the boundary value problems (BV P D
S )

and (BV P D
SP ) respectively, then as the length of the cell h turns to zero, vε→ uε.

Proof. We consider wε = uε−vε and subtract Eq (4.6) and Eq (4.9), a new boundary value
problem of wε is expressed as−d 2wε

d x2 = δε(x − (c − h

2
))−δε(x − (c + h

2
))−h

dδε
d x

(x − c), x ∈ (0,L),

wε(0) = wε(L) = 0.
(4.11)
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By Taylor expansion and there exits (η1,η2) ∈ (0,1), such that the above equations be-
come −d 2wε

d x2 = h3

48

[
δ(3)
ε (x − (c − h

2
η1))+δ(3)

ε (x − (c − h

2
η2))

]
, x ∈ (0,L),

wε(0) = wε(L) = 0.

(4.12)

Here, δ(3)
ε is the third derivative of the Gaussian distribution with variance ε. Note that∥∥∥∥h3

48

[
δ(3)
ε (x − (c − h

2
η1))+δ(3)

ε (x − (c − h

2
η2))

]∥∥∥∥É h3

48
×2×‖δ(3)

ε (x−c)‖ = h3

24
×‖δ(3)

ε (x−c)‖.

Then we multiply wε(x) on both sides and taking integral over (0,L), and it gives

−
∫ L

0
w ′′
ε (x)wε(x)d x É h3

48
×2‖δ(3)

ε (x − c)‖
∫ L

0
wε(x)d x

⇒−[
w ′
ε(x)wε(x)

]L
0 +

∫ L

0
(w ′

ε(x))2d x É h3

24
×‖δ(3)

ε (x − c)‖
∫ L

0
wε(x)d x

⇒
∫ L

0
(w ′

ε(x))2d x É h3

24
‖δ(3)

ε (x − c)‖L‖wε(x)‖L2((0,L))

⇒
∫ L

0
(w ′

ε(x))2d x É h3

24
‖δ(3)

ε (x − c)‖L‖wε(x)‖L2((0,L))

⇒‖wε(x)‖2
L2((0,L)) É

h3

24
‖δ(3)

ε (x − c)‖L‖wε(x)‖L2((0,L)).

Combined with Poincaré’s inequality (see Lemma 4.1), we can obtain that there exists
a positive constant K , such that

‖wε‖L2((0,L)) É L
h3

24K
×‖δ(3)

ε (x − c)‖.

Hence, ‖wε‖→ 0, as h → 0, which implies the convergence between uε and vε.

For the direct approach, the exact solution is the linear combination of the Green’
function in one dimension, which is known as

G(x, x ′) =


x ′(1− x

L
), x Ê x ′,

x(1− x ′

L
), x < x ′.

(4.13)

Since the forces are inward pointing to the centre of the cell, the solution to (BV Pδ) is

uδ(x) =G(x,c − h

2
)−G(x,c + h

2
). (4.14)

The solutions to (BV P D
S ) and (BV P D

SP ), are, respectively, given by

uSε (x) = xεp
2L

(∫ L−(c−h/2)p
2ε

− c−h/2p
2ε

erf(x ′)d x ′−
∫ L−(c+h/2)p

2ε

− c+h/2p
2ε

erf(x ′)d x ′
)

− εp
2

(∫ x−(c−h/2)p
2ε

− c−h/2p
2ε

erf(x ′)d x ′−
∫ x−(c+h/2)p

2ε

− c+h/2p
2ε

erf(x ′)d x ′
)

,

(4.15)
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and

uSPε (x) = h

2

{
(

x

L
−1)erf

(
cp
2ε

)
+ x

L
erf

(
L− cp

2ε

)
−erf

(
x − cp

2ε

)}
, (4.16)

where erf(x) is the error function defined as erf(x) = 2p
π

∫ x
0 exp(−t 2)d t [77].

WITH ROBIN’S BOUNDARY CONDITIONS

We consider the same partial differential equations stated in Eq (4.2), (4.3) and (4.2) with
the following Robin’s boundary condition:

−u′(0)+u(0) = 0 and u′(L)+u(L) = 0,

for domain (0,L). Following the same assumptions before, there is a cell with size h and
centre position c, then the boundary value problem of the direct approach is given by

(BV P R
δ )


−d 2u

d x2 = δ(x − (c + h

2
))−δ(x − (c − h

2
)), x ∈ (0,L),

−u′(0)+u(0) = 0,

u′(L)+u(L) = 0.

The solution is

uδ(x) = 1+x

2+L
h − (x − (c − h

2
))++ (x − (c + h

2
))+, (4.17)

where (x)+ = max{0, x}. Substituting x = 0, Eq (4.17) delivers u(0) = h
2+L . For the smoothed

approach, using the Gaussian distribution as an approximation of the Dirac Delta distri-
bution, the boundary value problem is expressed as

(BV P R
S )


−d 2uε

d x2 =−δε(x − (c + h

2
))+δε(x − (c − h

2
)), x ∈ (0,L),

−u′
ε(0)+uε(0) = 0,

u′
ε(L)+uε(L) = 0.

(4.18)

The solution to the above problem is

uSε (x) =−
(

G ′
ε,c+h/2(L)+Gε,c+h/2(L)

2+L
(1+x)−Gε,c+h/2(x)

)

+
(

G ′
ε,c−h/2(L)+Gε,c−h/2(L)

2+L
(1+x)−Gε,c−h/2(x)

)
,

(4.19)

where Gε,c (x) = ∫ x
0

∫ s
0 δε(t − c)d td s. Substituting x = 0, we obtain

uSε (0) =
(G ′

ε,c−h/2(L)+Gε,c−h/2(L))− (G ′
ε,c+h/2(L)+Gε,c+h/2(L))

2+L
.

As ε→ 0, δε(x) tends to δ(x), therefore,

lim
ε→0

G ′
ε,c (x) = lim

ε→0

∫ x

0
δε(t − c)d t = H(s − c), (4.20)
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lim
ε→0

Gε,c (x) = lim
ε→0

∫ x

0

∫ s

0
δε(t − c)d td s =

∫ x

0
H(s − c)d s = (x − c)+, (4.21)

where H(x) is Heaviside step function, defined as the integral of the Dirac Delta distri-
bution. We notice that uδ → uSε when ε goes to zero. Combining Eq (4.20) and (4.21)
with x = L and c −h/2,c +h/2 ∈ (0,L), it gives

lim
ε→0

G ′
ε,c+h/2(L) = lim

ε→0
G ′
ε,c−h/2(L) = 1,

lim
ε→0

Gε,c+h/2(L) = L− (c +h/2),

lim
ε→0

Gε,c−h/2(L) = L− (c −h/2).

Thus,

lim
ε→0

uSε (0) = h

2+L
= uδ(0).

To prove uSε converges to uδ as ε→ 0, we apply Eq (4.20) and (4.21), then

uSε (x) → 1+L− (c −h/2)

2+L
(1+x)− (x − (c −h/2))+

− 1+L− (c +h/2)

2+L
(1+x)+ (x − (c +h/2))+

= h

2+L
(1+x)− (x − (c −h/2))++ (x − (c +h/2))+

= uδ(x), as ε→ 0 and for all x ∈ (0,L).

Next, we consider the smoothed particle approach with Robin’s boundary condition,
that is

(BV PSP )


−d 2vε

d x2 = h
dδε
d x

(x − c), x ∈ (0,L),

−v ′
ε(0)+ vε(0) = 0,

v ′
ε(L)+ vε(L) = 0.

(4.22)

The solution to it is given by

uSPε (x) = 1+x

2+L

{
h

2

[
erf

(
L− cp

2ε

)
+erf

(
cp
2ε

)
+

p
2p
πε2

exp

{
−(

L− cp
2ε

)2
}]

−h(1+L)
1p

2πε2
exp

{
− c2

2ε2

}}
+hx

1p
2πε2

exp

{
− c2

2ε2

}
− h

2

[
erf

(
x − cp

2ε

)
+erf

(
cp
2ε

)]
.

(4.23)

Lemma 4.2. (Friedrich’s Inequality) For an open bounded domainΩ⊂Rn with bound-
ary ∂Ω, there exists a positive constant C , such that for any function u ∈ H 1(Ω),∫

Ω
u2dΩÉC

[∫
Ω
‖∇u‖2dΩ+

∫
∂Ω

u2dΩ

]
.

Theorem 4.2. Denote uε and vε as the solutions to the boundary value problems (BV P R
S )

and (BV P R
SP ) respectively, then as the length of the cell h turns to zero, vε→ uε.
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Proof. To prove the convergence between the solutions of uSε and uSPε , we will use Tay-
lor expansion and define wε = uε−vε in Eq (4.18) and (4.22) respectively, then we obtain
the boundary value problem for wε

−d 2wε

d x2 = h3

48

[
δ(3)
ε (x − (c − h

2
η1))+δ(3)

ε (x − (c − h

2
η2))

]
, x ∈ (0,L),

−w ′
ε(0)+wε(0) = 0,

w ′
ε(L)+wε(L) = 0,

(4.24)

where there exists (η1,η2) ∈ (0,1). Multiplying wε(x) on both sides and taking the integral
over the domain (0,L) gives

−
∫ L

0
w ′′
ε (x)wε(x)d x =

∫ L

0

h3

48

[
δ(3)
ε (x − (c − h

2
η1))+δ(3)

ε (x − (c − h

2
η2))

]
wε(x)d x

⇒−[
w ′
ε(x)wε(x)

]L
0 +

∫ L

0
(w ′

ε(x))2d x É h3

48
×2‖δ(3)

ε (x − c)‖
∫ L

0
w ′′
ε (x)d x

⇒ w2
ε (L)+w2

ε (0)+
∫ L

0
(w ′

ε(x))2d x É h3

24
‖δ(3)

ε (x − c)‖L‖wε(x)‖L2((0,L)).

Applying Friedrich’s inequality (see Lemma 4.2), there exists K > 0, such that

K ‖wε(x)‖2
L2((0,L)) É w2

ε (L)+w2
ε (0)+

∫ L

0
w ′
ε(x)d x É h3

24
‖δ(3)

ε (x − c)‖L‖wε(x)‖L2((0,L))

⇒|wε(x)‖L2((0,L)) É
h3L

24K
‖δ(3)

ε (x − c)‖→ 0,as h → 0.

Hence, we proved that vε→ uε.

4.3. NUMERICAL RESULTS
In this section, the results are presented. We make use of the available exact solutions
that are known in the one-dimensional case. Since this chapter is devoted to the com-
parison of various modelling approaches, the results are generic in the sense that the
presentation and the analysis of the modelling is done for a one-dimensional case with
dimensionless parameters. Here, we assume that the computational region is (0,7),
where L = 7, and the size of the biological cell is equal to the variance of the Gaus-
sian distribution denoted by ε. Figure 4.1 shows the analytical solution of all three ap-
proaches from Eq (4.14), (4.15) and (4.16) regarding homogeneous Dirichlet boundary
conditions. Figure 4.2 presents the solutions to (BV P R

δ
), (BV P R

S ) and (BV P R
SP ). In both

figures, the red and blue curves, which correspond to the direct and the smoothed Delta
approach, mostly overlap regardless the choices of ε. This indicates that the solutions to
the smoothed force approach and the smoothed particle approach are consistent. As ε
decreases, the solutions to the smoothed approach and the smoothed particle approach
converge to the solution to the direct approach. In other words, Figure 4.1 and 4.2 con-
firm the consistency between all three approaches, as long as ε is efficiently small.
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(a) ε= 1 (b) ε= 0.1

(c) ε= 0.01 (d) ε= 0.001

Figure 4.1: For one dimension, different colours of curves show the solution to (BV P D
δ

), (BV P D
S ) and (BV P D

SP )
respectively, where homogeneous Dirichlet boundary condition is used. Black curve shows the solution to the
direct approach, red curve is the smoothed approach and blue curve is the smoothed particle approach. As
h = ε decreases, all the results converge
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(a) ε= 1 (b) ε= 0.1

(c) ε= 0.01 (d) ε= 0.001

Figure 4.2: For one dimension, different colours of curves show the solution to (BV P R
δ

), (BV P R
S ) and (BV P R

SP )
respectively, where Robin’s boundary condition is used. Black curve shows the solution to the direct approach,
red curve is the smoothed approach and blue curve is the smoothed particle approach. As h = ε decreases, all
the results converge
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4.4. CONCLUSION
In this chapter, we developed two alternative methods using the Gaussian distributions
to replace the Dirac Delta distributions in the point forces. The first method is the smoothed
approach, in which the Dirac Delta distributions at the midpoint of boundary segments
of the cell are replaced by the Gaussian distributions directly. The second alternative
method is the smoothed particle approach, which takes into account the gradient of
the Gaussian distribution at the centre of the cell, and it is based on the point forces
exerted on the boundary of cells in wound healing. In one dimension, we proved that
the smoothed approach and the smoothed particle approach converge to the direct ap-
proach, and the numerical results verified consistency. The consistency in one dimen-
sion makes it promising to extend the work to higher dimensionalities, which will be
discussed in the next chapter.



5
POINT FORCES IN ELASTICITY

EQUATION AND THEIR

ALTERNATIVES IN MULTIPLE

DIMENSIONS

We consider several mathematical issues regarding models that simulate forces exerted by
cells. Since the size of cells is much smaller than the size of the domain of computation,
one often considers point forces, modelled by the Dirac Delta distributions on boundary
segments of cells. In the current chapter, we treat forces that are directed normal to the cell
boundary and that are directed toward the cell centre. Since it can be shown that there
exists no smooth solution if the dimensionality exceeds one, at least not in H 1 to the gov-
erning momentum balance equation, we analyse the convergence and quality of approxi-
mation. Furthermore, the expected finite element problems that we get necessitate to scru-
tinize alternative model formulations, such as the use of smoothed Dirac distributions, or
the so-called smoothed particle approach as well as the so-called ’hole’ approach where
cellular forces are modelled through the use of (natural) boundary conditions. In this
chapter, we investigate and attempt to quantify the conditions for consistency between the
various approaches. This has resulted into error analyses in the L2-norm of the numerical
solution based on Galerkin principles that entail Lagrangian basis functions. The chapter
also addresses well-posedness in terms of existence and uniqueness. The current analy-
sis has been performed for the linear steady-state (hence neglecting inertia and damping)
momentum equations under the assumption of Hooke’s law.

This chapter has been published in proceedings of 2020 International Conference on Mathematics and Com-
puters in Science and Engineering (MACISE), IEEE, 2020 [78] and submitted to Journal of Mathematics and
Computers in Simulation and Journal of Computational and Applied Mathematics.
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5.1. INTRODUCTION
In this chapter, we extend the alternatives developed in Chapter 4 into higher dimen-
sions. The irregular nature of the Dirac Delta distributions makes the elliptic boundary
value problem from the balance of momentum have a singular solution in the sense that
for dimensionalities larger than one, no formal solutions in the finite-element space H 1

exist. Although in classical finite-element strategies, one uses for instance piecewise lin-
ear Lagrangian basis functions, which are in H 1, and therewith one attempts to approx-
imate the solution, which is not in H 1, as well as possibly by a function in H 1. In [79],
the convergence of finite-element solutions by means of piecewise linear Lagrangian el-
ements in multiple dimensions has been demonstrated.

We start from the two-dimensional case. Besides the smoothed force approach and
the smoothed particle approach that have been developed in Chapter 4, we investigate
the mixed finite-element method and the ’hole’ approach. The mixed finite-element
method is a more advanced finite element method, of which more details can be found
in [80]. The ’hole’ approach is based on the fact that the formalism of temporary forces
in [17] are exerted on a continuous curve. The smoothed force approach, the smoothed
particle approach and the ’hole’ approach have been proven analytically and numeri-
cally to be consistent with the immersed boundary approach, respectively. Furthermore,
we extend the proof into general dimensionality.

This chapter is structured as follows: Section 5.2 displays the immersed boundary
approach and all the other alternatives in two dimensions, then we prove the consis-
tency. Section 5.3 extends the alternative approaches and the proof to dimensionalities
that are larger than one. In Section 5.4, we show the numerical results in two dimensions
to illustrate the numerical consistency.

5.2. ELASTICITY EQUATION WITH POINT SOURCES IN TWO DI-
MENSIONS

To describe the contraction of the tissue, we use the equation for conservation of mo-
mentum over the computational domainΩ:

−∇·σ= f . (5.1)

In the above equation, inertia has been neglected. We consider a linear, homogeneous
and isotropic material; hence, Hooke’s Law is used here to define σ for dimensionality
exceeding one:

σ= E

1+ν
{
ε+ tr (ε)

[ ν

1−2ν

]
I
}

, (5.2)

where E is the stiffness of the material or tissue in the computational domain, ν is Pois-
son’s ratio and ε is the infinitesimal Eulerian strain tensor:

ε= 1

2

[∇u + (∇u)T ]
. (5.3)

For the sake of illustration, we consider one relatively big cell which is comparable to
the two dimensional domain. The boundary of the cell is divided piecewisely into line
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segments, so that we use a polygon as the approximation to compute the area. On the
centre of each line segment, a point force pulls the surrounding environment towards
the centre of the cell. Hereby, we consider the following forcing that is exerted by the cell
on its surroundings [49]:

f t =
NS∑
j=1

P (x j , t )n(x j (t ))δ(x −x j (t ))∆S(x j (t )), (5.4)

where NS is the number of line segments of the cell, P (x , t ) is the magnitude of the
pulling force exerted at point x and time t per length, n(x) is the unit inward pointing
normal vector (towards the cell centre) at position x , x j (t ) is the midpoint on line seg-
ment j of the cell at time t and ∆S(x j (t )) is the length of line segment j . In this chapter,
we will not consider the time iteration. Hence, we will neglect t from the notations in the
following contents.

In two dimensions, we are solving the boundary value problems described in Eq
(5.1), (5.2) and (5.3) with a Robin’s boundary condition. This Robin’s boundary condi-
tion models the mechanical interaction as a result of a spring force between the compu-
tational domain and its surrounding tissue. The temporary force is illustrated in Eq (5.4).
Therefore, the PDE we are going to solve is given by

(BV P )


−∇·σ(u) =

NS∑
j=1

P (x j )n(x j )δ(x −x j )∆S(x j ), inΩ,

σ ·n +κu = 0, on ∂Ω.

(5.5)

Since the solution u is not in H 1(Ω) and piecewise linear Lagrangian basis functions
{φi }, i = {1,2, . . . , N } are selected, we consider a subspace of H 1(Ω), which is defined by
Vh (Ω) = Span{φ1,φ2, . . . ,φN } [81]. Note that the linear Lagrangian basis functions are
piecewise smooth and continuous over Ω, hence, they are in H 1. The corresponding
Galerkin’s form is given by

Find uh ∈Vh (Ω), such that∫
∂Ω
κuhφh dΓ+

∫
Ω
σ : ∇φh dΩ

=
∫
Ω

NS∑
j=1

P (x j )n(x j )δ(x −x j )∆S(x j )φh dΩ=
∫
Ω

∫
∂ΩN

P (x)n(x)δ(x −x j )φh dS(x ′)dΩ,

as NS →∞, for allφh ∈Vh (Ω),

where the length of the line segments on the cell boundary tends to 0, and ΓC represents
the cell boundary.

The boundary value problem shown in Eq (5.5) is an operator equation, which can
be written as

Lu = f t ,

with boundary conditions. The operator L is self-adjoint, positive definite, linear and
the solution lives in a linear space. Therefore, (BV P ) can be written in the following
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variational form:
Find uh ∈Vh (Ω), such that F (uh ) É F (vh ) ,∀vh ∈Vh (Ω), where

F (uh ) =
∫
Ω

1

2
σ(uh ) : ε(uh )−uh f t dΩ+

∫
∂Ω

1

2
κ‖uh‖2dS.

5.2.1. THE MIXED APPROACH
Subsequently, we apply the mixed approach in the two dimensional case to solve the
linear elasticity problem with the convolution of point forces that were described earlier.
We use Hooke’s Law for the relation between the stress and strain-tensors, and we rewrite
it into vector formulation [80]: σ11

σ22

σ12

= E

(1+ν)(1−2ν)

 1−ν ν 0
ν 1−ν 0
0 0 1−2ν

 ε11

ε22

ε12

 , (5.6)

or
σ=C ε.

We rewrite the expression above in the form of

ε=C −1σ,

where

C −1 = 1+ν
E

 1−ν −ν 0
−ν 1−ν 0
0 0 1

. (5.7)

Hence, the PDE we are going to solve is

(BV P 2
M )


∇·σ(u) =−

NS∑
j=1

P (x)n(x)δ(x −x j )∆S(x j ), inΩ,

σ=C ε, inΩ,

σ ·n +κu = 0, on ∂Ω.

(5.8)

Let Wh (Ω) and Xh (Ω) be a completion of L2(Ω) containing sufficiently smooth functions
[81], and define the inner product of two matrices by A : B =∑n

i=1

∑n
i=1 ai j bi j , then the

Galerkin’s form for the general equation is

Find (σh ,uh ) ∈Wh (Ω)×Xh (Ω), such that∫
Ω

C −1σ(uh ) :τ−ε(uh ) :τdΩ= 0,∫
Ω
σ(uh ) : ∇φh dΩ+

∫
∂Ω
κuh ·φh dΓ=

∫
Ω

NS∑
j=1

P (x j )n(x j )δ(x −x j )∆Γ jφh dΩ,

∀(τh ,φh ) ∈Wh (Ω)×Xh (Ω).

This is the mixed method developed by Hellinger and Reisner and this approach solves
(σ,u), which is due to the fact that ε can be written as ∇(s)(u); see [80] for more details.

We bear in mind that the spaces in all aforementioned Galerkin’s form with subscript
h are finite element spaces that represent the span of Lagrangian basis functions.
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5.2.2. THE ’HOLE’ APPROACH
Since the force is actually applied on a continuous curve, rather than on the complete
computational domain, we remove the region occupied by the cell from the computa-
tional domain and hence treat the cell as a hole in the computational domain. Then
the force on the cell boundary is modelled by a (natural) boundary condition. There-
with, we have boundary conditions on the external boundary, as well as a force bound-
ary condition on the boundary of the cell. The boundary value problem we are working
on becomes

(BV P 2
H )


−∇·σ(u) = 0, inΩ\ΩC ,

σ ·n = P (x)n(x), on ΓC ,

σ ·n +κu = 0, on ∂Ω,

(5.9)

where Ω is the complete computational domain including the cell and extracellular re-
gions, ΩC is the region occupied by the cell, and ΓC is the boundary of the cell. The
current case no longer consists of the Dirac Delta distributions and herewith using the
weak form, and appropriate theorems (such as Lax-Milgram and Korn’s Inequality) ex-
istence and uniqueness of a solution in H 1 is easily demonstrated. The corresponding
Galerkin’s form for Eq (5.9) is

Find uh ∈ H 1(Ω\ΩC ), such that∫
∂Ω
κuhφh dΓ+

∫
Ω\ΩC

σ : ∇φh dΩ=
∫
ΓC

P (x)n(x)φh dS, for allφh ∈ H 1(Ω\ΩC ).

In [82], we proved the consistency between the ’hole’ approach and the immersed
boundary approach.

5.2.3. THE SMOOTHED PARTICLE APPROACH
The Gaussian distribution is used here as a replacement for the Dirac Delta distribution.
Hereby, we show that in the two dimensions, the Gaussian distribution is a proper ap-
proximation for the Dirac Delta distribution.

Lemma 5.1. For an open domainΩ= (x1, x2)× (y1, y2) ⊂R2, let

δε(x −x ′, y − y ′) = 1

2πε2 exp

{
− (x −x ′)2 + (y − y ′)2

2ε2

}
,

where (x ′, y ′) ∈Ω, then
(i) lim

ε→0+
δε(x −x ′, y − y ′) → 0, for all (x, y) 6= (x ′, y ′);

(ii)
∫ y2

y1

∫ x2
x1
δε(x −x ′, y − y ′)d xd y → 1, as ε→ 0+;

(iii) Let f (x, y) ∈C2(R2) and ‖ f (x, y)‖ É M <+∞, then∫ y2

y1

∫ x2

x1

δε(x −x ′, y − y ′) f (x, y)d xd y → f (x ′, y ′), as ε→ 0+.

Proof. (i) Since (x, y) 6= (x ′, y ′), lim
ε→0+

exp

{
− (x −x ′)2 + (y − y ′)2

2ε2

}
→ 0. Thus,

lim
ε→0+

δε(x −x ′, y − y ′) → 0, for all (x, y) 6= (x ′, y ′).



5

80 5. POINT FORCES AND THEIR ALTERNATIVES IN MULTIPLE DIMENSIONS

(ii) Let B(x ′; aL) and B(x ′; au) be the inscribed and circumscribed circles of the rectangle
[x1, x2]× [y1, y2], respectively. Since δε(x −x ′) Ê 0, it follows that

∫
B(x ′;aL )

δε(x −x ′)dΩÉ
∫ y2

y1

∫ x2

x1

δε(x −x ′)d xd y É
∫

B(x ′;au )
δε(x −x ′)dΩ.

For any circle centred at x ′ with radius a, one can derive that

∫
B(x ′;a)

δε(x −x ′)dΩ=
∫ a

0

∫ 2π

0

1

2πε2 exp

{−r 2

2ε2

}
r dϕdr = 1−exp

{−a2

2ε2

}
.

Hence, it follows that

1−exp

{−a2
L

2ε2

}
É

∫ y2

y1

∫ x2

x1

δε(x −x ′)d xd y É 1−exp

{−a2
u

2ε2

}
.

Both sides of the inequality tend to 1 as ε→ 0+. Subsequently, using the Squeeze Theo-
rem [83], it can be concluded that

∫ y2

y1

∫ x2

x1

δε(x −x ′)d xd y → 1, as ε→ 0+.

(iii)Now we consider

∫ y2

y1

∫ x2

x1

δε(x −x ′, y − y ′) f (x, y)d xd y

=
∫ y2

y1

∫ x2

x1

1

2πε2 exp

{
− (x −x ′)2 + (y − y ′)2

2ε2

}
f (x, y)d xd y

= 1

2πε2

∫ y2

y1

exp

{
− (y − y ′)2

2ε2

}∫ x2

x1

exp

{
− (x −x ′)2

2ε2

}
f (x, y)d xd y.

Let s = y−y ′
p

2ε
− y1+y2

2 and t = x−xp
2ε

− x1+x2
2 , then

∫ y2

y1

∫ x2

x1

δε(x −x ′, y − y ′) f (x, y)d xd y

= 1

π

∫ y2−y1
2 −y ′p

2ε
y1−y2

2 −y ′p
2ε

exp

{
−

(
s + y1 + y2

2

)2
}∫ x2−x1

2 −x′p
2ε

x1−x2
2 −x′p

2ε

exp

{
−

(
t + x1 +x2

2

)2
}
×

f
(p

2εt +p
2ε

x1 +x2

2
+x ′,

p
2εs +p

2ε
y1 + y2

2
+ y ′

)
d td s.
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By Taylor expansion, we obtain

f
(p

2εt +p
2ε

x1 +x2

2
+x ′,

p
2εs +p

2ε
y1 + y2

2
+ y ′

)
= f (x ′, y ′)+ fx (x ′, y ′)

p
2ε

(
t + x1 +x2

2

)
+ fy (x ′, y ′)

p
2ε

(
s + y1 + y2

2

)
+ 1

2

[
fxx (x ′, y ′)2ε2

(
t + x1 +x2

2

)2
+2 fx y (x ′, y ′)2ε2

(
t + x1 +x2

2

)(
s + y1 + y2

2

)
+ fy y 2ε2

(
s + y1 + y2

2

)2
]

+O (ε3)

= f (x ′, y ′)+ fx (x ′, y ′)
p

2ε
(
t + x1 +x2

2

)
+ fy (x ′, y ′)

p
2ε

(
s + y1 + y2

2

)
+ fxx (x ′, y ′)ε2

(
t + x1 +x2

2

)2

+2 fx y (x ′, y ′)ε2
(
t + x1 +x2

2

)(
s + y1 + y2

2

)
+ fy yε

2
(
s + y1 + y2

2

)2
+O (ε3).

(5.10)
Let ξ= t + x1+x2

2 and η= s + y1+y2
s , and for any non-negative integer n,

∫ +∞

−∞
zne−z2

d z =


0, if n is odd,

Γ

(
n +1

2

)
, if n is even.

Then, we calculate∫ +∞

−∞

∫ +∞

−∞
δε(x −x ′, y − y ′) f (x, y)d xd y

= 1

π

∫ +∞

−∞
exp{−η2}

∫ +∞

−∞
exp{−ξ2}× f (

p
2εξ+x ′,

p
2εη+ y ′)dξdη

= 1

π

∫ +∞

−∞
exp{−η2}

∫ +∞

−∞
exp{−ξ2}×

[
f (x ′, y ′)+ fx (x ′, y ′)

p
2εξ+ fy (x ′, y ′)

p
2εη+ fxx (x ′, y ′)ε2ξ2

+2 fx y (x ′, y ′)ε2ξη+ fy y (x ′, y ′)ε2η2 +O (ε3)
]

dξdη

= f (x ′, y ′)+ ε2

p
π
Γ

(
3

2

)
[ fxx (x ′, y ′)+ fy y (x ′, y ′)]+O (ε3)

→ f (x ′y ′), as ε→ 0+.

According to the substitution of t , s,ξ,η, the integral over domain (x1, x2)×(y1, y2) can be
rewritten as∫ y2

y1

∫ x2

x1

· · ·d xd y = 2ε2
∫ y2−y ′p

2ε
− y1+y2

2

y1−y ′p
2ε

− y1+y2
2

∫ x2−x′p
2ε

− x1+x2
2

x1−x′p
2ε

− x1+x2
2

· · ·d td s

= 2ε2
∫ y2−y ′p

2ε

y1−y ′p
2ε

∫ x2−x′p
2ε

x1−x′p
2ε

· · ·dξdη

= 2ε2
[∫ +∞

−∞

∫ +∞

−∞
· · ·dξdη −

∫ +∞

−∞

∫ x1−x′p
2ε

−∞
· · ·dξdη−

∫ +∞

−∞

∫ +∞
x2−x′p

2ε

· · ·dξdη

−
∫ y1−y ′p

2ε

−∞

∫ x2−x′p
2ε

x1−x′p
2ε

· · ·dξdη −
∫ +∞

y2−y ′p
2ε

∫ x2−x′p
2ε

x1−x′p
2ε

· · ·dξdη

 .

(5.11)
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Subsequently, by Eq (5.11),

∣∣∣∣∫ y2

y1

∫ x2

x1

δε(x −x ′, y − y ′) f (x, y)d xd y − f (x ′, y ′)
∣∣∣∣

=
∣∣∣∣ ε2

p
π
Γ

(
3

2

)
[ fxx (x ′, y ′)+ fy y (x ′, y ′)]+O (ε3)

−
∫ +∞

−∞

∫ x1−x′p
2ε

−∞
exp{−(ξ2 +η2)} f (

p
2εξ+x ′,

p
2εη+ y ′)dξdη

−
∫ +∞

−∞

∫ +∞
x2−x′p

2ε

exp{−(ξ2 +η2)} f (
p

2εξ+x ′,
p

2εη+ y ′)dξdη

−
∫ y1−y ′p

2ε

−∞

∫ x2−x′p
2ε

x1−x′p
2ε

exp{−(ξ2 +η2)} f (
p

2εξ+x ′,
p

2εη+ y ′)dξdη

−
∫ +∞

y2−y ′p
2ε

∫ x2−x′p
2ε

x1−x′p
2ε

exp{−(ξ2 +η2)} f (
p

2εξ+x ′,
p

2εη+ y ′)dξdη

∣∣∣∣∣∣
É ε2

p
π
Γ

(
3

2

)
[ fxx (x ′, y ′)+ fy y (x ′, y ′)]+O (ε3)

+
∫ +∞

−∞

∫ x1−x′p
2ε

−∞
exp{−(ξ2 +η2)}| f (

p
2εξ+x ′,

p
2εη+ y ′)|dξdη

+
∫ +∞

−∞

∫ +∞
x2−x′p

2ε

exp{−(ξ2 +η2)}| f (
p

2εξ+x ′,
p

2εη+ y ′)|dξdη

+
∫ y1−y ′p

2ε

−∞

∫ x2−x′p
2ε

x1−x′p
2ε

exp{−(ξ2 +η2)}| f (
p

2εξ+x ′,
p

2εη+ y ′)|dξdη

+
∫ +∞

y2−y ′p
2ε

∫ x2−x′p
2ε

x1−x′p
2ε

exp{−(ξ2 +η2)}| f (
p

2εξ+x ′,
p

2εη+ y ′)|dξdη

É ε2

p
π
Γ

(
3

2

)
[ fxx (x ′, y ′)+ fy y (x ′, y ′)]+O (ε3)+ M

4

[
erf

(
x1 −x ′
p

2ε

)
−erf

(
x2 −x ′
p

2ε

)
+2

]
+ M

8

[
erf

(
x1 −x ′
p

2ε

)
−erf

(
x2 −x ′
p

2ε

)]
×

[
erf

(
y1 −x ′
p

2ε

)
−erf

(
y2 −x ′
p

2ε

)
+2

]
.

Therefore,

|
∫ y2

y1

∫ x2

x1

δε(x −x ′, y − y ′) f (x, y)d xd y − f (x ′, y ′)|

É
∣∣∣∣ ε2

p
π
Γ

(
3

2

)
[ fxx (x ′, y ′)+ fy y (x ′, y ′)]+O (ε3) + M

4

[
erf(

x1 −x ′
p

2ε
)−erf(

x2 −x ′
p

2ε
)+2

]
M

8

[
erf(

x1 −x ′
p

2ε
)−erf(

x2 −x ′
p

2ε
)

]
×

[
erf(

y1 −x ′
p

2ε
)−erf(

y2 −x ′
p

2ε
)+2

]∣∣∣∣→ 0, as ε→ 0+.
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Figure 5.1: We consider a square shape cell, with the centre position at (a,b). The forces exerted on the bound-
ary are indicated by arrows

We start with analysing only one relatively big cell in the computational domain. Ac-
cording to the model described in Eq (5.4), the forces released on the boundary of the
cell are the superposition of point forces on the midpoint of each line segment. For ex-
ample, if we use a square shape to approximate the cell, then the forces are depicted in
Figure 5.1. Therefore, in this circumstance, the forces can be rewritten as

f t = P

{[
1
0

]
∆yδ

(
x −

(
a − ∆x

2

)
, y −b

)
−

[
1
0

]
∆yδ

(
x −

(
a + ∆x

2

)
, y −b

)
+

[
0
1

]
∆xδ

(
x −a, y −

(
b − ∆y

2

))
−

[
0
1

]
∆xδ

(
x −a, y −

(
b + ∆y

2

))}
≈ P

{[
1
0

]
∆y

[
δε

(
x −

(
a − ∆x

2

)
, y −b

)
−δε

(
x −

(
a + ∆x

2

)
, y −b

)]
+

[
0
1

]
∆x

[
δε

(
x −a, y −

(
b − ∆y

2

))
−δε

(
x −a, y −

(
b + ∆y

2

))]}
,

(5.12)

where we set δ(x) ≈ δε(x). Thanks to the continuity of the Gaussian distribution δε, there
exists (ηx ,ηy ) ∈ (−∆x/2,∆x/2)× (−∆y/2,∆y/2) such that, Eq (5.12) yields into

f t ≈ P

{[
1
0

]
∆y∆x

∂δε

∂x
(x −a +ηx , y −b)+

[
0
1

]
∆y∆x

∂δε

∂y
(x −a, y −b +ηy )

}
→ P∆x∆y∇δε(x −a, y −b), as ∆x,∆y → 0.

(5.13)

The above procedure implies that as ∆x, ∆y → 0, the right-hand side of the regularized
Dirac Delta Distributions converges to P∆x∆y∇δε(x − a, y − b). This implies that the
Laplacian of the difference between the solutions from both approaches converges to
zero.
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Lemma 5.2. (Korn’s Inequality [80]) Let Ω ⊂ Rn be an open, connected domain. Then
there exists a positive constant K , such that for any function u ∈ H 1(Ω),∫

Ω

[
1

2
(∇u +∇uT )

]2

dΩ+
∫
Ω

u2dΩÊ K ‖u‖2
H 1(Ω).

Lemma 5.3. (Korn’s Second Inequality [80]) LetΩ⊂Rn be an open, connected domain,
and denote ε(u) as it is defined in Eq (5.3). Then there exists a positive constant K ′, such
that for any function u ∈ H 1(Ω),∫

Ω
ε(u) : ε(u)dΩÊ K ′‖u‖2

H 1(Ω),

where A : B =∑n
i=1

∑n
j=1 ai j bi j is the inner product of two matrices.

Corollary 5.1. LetΩ⊂Rn be an open, connected domain, and denote ε(u) as it is defined
in Eq (5.3) and σ(u) as in Eq (5.2). Then there exists a positive constant K ′, such that for
any function u ∈ H 1(Ω), ∫

Ω
σ(u) : ε(u)dΩÊ K ′‖u‖2

H 1(Ω).

Proof. According to the definition of σ, the integral is given by∫
Ω
σ(u) : ε(u)dΩ

=
∫
Ω

E

1+ν‖ε‖
2 + Eν

(1+ν)(1−2ν)
tr (ε)I : εdΩ

=
∫
Ω

E

1+ν‖ε‖
2 + Eν

(1+ν)(1−2ν)
tr (ε)2dΩ

Ê E

1+ν
∫
Ω
‖ε‖2dΩ.

Applying Korn’s second inequality (Lemma 5.3), it can be concluded that there exists a
positive constant K ′ such that∫

Ω
σ(u) : ε(u) Ê K ′‖u‖2

H 1(Ω).

Theorem 5.1. Let u the solution to the boundary value problems

(BV P 2)



−∇·σ(u) = P

{[
1
0

]
∆y

[
δ

(
x −

(
a − ∆x

2

)
, y −b

)
−δ

(
x −

(
a + ∆x

2

)
, y −b

)]
+

[
0
1

]
∆x

[
δ

(
x −a, y −

(
b − ∆y

2

))
−δ

(
x −a, y −

(
b + ∆y

2

))]}
, x ∈Ω,

σ(uε) ·n +κuε = 0, x ∈ ∂Ω,
(5.14)
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and uε the solution to

(BV P 2
ε )



−∇·σ(uε) = P

{[
1
0

]
∆y

[
δε

(
x −

(
a − ∆x

2

)
, y −b

)
−δε

(
x −

(
a + ∆x

2

)
, y −b

)]
+

[
0
1

]
∆x

[
δε

(
x −a, y −

(
b − ∆y

2

))
−δε

(
x −a, y −

(
b + ∆y

2

))]}
, x ∈Ω,

σ(uε) ·n +κuε = 0, x ∈ ∂Ω.
(5.15)

Then uε converges to u, as ε→ 0+.

Proof. Let w = u −uε, and subtract the equations above. It yields into a new boundary
value problem of w :

(BV P 2
w )



−∇·σ(w ) = P

{[
1
0

]
∆y

[
δ

(
x −

(
a − ∆x

2

)
, y −b

)
−δε

(
x −

(
a − ∆x

2

)
, y −b

)
−δ

(
x −

(
a + ∆x

2

)
, y −b

)
+δε

(
x −

(
a + ∆x

2

)
, y −b

)]
+

[
0
1

]
∆x

[
δ

(
x −a, y −

(
b − ∆y

2

))
−δε (x −a, y −

(
b − ∆y

2

))
−δ(x −a, y − (b + ∆y

2
))

+δε
(

x −a, y −
(
b + ∆y

2

))]}
, x ∈Ω,

σ(w ) ·n +κw = 0, x ∈ ∂Ω.
(5.16)

We multiply the above PDE by w and integrate over the computational domain Ω. Due
to the symmetry of strain tensor ε and the boundary condition, −∫

Ω∇ ·σ(w )wdΩ =∫
Ωσ(w ) : ε(w )dΩ+ ∫

∂Ωκw 2dS. For the convenience, we denote f w for the right-hand
side of the equation in (BV P 2

w ) as force. According to Lemma 5.1, the integral over the
right-hand side converges with quadratic order. Therefore, combined with coerciveness
and Korn’s Inequality (Lemma 5.2 and 5.3), we derive that there exists a positive constant
K , such that

K
∫
Ω

w 2dΩÉ
∫
Ω
σ(w ) : ε(w )dΩ+

∫
∂Ω
κw 2dS

=−
∫
Ω
∇·σ(w )wdΩ=

∫
Ω

f w wdΩ

=O (ε2) → 0, as ε→ 0+.

Hence, we can conclude that u converges to uε with the order of ε2.

Theorem 5.2. Let uε the solution to the boundary value problems in Eq (5.15), and vε the
solution to

(BV P 2
SP )

{
−∇·σ(vε) = P∆x∆y∇δε(x −a, y −b), x ∈Ω,

σ(vε) ·n +κvε = 0, x ∈ ∂Ω.
(5.17)

As the size of the cell (i.e. ∆x,∆y) turns to zero, vε converges to uε.
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Proof. Similarly, let wε = uε−vε, and subtract the equations above. There exists (ηx ,ηy ) ∈
(0,1)×(0,1), such that applying a Taylor expansion on the smoothed delta-functions, we
obtain

−∇·σ(wε) = P
1

48
∆x3∆y

[
1
0

][
∂3δε

∂x3 (x − (a − h

2
ηx ), y −b)− ∂3δε

∂x3 (x − (a − h

2
ηx ), y −b)

]
+P

1

48
∆x∆y3

[
0
1

][
∂3δε

∂y3 (x −a, y − (b − h

2
ηy ))− ∂3δε

∂y3 (x −a, y − (b − h

2
ηy ))

]
, x ∈Ω,

σ(wε) ·n +κwε = 0, x ∈ ∂Ω.
(5.18)

Following the same procedures in Th 5.1, it results in

K
∫
Ω

w 2
εdΩÉ

∫
Ω
σ(wε) : ε(wε)dΩ+

∫
∂Ω
κw 2

εdS =−
∫
Ω
∇·σ(wε)wεdΩ.

The above equation followed as a result of coerciveness and Korn’s Inequality (see Lemma
5.2 and 5.3). Using the right-hand side of Eq (5.18) with an L2-inner product with wε, im-
plies that, we obtain that there exists a positive constant α such that

‖wε‖L2(Ω) Éα∆x∆y
√
∆x4 +∆y4‖D3δε(x −a, y −b)‖∞ → 0, as ∆x,∆y → 0,

where D3δε(x − a, y − b) is the third derivative of the Gaussian distribution. Hence,
‖wε‖→ 0, as h → 0, which implies the convergence between uε and vε.

With the two theorems above, we have proved that the solution to (BV P 2
ε ) converges

to the solution to (BV P 2), and the solution to (BV P 2
SP ) converges to the solution to

(BV P 2
ε ). Hence, we can derive the following theorem:

Theorem 5.3. Let u be the solution to (BV P 2) and vε be the solution to (BV P 2
SP ), as ε→ 0+

and ∆x,∆y → 0, vε converges to u.

Proof. Combining Th 5.1 and Th 5.2, making use of the triangle inequality, we calculate

‖u −vε‖ = ‖u −uε−vε+uε‖ É ‖u −uε‖+‖vε−uε‖→ 0,

since both term converges to zero respectively, when ε→ 0+ and ∆x,∆y → 0.

5.3. ELASTICITY EQUATION WITH POINT SOURCES IN MULTI-
PLE DIMENSIONS

In the n-dimensional case, we are solving the boundary value problems described in Eq
(5.1), (5.2) and (5.3). The body force is given in Eq (5.4), and we consider a homogeneous
Dirichlet boundary condition here. Therefore, the immersed boundary value problem
that we are going to consider is given by

(BV P n)


−∇·σ(x) =

NS∑
j=1

P (x j )n(x j )δ(x −x j )∆S(x j ), inΩ,

u = 0, on ∂Ω.
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Next to this boundary value problem, we consider the continuous immersed boundary
counterpart, given by

(BV P n
∞)

−∇·σ(x) =
∫
ΓC

P (x ′)n(x ′)δ(x −x ′)dS(x ′), inΩ,

u = 0, on ∂Ω,

where we take Ns →∞. Thus, the body force reads as

f ∞
t =

∫
ΓC

P (x ′)n(x ′)δ(x −x ′)dS(x ′). (5.19)

Due to the irregular nature of the Dirac Delta distributions, the solutions do not exist
in H 1. We attempt to approximate the solution by the functions in H 1 via the Galerkin
form of (BV P n) and (BV P n∞). In this chapter, piecewise linear Lagrangian basis func-
tions are selected. Further, the convergence of the finite-element solutions using linear
Lagrangian elements in general dimensionality has been proved in [79].

To construct the Galerkin form, we introduce the bilinear form a(., .)

a(uh ,φh) =
∫
Ω
σ(uh) : ∇φhdΩ=

∫
Ω
σ(uh) : ε(φh)dΩ, (5.20)

where the last step is motivated by symmetry of the stress tensorσ. Recall the definition
of Vh (Ω) = Span{φ1,φ2, . . . ,φN } [81], whereφi for i = {1,2, . . . , N } is the linear Lagrangian
basis function overΩ. Subsequently, the Galerkin form is

(GF n)



Find uh ∈V h(Ω), such that

a(uh ,φh) = (φh , f t ) =
NS∑
j=1

P (x j )n(x j )φh(x j )∆S(x j ),

for allφh ∈ {φ1,φ2, . . . ,φN } ⊂V h(Ω).

We further consider the solution to the continuous immerse boundary problem, with
the following Galerkin form:

(GF n
∞)


Find uh ∈V h(Ω), such that

a(uh ,φh) = (φh , f ∞
t ) =

∫
ΓC

P (x ′)n(x ′)φh(x ′)dS(x ′),

for allφh ∈ {φ1,φ2, . . . ,φN } ⊂V h(Ω).

We note that Korn’s Second Inequality can be generalised to cases in which the bound-
ary condition u = 0 is imposed only on a non-zero measure part of the boundary. Using
Korn’s Second inequality gives the following lemma:

Lemma 5.4. LetΩ⊂Rn be an open, bounded and connected domain. Then there exists a
positive constant K , such that for any vector-valued function u ∈ H 1

0 (Ω),

a(u,u) =
∫
Ω
σ(u) : ε(u)dΩÊ K ||u||2

H 1(Ω)
.
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Proof. The lemma directly follows from the definition of the stress tensor, let u ∈ H 1
0 (Ω):

a(u,u) =
∫
Ω
σ(u) : ε(u)dΩ

=
∫
Ω

E

1+ν
{
ε(u)+ tr(ε(u))

ν

1−2ν
I
}

: ε(u)dΩ

=
∫
Ω

E

1+ν ||ε(u)||2 + Eν

(1+ν)(1−2ν)
(tr(ε(u)))2dΩ

Ê E

1+νK ||u||2
H 1(Ω)

.

The last step follows from Lemma 5.3. Hence, redefining K := E
1+νK concludes the

proof the lemma.

Herewith, coerciveness of the linear form a(., .) has been demonstrated, which is
needed for the proof of existence and uniqueness of the Galerkin finite-element solu-
tion.

Theorem 5.4. Let {φi } be piecewise Lagrangian basis field functions and let F be a vector
in Rn with unit length, further let P ∈ C (Ω), and let |P | É M2 for some M2 > 0. We define
V h(Ω) = Span{φ1,φ2, . . . ,φN } ⊂ H 1

0 (Ω), then

• ∃ ! uG
h (x ; x ′;F ) ∈V h(Ω) such that a(uh ,φh) = F (x ′) ·φh(x ′) for allφh ∈V h ;

• ∃ ! uh ∈V h(Ω) such that

a(uh ,φh) =
NS∑
j=1

P (x j )n(x j )φh(x j )∆S(x j ),

for allφh ∈V h , and

uh =
NS∑
j=1

P (x j )uG
h (x;x j ;n(x j ))∆S(x j );

• ∃ ! uh ∈V h(Ω) such that

a(uh ,φh) =
∫
ΓC

P (x ′)n(x ′)φh(x ′)dS(x ′),

for allφh ∈V h , and

uh =
∫
ΓC

P (x′)uG
h (x;x′;n(x′))dS(x ′);

Proof. • It is immediately clear that a(., .) is a bilinear form. We have V h ⊂ H 1
0 (Ω),

and a(., .) is bounded in H 1
0 (Ω) (see for instance [84]). Furthermore, Lemma 5.4

says that a(., .) is coercive in H 1
0 (Ω). Regarding the right-hand side, we have |φh | ≤
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M1 for some M1 > 0 since φh is a Lagrangian function, and hence the magnitude
of the right-hand side can be bounded from above by

|F ·φh(x ′)| É M1.

Note that ||F || = 1. Hence the right-hand side is bounded, since we are looking for
a solution in a finite dimensional space V h , the system

Ac = b,

where the coefficients of the symmetrix matrix A are defined by ai j = a(φi ,φ j ),
and where a limited number of entries of b are non-zero and given by F ·φh(x ′),
which is finite. Since b is finite, and A is invertible, existence and uniqueness of
uh follow (one could apply Lax-Milgram’s theorem on the space Rn in this context)
from the algebraic system. For the case of a Hilbert space, boundedness of F ·φh
in the H 1-norm does not hold. This boundedness can only be proved in the one-
dimensional case.

• Existence and uniqueness follow analogously, only boundedness of the right-hand
side, which is a linear functional inφh ∈V h(Ω) has to be checked:∣∣∣∣∣ NS∑

j=1
P (x j )n(x j ) ·φh(x j )∆S(x j )

∣∣∣∣∣É NS∑
j=1

|P (x j )|||n(x j )||||φh(x j )||∆S(x j )

=
NS∑
j=1

|P (x j )|||φh(x j )||∆S(x j ) É M1M2

NS∑
j=1
∆S(x j ).

Note that n has unit length. The summation gives the polygonal length or poly-
hedral area of the cell boundary. Hence the right-hand side is bounded, then ex-
istence and uniqueness follow for the algebraic system. Further by substitution, it
follows that that

a(uh ,φh) = a(
NS∑
j=1

P (x j )uG
h (x , x j ,n(x j ))∆S(x j ),φh)

=
NS∑
j=1

P (x j )a(uG
h (x , x j ,n(x j )),φh)∆S(x j )

=
NS∑
j=1

P (x j )n(x j ) ·φh(x j )∆S(x j ).

The last step uses the first part of the theorem, and finally the assertion is proved
similarly to the first assertion.

• We proceed similarly, by boundedness of the right-hand side:∣∣∣∣∫
ΓC

P (x ′)n(x ′) ·φh (x ′)dS(x ′)
∣∣∣∣É M1M2|ΓC |,
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where |ΓC | is the measure of the boundary surface of the biological cell. It again
shows that the right-hand side is a bounded linear functional in V h(Ω). We pro-
ceed by substitution:

a(uh ,φh) = a

(∫
ΓC

P (x ′)uG
h (x , x ′,n(x ′))dS(x ′),φh

)
=

∫
ΓC

P (x ′)a(uG
h (x , x ′,n(x ′)),φh)dS(x ′)

=
∫
ΓC

P (x ′)n(x ′) ·φh(x ′)dS(x ′).

Note that, formally, it was not necessary to prove boundedness, since coerciveness
implies uniqueness and the existence was proved by construction and by combining the
result for the existence of uG

h .

Note that for the ’continuous’ weak formulation, there is no solution in H 1, hence the
above claim demonstrates the existence and uniqueness of a Galerkin-based approxi-
mation in a subset of H 1 to a function that is not in H 1. The situation is somewhat
comparable to approximating

p
2 ∉Q arbitrarily accurately by a sequence of successive

approximations in Q. Further in two- and three- dimensional case, the convergence be-
tween the solution to (GF n) and (GF n∞) can be proved. Similar work has been done in
[85] regarding Stokes problem with the Delta distribution term.

Theorem 5.5. Let ΓC be a polygon or polyhedron embedded inΩ⊂Rn and let P (x) be suf-
ficiently smooth. Further, let x j be the midpoint of surface element ∆S(x j ). Denote u∆S

h as
the Galerkin solution to (GF n) and the u∞

h as the Galerkin solution to (GF n∞), respectively.
In two dimensions, for any x ∉ ΓC , there exists a positive constant C , such that for each
component of u∞

h we have

|u∆S
h −u∞

h | ÉC∆S2
max ,

where∆Smax = max{∆S(x j )} for any j = {1,2, · · · , NS }. In three dimensions, for any x ∉ ΓC ,
there exists a positive constant C , such that for each component of u∞

h we have

|u∆S
h −u∞

h | ÉC h2
max ,

where hmax is the maximal diameter among all the triangular elements over ΓC .

Proof. Away fromΓC , the function uG
h is smooth, and since P (x) is smooth as well, the in-

tegrand, given by P (x)uG
h is smooth as well. For ease of notation, we set f (x) = P (x)uG

h (x ; x ′;n).
We start with the 2D-case. Given the i − th boundary element ∆Si on ΓC with the end-
points x i and x i+1 and we denote its midpoint by x i+1/2, where i ∈ {1,2, · · · , NS }. We
consider

x(s) = x i+1/2 + s
x i+1 −x i

2
, −1 É s É 1,

Hence, x(0) = x i+1/2 and x ′(s) = 1
2 (x i+1 −x1), and subsequently

‖x ′(s)‖ = 1

2
‖x i+1 −x1‖.
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We calculate the contribution over ∆Si to the integral, where Taylor’s Theorem and the
Mean Value Theorem for integration are used to warrant the existence of a ŝ ∈ (−1,1),
such that ∫

∆Si

f (x)dS =
∫ 1

−1
f (x(s))‖x ′(s)‖d s

= 1

2
‖x i+1 −x i‖

∫ 1

−1
f (x(s))d s

(Taylor Expansion) = 1

2
‖x i+1 −x i‖

∫ 1

−1
f (x(0))+ s

x i+1 −x i

2
∇ f (x(s))|s=0

+ 1

2
s2(

x i+1 −x i

2
)T H(x(ŝ))(

x i+1 −x i

2
)d s

= 1

2
‖x i+1 −x i‖[2 f (x i+1/2)+0+ 1

12
(x i+1 −x i )T H(x(ŝ))(x i+1 −x i )]

= ‖x i+1 −x i‖ f (x i+1/2)+ 1

24
‖x i+1 −x i‖(x i+1 −x i )T H(x(ŝ))(x i+1 −x i ),

where H(x(s)) is the Hessian matrix of f (x(s)). Therefore, we obtain that∣∣∣∣∫
∆Si

f (x)dS −‖x i+1 −x1‖ f (x i+1/2)

∣∣∣∣= 1

24
‖x i+1 −x i‖ · |(x i+1 −x i )T H(x(ŝ))(x i+1 −x i )|

É 1

24
‖x i+1 −x i‖K̃ ‖x i+1 −x i‖2.

Since f (x) ∈C 2(Ω), it follows that there exists a K̃ > 0, such that

|(x , H(x))| É K̃ ‖x‖2.

Therefore, considering the summation of the boundary elements over ΓC ,∣∣∣∣∣
∫
∆Si

f (x)dS −
NS∑
i=1

‖x i+1 −x1‖ f (x i+1/2)

∣∣∣∣∣É NS∑
i=1

1

24
‖x i+1 −x i‖K̃ ‖x i+1 −x i‖2

É 1

24
K̃∆S2

max

NS∑
i=1

‖x i+1 −x i‖

É 1

24
K̃∆S2

max |ΓC |,

where ∆Smax = maxi∈{1,...,NS } ||x i+1 − x i || is the maximal length of the line segment over
ΓC , and |ΓC | is the perimeter of the polygon ΓC . It can be concluded that there exists a
positive constant K , such that

|u∞
h −u∆S

h | É K∆S2
max .

In three dimensions, the surface element is a triangle. We map the triangle in (x, y, z)-
space to the reference triangle in (s, t )-space with points (0,0), (0,1) and (1,0). Suppose
there is a surface element e j with nodal points x1, x2 and x3, then the centre point of e j



5

92 5. POINT FORCES AND THEIR ALTERNATIVES IN MULTIPLE DIMENSIONS

is xc = (x1+x2+x3)/3. The map from the reference triangle e0 to the physical triangle e j

is given by
x(s, t ) = x1(1− s − t )+ sx2 + t x3, 0 É s, t É 1.

For any function f (x) ∈C 2(Ω), the integral over the original triangle is given by∫
e j

f (x)d x =
∫

e0

f (x(s, t ))|
√

det(J T J )|d(s, t ),

where J is the Jacobian matrix, given by

J = ∂(x, y, z)

∂(s, t )
=

x2 −x1 x3 −x1

y2 − y1 y3 − y1

z2 − z1 z3 − z1

 ,

and
√

|det(J T J )| is twice the area of the original triangle e j , i.e.

|∆ j | :=
√

|det(J T J )| = ||(x2 −x1)× (x3 −x1)||.
We conduct the same process as for the two dimensional case, we obtain, where x( 1

3 , 1
3 ) =

xc coincides with the midpoint of element e j , and where Taylor’s Theorem for multivari-
ate functions is used with 0 É ŝ É 1,0 É t É 1− s:∫

e j

f (x)d x =
∫

e0

f (x(s, t ))|∆ j |d(s, t )

= |∆ j |
∫

e0

f (x(s, t ))d(s, t )

= |∆ j |
∫

e0

f (xc )+ (x(s, t )−xc ) ·∇ f (xc )

+ 1

2
(x(s, t )−xc )T H(x(ŝ, t̂ ))(x(s, t )−xc )d(s, t )

= |∆ j |
[

1

2
f (xc )+0+ 1

2

∫
e0

(x(s, t )−xc )T H(x(ŝ, t̂ ))(x(s, t )−xc )d(s, t )

]
.

Due to f (x) ∈C 2(Ω), then for the Hessian matrix of f (x), there exists K̃ > 0, such that

|(x , H(x))| É K̃ ‖x‖2.

It yields∣∣∣∣∣
∫

e j

f (x)d x − |∆ j |
2

f (xc )

∣∣∣∣∣É
∣∣∣∣ |∆ j |

2

∫
e0

(x(s, t )−xc )T H(x(ŝ, t̂ ))(x(s, t )−xc )d(s, t )

∣∣∣∣
É |∆ j |

4
K̃ h2

max ,

where h2
max is the largest diameter in the original triangle e j . Considering all the surface

elements over ΓC , we compute∣∣∣∣∣
∫
ΓC

f (x)d x −
NS∑
j=1

|∆ j |
2

f (x j )

∣∣∣∣∣É K̃

4
h2

max

NS∑
j=1

|∆ j |
2

É K̃

4
h2

max |ΓC |,
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where h2
max is the maximal diameter among all the surface element (i.e. triangle) and

|ΓC | is the sum of the measure (area in R3) of all the surface elements over ΓC . Therefore,
in three dimensions, we can conclude that there exists a positive constant K , such that
for the unique Galerkin solution to both (GF n) and (GF n∞),

|u∞
h −u∆S

h | É K h2
max .

The above proof and theorem can easily be extended to higher dimensionalities.

5.3.1. THE ’HOLE’ APPROACH
A different approach is based on considering cellular forces on the cell boundary by
means of a boundary condition. In this alternative approach, one ’removes’ the cell re-
gion from the domain of computation. Herewith, one creates a ’hole’ in the domain. We
consider the balance of momentum overΩ\ΩC . This gives the following boundary value
problem:

(BV P n
H )


−∇·σ= 0, inΩ\ΩC ,

σ ·n = P (x)n(x), on ΓC ,

u = 0, on ∂Ω,

whereσ is defined in Eq (5.2) with stiffness E . Let D ⊂Ω, then we introduce the following
notation:

aD,E (u, v ) :=
∫

D
σ(u) : ε(v )dΩ.

Note that the stiffness can be a constant or a function of space over the domain D . The
corresponding weak form is stated below:

(W F n
H )


Find uH ∈ H 1(Ω\ΩC ) such that

aΩ\ΩC ,E (uH ,φ) =
∫
ΓC

P (x)n(x) ·φdS(x), for allφ ∈ H 1(Ω\ΩC ).

Sinceφ ∈ H 1(Ω\ΩC ), it follows from the Trace Theorem [80], and by noting thatφ|∂Ω = 0,
that there is a C1 > 0 such that ||φ||L2(ΓC ) ≤ C1||φ||H 1(Ω), which implies that the right-
hand side in the weak form is bounded. Subsequently one combines Korn’s Inequality
with Lax-Milgram’s Lemma to conclude that a unique solution in H 1 exists.

We compare the immersed boundary method with the ’hole’ approach by taking βÊ
0, then we adjust the immersed boundary method such that

E(x) =
{
βE , inΩC ,

E , inΩ\ΩC .
(5.21)

Regarding the adjusted immersed boundary approach where the stiffness is given by
Eq (5.21), we have the following Galerkin form

(GF n
β )


Find uβ

h ∈V h(Ω) such that

βaΩC ,E (uβ

h ,φh)+aΩ\ΩC ,E (uβ

h ,φh) =
∫
ΓC

P (x)n(x) ·φh(x)dS(x), for allφh ∈V h(Ω),
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where V h(Ω) is defined in Theorem 5.4 in Section 5.3.
For the ’hole’ approach, we have the following Galerkin form

(GF n
H )


Find uH

h ∈V h(Ω\ΩC ) such that

aΩ\ΩC ,E (uH
h ,φh) =

∫
ΓC

P (x)n(x) ·φhdS(x), for allφh ∈V h(Ω\ΩC ).

We will prove that the adjusted immersed boundary method is a perturbation of the
’hole’ approach:

Proposition 5.1. Let uH
h and uβ

h , respectively, satisfy Galerkin forms (GF n
H ) and (GF n

β
),

then there is a C > 0 such that

||uH
h −uβ

h ||H 1(Ω\ΩC ) ÉC
√
β‖uβ

h‖1/2
H 1(ΩC )

.

Proof. First we note that, as in the spirit of Theorem 5.4, we consider Galerkin solutions
in a subset of H 1 whereas the solution to the ’continuous’ weak formulation is not in
H 1. Formally (GF n

H ) and (GF n
β

) hold for test functions φh from different sets, namely

V h(Ω) and V h(Ω\ΩC ). If we choose V h(ΩC ) to correspond to Lagrangian basis functions
associated to internal nodes inΩC , then these basis functions vanish atΓC . Furthermore,
within the set of Lagrangian basis functions that are associated with Ω \ΩC , there are
Lagrangian basis functions associated with ΓC , which have a compact, hence limited,

support overΩC and inΩ\ΩC , then let v = uβ

h −uH
h , then subtraction of problems (GF n

H )
and (GF n

β
) gives

aΩ\ΩC ,E (v ,φh) =−βaΩC ,E (uβ

h ,φh).

The left-hand side is a bounded and coercive form on which we can apply Korn’s Inequal-
ity. Furthermore, boundedness of the right-hand side in V h(Ω \ΩC ) follows by applica-

tion of the Cauchy-Schwartz Inequality, hence there is an L > 0 such that |aΩC ,E (uβ

h ,φh)| É
L‖uβ

h‖H 1(ΩC )‖φh‖H 1(ΩC ). Herewith, we arrive at

−βL‖uβ

h‖H 1(ΩC )‖φh‖H 1(ΩC ) É aΩ\ΩC ,E (v ,φh) ÉβL‖uβ

h‖H 1(ΩC )‖φh‖H 1(ΩC ),

for allφh ∈V h(Ω\ΩC ).

Note that the aΩ\ΩC (v ,φh) contains v and φh in Ω \ΩC , whereas the right-hand side of
the inequality contains norms overΩC . Using Korn’s Inequality, and upon settingφh = v
inΩ\ΩC , we arrive at

K ||v ||2
H 1(Ω\ΩC )

É aΩ\ΩC ,E (v , v ) ÉβL‖uβ

h‖H 1(ΩC )‖φh‖H 1(ΩC )

⇒||v ||H 1(Ω\ΩC ) ÉC
√
β‖uβ

h‖1/2
H 1(ΩC )

, where C =
√

L

K
‖φh‖1/2

H 1(ΩC )
.
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For the case of a spring-force boundary condition on ∂Ω one can derive a compati-
bility condition. To this extent, we consider the following boundary value problems, for
the ’hole’ problem:

(BV P n
H ′ )


−∇·σ= 0, inΩ\ΩC ,

σ ·n = P (x)n(x), on ΓC ,

σ ·n +κu = 0, on ∂Ω,

and for the immersed boundary problem:

(BV P n
I ′ )

 −∇·σ=
∫
ΓC

P (x ′)n(x ′)δ(x −x ′)dS(x), inΩ,

σ ·n +κu = 0, on ∂Ω,

Next we give a proposition regarding compatibility for the ’hole’ approach and the im-
mersed boundary method for the case of a spring boundary condition:

Proposition 5.2. Let uH and u I , respectively, be solutions to the ’hole’ approach, see
(BV P n

H ′ ) and to the immersed boundary approach, see (BV P n
I ′ ). Let ΓC denote the bound-

ary of the cell, over which internal forces are exerted, and let ∂Ω be the outer boundary of
Ω. Then ∫

∂Ω
κuH dS =

∫
∂Ω
κu I dS =

∫
ΓC

P (x)n(x)dS.

Proof. To prove that the above equation holds true, we integrate the PDE of both ap-
proaches over the computational domainΩ.

For the immersed boundary approach, we get

−
∫
Ω
∇·σdΩ=

∫
Ω

NS∑
j=1

P (x j )n(x j )δ(x −x j )∆S(x j )dΩ,

then after applying Gauss Theorem in the LHS and simplifying the RHS, we obtain

−
∫
∂Ω
σ ·n(x)dS =

NS∑
j=1

P (x j )n(x j )∆S(x j ).

By substituting the Robin’s boundary condition and letting NS →∞, i.e. ∆S(x j ) → 0, the
equation becomes ∫

∂Ω
κuI dS =

∫
ΓC

P (x)n(x)dS. (5.22)

Subsequently, we do the same thing for the ’hole’ approach. Then, we get

−
∫
Ω
∇·σdΩ= 0,

and we apply Gauss Theorem:

−
∫
∂Ω∪ΓC

σ ·n(x)dS = 0,
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which implies

−
∫
∂Ω
σ ·n(x)dS −

∫
ΓC

σ ·n(x)dS = 0.

Using the boundary conditions, we get∫
∂Ω
κuH dS =

∫
ΓC

P (x)n(x)dS,

which is exactly the same as Eq (5.22). Hence we proved that∫
∂Ω
κuH dS =

∫
∂Ω
κu I dS =

∫
ΓC

P (x)n(x)dS.

Hence, the two different approaches are consistent in the sense of global conserva-
tion of momentum and therefore the results from both approaches should be compara-
ble.

5.3.2. THE SMOOTHED PARTICLE APPROACH
The Gaussian distribution is used here as an approximation for the Dirac Delta distribu-
tion. Hereby, we show that in the n-dimensional case, the multivariate Gaussian distri-
bution is a proper approximation for the Dirac Delta distribution. Firstly, we introduce
Chebyshev’s Inequality and the Emperical Rule for normal distributions. We realize that
the Dirac Delta distribution represents a probability distribution. First we will motivate
why the Dirac Delta distribution can be approximated by a Gaussian (normal) distribu-
tion with a small variance. The idea is to generalize this to multiple dimensions, which
reflects the introduction of joint probability distributions of independent identically dis-
tributed (iid) stochastic variables.

Lemma 5.5. (Chebyshev’s Inequality [86]) Denote X as a random variable with finite
mean µ and finite varianceσ2. Then for any positive k ∈R, the following inequality holds:

P(|X −µ| Ê k) É σ2

k2 ,

where P(A) is the probability of event A. The above inequality can also be rephrased as

P(|X −µ| É k) Ê 1− σ2

k2 .

Lemma 5.6. (Empirical Rule [87]) Given the Gaussian distribution with mean µ and
variance ε2:

δε(x −µ) = 1/
√

2πε2 exp{−(x −µ)2/(2ε2)},

then the following integrals are approximated by:

1.
∫ µ+ε
µ−ε δε(x −µ)d x ≈ 0.6827;

2.
∫ µ+2ε
µ−2ε δε(x −µ)d x ≈ 0.9545;
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3.
∫ µ+3ε
µ−3ε δε(x −µ)d x ≈ 0.9973.

Lemma 5.7. For an open domain

Ω= (x1,1, x1,2)× (x2,1, x2,2)×·· ·× (xn,1, xn,2) ⊂Rn ,n Ê 2,

let

δε(x −x ′) = 1

(2πε2)n/2
exp

{
−‖x −x ′‖2

2ε2

}
,

where x ′ = (x ′
1, . . . , x ′

n) ∈Ω, then
(i) lim

ε→0+
δε(x −x ′) → 0, for all x 6= x ′;

(ii)
∫
Ωδε(x −x ′)dΩ→ 1, as ε→ 0+.

(iii) Let f (x) ∈C2(Rd ) and ‖ f (x)‖ É M <+∞, then there is a C > 0 such that

∣∣∣∣∫
Ω
δε(x −x ′) f (x)dΩ− f (x ′)

∣∣∣∣ÉCε2, as ε→ 0+.

Proof. (i) Since x 6= x ′, lim
ε→0+

exp

{
−‖x −x ′‖2

2ε2

}
→ 0. Thus,

lim
ε→0+

δε(x −x ′) → 0, for all x 6= x ′.

(ii) We consider the integral over the computational domainΩ= (x1,1, x1,2)× (x2,1, x2,2)×
·· ·× (xn,1, xn,2), then we compute∫

Ω
δε(x −x ′)dΩ=

∫ x1,2

x1,1

· · ·
∫ xn,1

xn,1

δε(x −x ′)d xn · · ·d x1

=
∫ x1,2

x1,1

δε(x1 −x ′
1)d x1 ×·· ·×

∫ xn,2

xn,1

δε(xn −x ′
n)d xn

Let si = xi − xi ,1+xi ,2
2 , then we obtain∫

Ω
δε(x −x ′)dΩ=

∫ x1,2

x1,1

· · ·
∫ xn,1

xn,1

δε(x −x ′)d xn · · ·d x1

=
∫ x1,2−x1,1

2

− x1,2−x1,1
2

δε

(
s1 −

(
x ′

1 +
x1,2 +x2,2

2

))
d s1 ×·· ·×

∫ xn,2−xn,1
2

− xn,2−xn,1
2

δε

(
sn −

(
x ′

n + xn,1 +xn,2

2

))
d sn

=
n∏

i=1
P

(∣∣∣s − (
x ′

i +
xi ,2 +xi ,2

2

)∣∣∣É xi ,2 −xi ,1

2

)
According to Chebyshev’s Inequality (see Lemma 5.5), there exists a series positive con-
stants {ki }, i = {1, . . . ,n}, such that for any i ,

P
(∣∣∣s − (

x ′
i +

xi ,1 +xi ,2

2

)∣∣∣É xi ,2 −xi ,1

2

)
Ê 1− 4ε2

(xi ,2 −xi ,1)2 Ê 0.
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Hence, it follows that ∫
Ω
δε(x −x ′)dΩÊ

n∏
i=1

(
1− 4ε2

(xi ,2 −xi ,1)2

)
. (5.23)

SinceΩ⊂Rn , one can derive that

1 =
∫
Rn
δε(x −x ′)dΩÊ

∫
Ω
δε(x −x ′)dΩÊ

n∏
i=1

(
1− 4ε2

(xi ,2 −xi ,1)2

)
Ê

(
1− 4ε2

[mini∈{1,...,n}(xi ,2 −xi ,1)]2

)n

.

By using the Squeeze Theorem [83], we conclude

lim
ε→0+

∫
Ω
δε(x −x ′)dΩ= 1.

(iii) Now we consider∫
Ω
δε(x −x ′) f (x)dΩ=

∫
Ω

1

(2πε2)n/2
exp

{
−‖x −x ′‖2

2ε2

}
f (x)dΩ.

Firstly, we integrate over the infinite domain:∫
Rn
δε(x −x ′) f (x)dΩ

= 1

(2πε2)n/2

∫ +∞

−∞
· · ·

∫ +∞

−∞
exp

{
−‖x −x ′‖2

2ε2

}
f (x)d xn · · ·d x1

= 1

(2πε2)n/2

∫ +∞

−∞
exp

{
− (x1 −x ′

1)2

2ε2

}
· · ·

∫ +∞

−∞
exp

{
− (xn −x ′

n)2

2ε2

}
f (x)d xn · · ·d x1.

Again let si = xi−x′
ip

2ε
− xi ,1+xi ,2

2 , and furthermore ξi = si + xi ,1+xi ,2
2 , i = {1,2, . . . ,n}. We denote

x1 = (x1,1, x2,1, . . . , xn,1), x2 = (x1,2, x2,2, . . . , xn,2) and x ′ = (x ′
1, x ′

2 . . . , x ′
n). By Taylor Expan-

sion, f (x) can be rewritten as

f (x) = f
(p

2εs +p
2ε

x1 +x2

2
+x ′

)
= f (x ′)+∇ f

(
x ′)(

p
2εs +p

2ε
x1 +x2

2

)
+ 1

2!

(p
2εs +p

2ε
x1 +x2

2

)T
H(x ′)

(p
2εs +p

2ε
x1 +x2

2

)
+O (ε3)

= f (x ′)+∇ f
(

x ′)
p

2ε(s + x1 +x2

2

)
+ε2

(
s + x1 +x2

2

)T
H(x ′)

(
s + x1 +x2

2

)
+O (ε3)

= f (x ′)+∇ f (x ′)
p

2εξ+ε2ξT H(x ′)ξ+O (ε3)

where H(x ′) is Hessian matrix of f (x). For any non-negative integer d ,

∫ +∞

−∞
zd e−z2

d z =


0, if d is odd,

Γ

(
d +1

2

)
, if d is even.
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First we calculate∫
Rn
δε(x −x ′) f (x)dΩ

= 1

(2πε2)n/2

∫ +∞

−∞
exp

{
− (x1 −x ′

1)2

2ε2

}
· · ·

∫ +∞

−∞
exp

{
− (xn −x ′

n)2

2ε2

}
f (x)d xn · · ·d x1

= 1

πn/2

∫ +∞

−∞
exp

{(
−s1 +

x1,1 +x1,2

2

)2
}
· · ·

∫ +∞

−∞
exp

{(
−sn + xn,1 +xn,2

2

)2
}

f (
p

2εs +p
2ε

x1 +x2

2
+x ′)d sn · · ·d s1

= 1

πn/2

∫ +∞

−∞
e−ξ

2
1 · · ·

∫ +∞

−∞
e−ξ

2
n f (

p
2εξ+x ′)dξn · · ·dξ1

= 1

πn/2

∫ +∞

−∞
e−ξ

2
1 · · ·

∫ +∞

−∞
e−ξ

2
n [ f (x ′)+∇ f (x ′)

p
2εξ+ε2ξT H(x ′)ξ+O (ε3)]dξn · · ·dξ1

= f (x ′)
πn/2

∫ +∞

−∞
e−ξ

2
1 · · ·

∫ +∞

−∞
e−ξ

2
n dξn · · ·dξ1

+
p

2ε

πn/2

∫ +∞

−∞
e−ξ

2
1ξ1 f ′

x1
(x ′) · · ·

∫ +∞

−∞
e−ξ

2
nξn f ′

xn
(x ′)dξn · · ·dξ1

+ ε2

πn/2

∫ +∞

−∞
e−ξ1

∫ +∞

−∞
e−ξ1 · · ·

∫ +∞

−∞
e−ξn

(
n∑

i=1
f ′′

xi ,xi
(x ′)ξ2

i +
n∑

i=1

n∑
j=1, j 6=i

f ′′
xi ,x j

(x ′)ξiξ j

)
dξn · · ·dξ1

+O (ε3)

= f (x ′)+ ε2

π1/2
Γ

(
3

2

) d∑
i=1

f ′′
xi ,xi

(x ′)+O (ε3) → f (x ′), as ε→ 0+.

For the integral over the given domainΩ= (x1,1, x1,2)×·· ·× (xn,1, xn,2), it can be writ-
ten as

∫ x1,2

x1,1

· · ·
∫ xn,2

xn,1

d xn · · ·d x1 =
∫ +∞

−∞
· · ·

∫ +∞
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∫ +∞
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p
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· · ·
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∫ si ,1

−∞
· · ·

∫ sn,2

sn,1

d sn · · ·d s1 −
n∑
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· · ·
∫ ξn,2
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dξn · · ·dξ1

]

= (
p

2ε)n
[∫ +∞

−∞
· · ·

∫ +∞
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dξn · · ·dξ1

−
n∑
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ξ1,1

· · ·
∫ ξi ,1
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· · ·
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· · ·
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ξi ,2

· · ·
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where ξi ,1 = xi ,1−x′
ip

2ε
and ξi ,2 = xi ,2−x′

ip
2ε

. Therefore,

∣∣∣∣∫
Ω
δε(x −x ′) f (x)dΩ− f (x ′)

∣∣∣∣
=

∣∣∣∣∣ f (x ′)+ ε2

πn/2
Γ

(
3

2

) d∑
i=1

f ′′
xi ,xi

(x ′)+O (ε3) − 1

πn/2

[
n∑

i=1

∫ ξ1,2

ξ1,1

e−ξ1 · · ·
∫ ξi ,1

−∞
e−ξi

· · ·
∫ ξn,2

ξn,1

e−ξn f (
p

2εξ+x ′)dξn · · ·dξ1 +
n∑

i=1

∫ ξ1,2

ξ1,1

e−ξ1 · · ·
∫ +∞

ξi ,2

e−ξi

· · ·
∫ ξn,2

ξn,1

e−ξn f (
p

2εξ+x ′)dξn · · ·dξ1

]
− f (x ′)

∣∣∣∣
É

∣∣∣∣∣ ε2

π1/2
Γ

(
3

2

) d∑
i=1

f ′′
xi ,xi

(x ′)+O (ε3)

∣∣∣∣∣
+ M

2n−1

n∑
j=1

n∏
i=1,i 6= j

[erf(ξ j ,2)−erf(ξ j ,1)+2]× [erf(ξi ,2)−erf(ξi ,1)]

É
∣∣∣∣∣ ε2

π1/2
Γ

(
3

2

) d∑
i=1

f ′′
xi ,xi

(x ′)+O (ε3)

∣∣∣∣∣+ M

2

n∑
j=1

[erf(ξ j ,1)−erf(ξ j ,2)+2]

→ 0, as ε→ 0+,

since ‖ f (x)‖ < M <+∞, ξi ,1 →−∞ and ξi ,2 →∞ respectively. Using 1−erf(y) < 2p
π

exp{−y}

for y > 0 and the fact that exp{y} < 1
yα as y →∞, we see that the second term approxi-

mates zero faster than the first term. Hence, we conclude that there is a C > 0 such that

∣∣∣∣∫
Ω
δε(x −x ′) f (x)dΩ− f (x ′)

∣∣∣∣ÉCε2 as ε→ 0+.

As a remark we add that setting f (x) = 1, immediately shows that there is a C > 0 such
that ∣∣∣∣∫

Ω
δε(x −x ′)dΩ−1

∣∣∣∣ÉCε2, as ε−→ 0+.

Using the result above, we start with analysing different approaches with only one rel-
atively big cell in the computational domain. According to the model described in Eq
(5.4), the forces released on the boundary of the cell are the superposition of point forces
on the midpoint of each surface element. For example, if we use a square shape to ap-
proximate the biological cell, then the forces are depicted in Figure 5.1. Therefore, in n
dimensional case (n > 1), if the biological cell is a n-dimensional hypercube, then the
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forces can be rewritten as

f t =
NS∑
j=1

P (x j )n(x j )δ(x −x j )∆S(x j )

= P
n∑

i=1

{
ei (∆x)n−1

[
δ

(
x1 −x ′

1, . . . , xi −
(

x ′
i +

∆x

2

)
, . . . , xn −x ′

n

)
−δ

(
x1 −x ′

1, . . . , xi −
(

x ′
i −

∆x

2

)
, . . . , xn −x ′

n

)]}
.

(5.24)

where ei is the standard basis vector with 1 in the i-th coordinate and 0′s elsewhere, and
∆x is the length of cell boundary in each coordinate. For the smoothed force approach,
we set δ(x) ≈ δε(x). The force is given by

f ε = P
n∑

i=1

{
ei (∆x)n−1

[
δε

(
x1 −x ′

1, . . . , xi −
(

x ′
i +

∆x

2

)
, . . . , xn −x ′

n

)
−δε

(
x1 −x ′

1, . . . , xi −
(

x ′
i −

∆x

2

)
, . . . , xn −x ′

n

)]}
.

(5.25)

Following the same process in two dimensions [54] and thanks to the continuity of
the Gaussian distribution, as ∆x → 0, the force converges to

f S = P (∆x)n∇δε(x −x ′). (5.26)

Theorem 5.6. Let uh ⊂V h(Ω) be the Galerkin solution to the problem

(BV P n)


Find uh ∈V h(Ω) such that

a(uh ,φh) =
∫
Ω

f tφhdΩ, for allφh ∈V h(Ω),
(5.27)

and uεh be the Galerkin solution to

(BV P n
ε )


Find uε

h ∈V h(Ω) such that

a(uε
h ,φh) =

∫
Ω

f εφhdΩ, for allφh ∈V h(Ω).
(5.28)

Then there is an L1 > 0 such that ||uεh −uh ||H 1(Ω) É L1 (∆x)(n−1)/2 ε.

Proof. Using bilinearity of a(., .) gives upon setting w = uh −uεh the following equation:

a(w ,φh) =
∫
Ω

( f t − f ε) ·φhdΩ.

Using the result from Lemma 5.7 and the Triangle Inequality, bearing in mind that ||e i || =
1 and that the basis field functionsφh are bounded, and after some algebraic manipula-
tions, we can write the right-hand side as∣∣∣∣∫

Ω
( f t − f ε) ·φhdΩ

∣∣∣∣ÉC (∆x)n−1ε2. (5.29)
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Coerciveness, see Lemma 5.4, and usingφh = w , gives

K ||w ||2H1(Ω) É a(w , w ) ÉC (∆x)n−1ε2,

hence there is an L1 > 0 such that

||w ||H1(Ω) É L (∆x)(n−1)/2 ε,

which immediately implies that

||uh −uε
h ||H1(Ω) É L1 (∆x)(n−1)/2 ε.

Theorem 5.7. Let uε
h be the solution to the boundary value problems in Eq (5.28), and uS

h
the solution to

(BV P n
SP )


Find uε

h ∈V h(Ω) such that

a(uε
h ,φh) =

∫
Ω

f SφhdΩ, for allφh ∈V h(Ω).
(5.30)

Then there is an L2 > 0 such that

1

(∆x)n ||uS
h −uε

h ||H 1(Ω) É L2
(∆x)2

ε3 .

Proof. Using bilinearity of a(., .) gives upon setting w = uε
h −uS

h the following equation:

a(w ,φh) =
∫
Ω

( f ε− f S ) ·φhdΩ.

Using Taylor’s Theorem for multivariate functions on smoothed delta distributions, we
get the following result for the right-hand side:∫

Ω
( f ε− f S ) ·φhdΩ=

∫
Ω

P (x ′)
48

(∆x)n+2
n∑

i=1
e i
∂3δε(x̂ −x ′)

∂x3
i

·φhdΩ, (5.31)

for x̂ between x and x ′. The magnitude of the above expression can be estimated from
above by∣∣∣∣∫

Ω
( f ε− f S ) ·φhdΩ

∣∣∣∣É P (x ′)
48

(∆x)n+2

∥∥∥∥∥ n∑
i=1

e i
∂3δε(x̂ −x ′)

∂x3
i

∥∥
L∞(Ω)

∥∥φh

∥∥∥∥∥
H 1(Ω)

. (5.32)

Using Lemma 5.4, this gives

K ||w ||2
H 1(Ω)

É a(w , w ) É P (x ′)
48

(∆x)n+2

∥∥∥∥∥ n∑
i=1

e i
∂3δε(x̂ −x ′)

∂x3
i

∥∥∥∥∥
L∞(Ω)

∥∥φh

∥∥
H 1(Ω) .
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Division by K ||w ||2
H 1(Ω)

gives

||w ||H 1(Ω) É
P (x ′)

48
(∆x)n+2

∥∥∥∥∥ n∑
i=1

e i
∂3δε(x̂ −x ′)

∂x3
i

∥∥∥∥∥
L∞(Ω)

.

We bear in mind that ∂3δε
∂x3

i
=O (ε−3), this implies that there is an L2 > 0 such that

1

(∆x)n ||uS
h −uε

h ||H 1(Ω) É L2
(∆x)2

ε3 .

With the two theorems above, we have proved that the solution to (BV P n
ε ) converges

to the solution to (BV P n), and the solution to (BV P n
SP ) converges to the solution to

(BV P n
ε ). Hence, we can derive the following theorem:

Theorem 5.8. Let uh be the Galerkin solution to (BV P n) and uS
h be the solution to (BV P n

SP ),

let ε= O (∆x)p and ∆x → 0. If 0 < p < (2+n)/3 then uS
h converges to uh in the H 1–norm,

and uS
h converges to u in the H 1–norm.

Proof. Denote uh and uS
h to be the Galerkin solution to (BV P n

ε ) and (BV P n
SP ). Firstly, we

consider

‖uh −uS
h‖ = ‖uh −uεh +uεh −uS

h‖
É ‖uh −uεh‖+‖uεh −vεh‖

É L1(∆x)(n−1)/2ε+L2
(∆x)2+n

ε3

= L1(∆x)(n−1)/2+p +L2(∆x)2+n−3p → 0,

as ∆x → 0, if 0 < p < (2+n)/3.

From this inequality, we conclude that the finite element solution of the smooth par-
ticle method converges to the solution of the immersed boundary method upon letting
∆x → 0 and choosing ε=O (∆x)p ) for 0 < p < (2+p)/3.

5.4. NUMERICAL RESULTS
In this section, results in two dimensions using all aforementioned alternatives are pre-
sented. From the results listed below, the consistency of all approaches is proved com-
putationally. Some of the results displayed below are part of other manuscripts which
are under review now.

We consider only one big cell in the computational domain, and the boundary of the
cell is split into finite line segments. Based on the special case of square (see Eq (5.17)
and Figure 5.1) and since the magnitude relation between the direct approach and the
smoothed particle approaches is still unclear, we will use the area of the cell as the mag-
nitude ratio. Subsequently, we will investigate the new cell area after deformation, as
well as a region near the cell. Further, the computational time will be compared, since
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in our wound healing model, there are a large number of cells in the computational do-
main.

In Figure 5.2, the bandwidth around the cell in the smoothed particle approach is
wider than the direct approach, which is mainly because of the continuity of the smoothed
particle approach, whereas it is hard to see the difference from the plots between the im-
mersed boundary approach and the mixed approach, except for the displacement in the
mixed approach is smaller than the direct approach.

(a) Immersed boundary approach (b) Smoothed particle approach (c) The Mixed approach

Figure 5.2: For the constant stiffness of the computational domain, it is hard to see the difference between
three subplots. Black curves show the deformed region of vicinity and the cell, and blue curve represents the
cell

Table 5.1 shows the L2-norm of the solution u and the convergence rate. Compared
to the immersed boundary approach, with the linear Lagrangian test functions, the other
two approaches illustrate a better convergence rate with a quadratic order. In particu-
lar, the mixed approach, in which the order of the PDEs is reduced, appears to be the
most favourable approach in the perspective of error estimation. Furthermore, the sim-
ilar convergence rate in the immersed boundary approach and the smoothed particle
approach implies that the Gaussian distribution is a suitable replacement for the Dirac
Delta distribution as long as the variance of the Gaussian distribution is small enough.

Table 5.1: The L2-norm of the solution (i.e. the displacement) with different mesh size in each approach, if the
stiffness is constant over the computational domain

Immersed
Boundary
Approach

Smoothed Particle
Approach

The Mixed Approach

h 6.5928365 6.9064864 6.5992660
h/2 6.5940614 6.9132492 6.5957506
h/4 6.5944070 6.9147421 6.5948781

Convergence
rate

1.82566 1.94870 2.01038

Table 5.2 displays the numerical results of the reduction in the volume of the vicin-
ity region and the cell, as well as the computational cost. Using the cell volume as the
ratio between the force magnitude in the immersed boundary and smoothed particle ap-
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proach, the area results hardly show any difference and the computational time is nearly
the same. However, for the mixed approach, since two unknowns are solved in mixed
function spaces, the computation takes longer comparing to the other two approaches,
which is a significant drawback considering the large amount of cells in our wound heal-
ing model and multiple time iterations. Therefore, the smoothed particle approach is a
promising alternative to the immersed boundary approach.

Table 5.2: The percentage of area reduction of the cell and the vicinity region, and time cost of the direct
approach, the smoothed particle approach and the mixed approach, if the stiffness is constant over the com-
putational domain

Immersed
Boundary
Approach

Smoothed
Particle

Approach

The Mixed
Approach

Cell Area Reduction
Ratio(%)

47.81624 43.38118 48.30546

Vicinity Area Reduction
Ratio(%)

12.85195 12.88194 12.85095

Time Cost(s) 1.70716 1.83455 6.96180

On the other hand, we set the stiffness inside the cell close to zero, and the results
are displayed in Table 5.3, Table 5.4 and Figure 5.3. For the accuracy of all these ap-
proaches, the ’hole’ approach has a significant improvement in the convergence rate
of the solution, since it does not contain the Dirac Delta distributions in the boundary
value problem.

(a) Immersed boundary approach (b) Smoothed particle approach (c) The ’hole’ approach

Figure 5.3: For the different stiffness inside and outside of the cell, the magnitude of the displacement shows
significant difference, however, it is hard to see the differences on deformation between three approaches.
Black curves show the deformed region of vicinity and the cell, and blue curve represents the cell.

From Table 5.4, it is notable that cell area reduction ratio and the vicinity area re-
duction are all more or less the same. However, for the cell region in smoothed particle
approach, we noticed that the displacement of nodal points are much larger than the
outside region, which is resulted from the low stiffness inside of the cell. Since we are
not interested in that part in general, the displacement inside the cell is not plotted in
Figure 5.3. Both smoothed particle approach and the ’hole’ approach have the advantage
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Table 5.3: The L2-norm of the solution (i.e. the displacement) with different mesh size in each approach, if the
stiffness is different inside and outside the cell

Immersed
Boundary
Approach

Smoothed Particle
Approach

The ’Hole’
Approach

h 7.9745554 7.1597432 8.0323264
h/2 8.0374314 7.2149243 8.0677711
h/4 8.0601776 7.2350698 8.0759127

Convergence
rate

1.46688 1.45371 2.12220

of conducting non-singular solution, however, the ’hole’ approach takes more than eight
times as much computation time as the other two approaches, and new mesh structure
needs to be regenerated after each iteration, which is too expensive for a model with
a large number of moving cells and multiple time iterations. Therefore, taking the ad-
vantage of a smooth force into consideration, the smoothed particle approach has the
potential to be incorporated into the model containing multiple cells.

Table 5.4: The percentage of area change of cell and vicinity region, and time cost of the direct approach, the
smoothed particle approach and the ’hole’ approach, when the stiffness inside and outside the cell differs

Immersed
Boundary
Approach

Smoothed
Particle

Approach

The ’Hole’
Approach

Cell Area Reduction
Ratio(%)

61.92051 61.43349 61.92605

Vicinity Area Reduction
Ratio(%)

17.50153 17.48103 17.52235

Time Cost(s) 1.99139 1.92355 8.71979

5.5. CONCLUSION
For dimensionalities larger than one, the Dirac Delta distribution results into a singu-
lar solution. We developed various alternative methods. The smoothed approach, in
which the Dirac Delta distributions at the midpoint of the boundary segments of the cell
are replaced by the Gaussian distributions directly, is discussed. The second alternative
method is the smoothed particle approach, which considers the gradient of the Gaussian
distribution at the centre of the cell. The variance of the Gaussian is related to the size of
the cell. We claimed that the Gaussian distribution is a proper replacement for the Dirac
Delta distribution and proved the convergence between these two approaches and the
immersed boundary approach. The mixed finite-element approach reduces the order of
the PDEs from the original boundary value problem but creates mixed function spaces
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and solves two unknowns. In the ’hole’ approach, we removed the region covered by the
cell, and used a boundary condition to describe the force exerted on the boundary of the
cell. We have shown that the smoothed particle approach and the ’hole’ approach are
consistent with the immersed boundary approach.

In two dimensions, we are still working on the exact ratio between the direct ap-
proach and the smoothed particle approach. However, inspired by the special case of
square-shaped cell, we use the cell area as the ratio to investigate the discrepancy, which
turns out to be negligible. All the numerical results of different approaches illustrate and
confirm the consistency, while the computational costs differ significantly. The mixed
approach and the ’hole’ approach are not suited for the wound healing model which
consists of many moving cells and a large number of time iterations. Furthermore, the
smoothed particle approach costs nearly the same time as the immersed boundary ap-
proach, which is a promising method to be adapted into the general healing model, con-
sidering the advantage of smooth forces.

The findings in two dimensions have been extended to general dimensionality. Cur-
rently, all the analytical and numerical analysis has been carried our for simple linear
elasticity. In the future, we plan to extend our findings to the viscoelasticity equations.
This viscoelastic model contains a damping term, and still retains a linear nature. Fur-
thermore, we are also interested in analyzing the above considered principles for a mor-
phoelastic model. A morphoelastic model has the major advantage of incorporating per-
manent deformations, of which a major complication is its nonlinear nature.





6
UPSCALING BETWEEN AN

AGENT-BASED MODEL

(SMOOTHED PARTICLE APPROACH)
AND A CONTINUUM-BASED MODEL

FOR SKIN CONTRACTIONS

In general, there are two categories of mathematical models in multiple scales: agent–
based modelling on the microscale and continuum–based modelling on the macroscale.
No quantitative connection between these two categories of models has been built yet. In
this chapter, we present some results from our study of the connection between these scales
regarding the momentum equilibrium equations that are used to simulate the traction
forces exerted on the extracellular matrix (ECM) by the cells during wound healing. For
the one-dimensional case, we managed to rigorously establish the link between the two
modelling approaches for both closed-form solutions and finite-element approximations.
For the multiple dimensional case, we computationally evidence the connection between
the agent-based and continuum-based modelling approaches.

6.1. INTRODUCTION
In our previous work (Chapter 2) [1], a formalism to describe the mechanism of the dis-
placement of the ECM has been used, which is firstly developed by Boon et al. [41] and
improved further by Koppenol [17]. Regarding the elasticity equation with point forces,
we realized that the partial differential equation is singular for dimensionalities that ex-

This chapter has been submitted to conference proceedings of PARTICLE 2021 and Journal of Mathematical
Biology.
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ceeds one. Hence, we developed various alternatives to improve the accuracy of the
solution in Chapter 4 and 5 [54, 82].

We have been working with agent-based models so far, which model the cells as in-
dividuals and define the formalism of pulling forces by superposition theory. However,
once the wound scale is larger, the agent-based model is increasingly expensive from a
computational perspective, and hence, the cell density model is preferred, which con-
siders many cells as one collection in a unit. In this chapter, we investigate and discover
the connections between these two models, in the perspective of modelling the mech-
anism of pulling forces exerted by the (myo)fibroblasts. As the consistency between
the smoothed particle approach (SP approach) and the immersed boundary approach
has been proven both analytically and numerically [54, 82], we select the SP approach
here due to its continuity and smoothness, to compare with the cell density model using
finite-element methods.

The chapter is structured as follows. We start introducing both models in one dimen-
sion in Section 6.2, then in Section 6.3 we extend the models to two dimensions. Section
6.4 displays the numerical results in one and two dimensions. Finally, some conclusions
are shown in Section 6.5.

6.2. MATHEMATICAL MODELS IN ONE DIMENSION
Considering one-dimensional force equilibrium, the equations are given by

−dσ

d x
= f , Equation of Equlibirum,

ε = du
d x , Strain-Displacement Relation,

σ = Eε, Constitutive Equation.

By substituting E = 1, the equations above can be combined to Laplacian equation in
one dimension:

− d 2u

d x2 = f . (6.1)

6.2.1. SMOOTHED PARTICLE APPROACH

In Chapter 4 and 5 [54], a smoothed particle approach (SP approach) is developed as
an alternative of the Dirac Delta distribution describing the point forces exerted by the
biological cells, in the application of wound healing:

(BV PSP )

−d 2u

d x2 = PSP

Ns∑
i=1

δ′ε(x − si ), x ∈ (0,L),

u(0) = u(L) = 0,

(6.2)

where PSP is the magnitude of the forces, δε(x) is the Gaussian distribution with variance
ε and si is the centre position of biological cell i . One can solve the partial differential
equations (PDEs) with finite-element methods. The corresponding weak form is given
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by

(W F SP)


Find u ∈ H 1

0 ((0,L)), such that∫ L

0
u′φ′d x =

∫ L

0

Ns∑
i=1

PSPδ
′
ε(x − si )φd x, for all φ ∈ H 1

0 ((0,L)).

Without this knowledge, the existence and uniqueness of the H 1
0 -solution follows

as well from the application of the Lax–Milgram theorem [80], where it is immediately
obvious that the bilinear form in the left–hand side is symmetric and positive definite.

6.2.2. CELL DENSITY APPROACH
A cell density approach is often used in the large scale, so that the computational ef-
ficiency is much improved compared with the agent-based model. According to the
model in [17], the force in two dimensions can be determined by the divergence of nc · I ,
where nc is the local density of the biological cells and I is the identity tensor. In one
dimension, the cell density approach is expressed as:

(BV Pden)

−d 2u

d x2 = Pden
dnc

d x
, x ∈ (0,L),

u(0) = u(L) = 0,
(6.3)

where Pden is the magnitude of the forces. The corresponding weak form is given by

(W F den)


Find u ∈ H 1

0 ((0,L)), such that∫ L

0
u′φ′d x =

∫ L

0
Pdenn′

sφd x, for all φ ∈ H 1
0 ((0,L)).

6.2.3. CONSISTENCY BETWEEN TWO MODELS

ANALYTICAL SOLUTIONS WITH SPECIFIC LOCATIONS OF BIOLOGICAL CELLS

To express the analytical solution, it is necessary to determine the locations of the bi-
ological cells, such that the cell density can be written as an analytical function of the
positions. We assume, there are Ns cells distributed uniformly in the subdomain (a,b)
of the computational domain (0,L). Hence, the distance between the center position of
any two adjacent biological cells is constant, which we denote ∆s = (b − a)/Ns and the
first and the Ns -th cell are located at x = a+∆s/2 and x = b−∆s/2, respectively. With ho-
mogeneous Dirichlet boundary conditions, and suppose PSP = P∆s and variance ε=∆s,
the boundary value problem of the SP approach is expressed as

(BV P 1
SP )

−d 2u1

d x2 = P∆s
Ns∑

i=1
δ′∆s (x − si ), x ∈ (0,L),

u1(0) = u1(L) = 0,

(6.4)

where P is a positive constant and si is the centre position of the biological cells. Utilizing
the superposition principle, the analytical solution is given by

u1(x) = P∆s
Ns∑

i=1

1

2

{( x

L
−1

)
erf

(
sip
2∆s

)
+ x

L
erf

(
L− sip

2∆s

)
−erf

(
x − sip

2∆s

)}
, (6.5)
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where erf(x) is the error function defined as erf(x) = 2p
π

∫ x
0 exp(−t 2)d t [77]. Since the bi-

ological cells are uniformly located between a and b (0 < a < b < L), dnc
d x can be rephrased

as

dnc

d x
=



1

t
, a − t

2
< x < a + t

2
,

− 1

t
, b − t

2
< x < b + t

2
,

0, otherwise,

where t is a small positive constant. Taking the limit of t to zero, the above expression
converges to δ(x − a)−δ(x −b). Hence, the boundary value problem of the cell density
model can be written as

(BV P 1
den)

−d 2u2

d x2 = P
dnc

d x
→ P (δ(x −a)−δ(x −b)), x ∈ (0,L),

u2(0) = u2(L) = 0,
(6.6)

where δ(x) is the Dirac Delta distribution and a and b are the left and right endpoint of
the subdomain (where biological cells are uniformly located) respectively. The analytical
solution is then expressed as

u2(x) = P (G(x, a)−G(x,b)), (6.7)

where G(x, x ′) is the Green’s function [88], defined by

G(x, x ′) = (1− x ′

L
)x −max(x −x ′,0),

in the computational domain (0,L).
Actually, the convergence between u1(x) and u2(x) can be proven as ∆s → 0+ by a

proposition. Firstly, we introduce Chebyshev’s Inequality:

Lemma 6.1. (Chebyshev’s Inequality [86]) Denote X as a random variable with finite
mean µ and finite varianceσ2. Then for any positive k ∈R, the following inequality holds:

P(|X −µ| Ê k) É σ2

k2 ,

where P(A) is the probability of event A. The above inequality can also be rephrased as

P(|X −µ| É k) Ê 1− σ2

k2 .

Proposition 6.1. Let u1(x) as described in Eq (6.4) be the exact solution to (BV P 1
SP ) and

u2(x) as described in Eq (6.6) be the exact solution to (BV P 1
den). As ∆s → 0+, u1(x) con-

verges to u2(x).

Proof. For the standard Gaussian distribution in one dimension, the cumulative distri-

bution function is given by F (x) = 1
2

(
1+erf

(
xp
2

))
. Thus, we obtain

erf

(
xp
2

)
= 2F (x)−1. (6.8)
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By Chebyshev’s Inequality (see Lemma 6.1), one can conclude that for any positive k,

F (k)−F (−k) Ê 1− 1

k2 . (6.9)

Note that 1−F (k) = F (−k) due to the symmetry of standard Gaussian distribution. Hence,
Eq (6.9) implies

F (k) Ê 1− 1

k2 +F (−k) = 1− 1

k2 +1−F (k)

⇔1− 1

k2 É F (k) É 1,

and analogously, 0 É F (−k) É 1
k2 is implied. Together with Eq (6.8), it gives

1− 1

k2 É erf

(
kp

2

)
É 1,

−1 É erf

(
− kp

2

)
É−1+ 1

k2 .

Let k = si
∆s > 0, for any si ∈ (a,b) ⊂ (0,L), i = {1, . . . , Ns }, then

1−
(
∆s

si

)2

É erf

(
sip
2∆s

)
É 1,

−1 É erf

(
− sip

2∆s

)
É−1+

(
∆s

si

)2

.

As it has been defined earlier that ∆s = (b −a)/Ns , we obtain

Ns∑
i=1

(
1−

(
∆s

si

)2)
∆s É

Ns∑
i=1

erf

(
sip
2∆s

)
∆s É

Ns∑
i=1
∆s

⇒(b −a)− (∆s)3
Ns∑

i=1

1

s2
i

É
Ns∑

i=1
erf

(
sip
2∆s

)
∆s É (b −a).

Since lim
∆s→0+

(∆s)3
Ns∑

i=1

1

s2
i

= 0 for any si ∈ (a,b) ⊂ (0,L), the Squeeze Theorem [83] implies

that

lim
∆s→0+

Ns∑
i=1

erf

(
sip
2∆s

)
∆s = b −a. (6.10)

Analogously, we obtain that for any si ∈ (a,b) ⊂ (0,L),

lim
∆s→0+

Ns∑
i=1

erf

(
− sip

2∆s

)
∆s = a −b. (6.11)

Thus, it can be concluded that for any series of real number {xi } ∈Rn , when xi+1−xi =∆s
and xi is either all positive or all negative for any i = {1, · · · , Ns },

lim
∆s→0+

Ns∑
i=1

erf

(
xip
2∆s

)
∆s = (b −a)sgn(xi ), (6.12)
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where sgn(x) is sign function defined by

sgn(x) =


1, if x > 0,

0, if x = 0,

−1, if x < 0.

We rewrite u1(x) as

u1(x) = P

[
1

2

( x

L
−1

) Ns∑
i=1

erf

(
sip
2∆s

)
∆s + 1

2

x

L

Ns∑
i=1

erf

(
L− sip

2∆s

)
∆s − 1

2

∑
i=1

Ns ,erf

(
x − sip

2∆s

)
∆s

]
.

Combining Eq (6.10), (6.11) and (6.12), u1(x) is given by

u1(x) = P

[
1

2

( x

L
−1

)
(b −a)+ 1

2

x

L
(b −a)+ 1

2
[(x −b)sgn(x −b)− (x −a)sgn(x −a)]

]
= P

[(
x

L
− 1

2

)
(b −a)+ 1

2
[(x −b)sgn(x −b)− (x −a)sgn(x −a)]

]
= P

[(
x

L
− 1

2

)
(b −a)+ 1

2
[|x −b|− |x −a|]

]

=


P

x

L
(b −a), 0 É x É a,

P
x

L
(b −a)−x +a, a < x É b,

P
( x

L
−1

)
(b −a), b < x É L,

Rewriting u2(x) regarding different domain gives

u2(x) =


P

x

L
(b −a), 0 É x É a,

P
x

L
(b −a)−x +a, a < x É b,

P
( x

L
−1

)
(b −a), b < x É L.

Hence, we conclude that u1(x) converges to u2(x) as ∆s → 0+.

FINITE-ELEMENT METHOD SOLUTIONS WITH ARBITRARY LOCATIONS OF BIOLOGICAL CELLS

For the finite-element method, we select the piecewise Lagrangian linear basis func-
tions. We divide the computational domain into Ne identical mesh elements, with the
nodal point x1 = 0 and xNe+1 = L. For the implementation, we define the cell den-
sity as the count of biological cell in every mesh element divided by the length of the
mesh element, hence, it is a constant within every mesh element, which is denoted by
nc ([x j , x j+1]). In other words, in the mesh element [x j , x j+1], the count of the biological
cell (denoted by Nc ([x j , x j+1])) is defined by

Nc ([x j , x j+1]) =
∫ x j+1

x j

nc ([x j , x j+1])d x = hnc ([x j , x j+1]),
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for any j ∈ {1, . . . , Ne }, where h is the size of every mesh element. Different from (BV P 1
SP )

where ∆s is the variance of δε, for finite-element methods, we set ε = h/3, such that
the integration of δh/3(x − x ′) for any 0 < x ′ < L over any mesh element with size h, is
close to 1 (see Lemma 6.2). With the two approaches, the boundary value problems with
Dirichlet boundary condition are defined by

(BV P 2
SP )

−d 2u1

d x2 = Ph
Ns∑

i=1
δ′h/3(x − si ), x ∈ (0,L),

u1(0) = u1(L) = 0,

(6.13)

and

(BV P 2
den)

−d 2u2

d x2 = Ph
dnc

d x
, x ∈ (0,L),

u2(0) = u2(L) = 0,
(6.14)

where si is the position of biological cells, h is the mesh size and Ns is the total number
of cells in the computational domain. The consistency between (BV P 2

SP ) and (BV P 2
den)

can be verified by the following lemma and theorem.

Lemma 6.2. (Empirical rule [87]) Given the Gaussian distribution of mean µ and vari-
ance ε:

δε(x −µ) = 1/
√

2πε2 exp{−(x −µ)2/(2ε2)},

then the following integration can be computed:

1.
∫ µ+ε
µ−ε δε(x −µ)d x ≈ 0.6827;

2.
∫ µ+2ε
µ−2ε δε(x −µ)d x ≈ 0.9545;

3.
∫ µ+3ε
µ−3ε δε(x −µ)d x ≈ 0.9973.

Theorem 6.1. Denote uh
1 (x) and uh

2 (x) respectively the solution to (BV P 2
SP ) and (BV P 2

den).

With Lagrangian linear basis functions for the finite element method, uh
1 (x) converges to

uh
2 (x), as the size of the mesh element h → 0+, regardless of the positions of biological cells.

Proof. We define vh(x) = uh
1 (x)−uh

2 (x), then the boundary value problem to solve vh(x)
is given by

(BV P 1
v )

−d 2vh

d x2 = Ph(
Ns∑

i=1
δ′h/3(x − si )− dnc

d x
), x ∈ (0,L),

v(0) = v(L) = 0.

(6.15)

The corresponding Galerkin’s form reads as

(GF 1
v )


Find vh ∈ H 1

0 ((0,L)), such that∫ L

0

d vh

d x
φ′d x =

∫ L

0
Ph(

Ns∑
i=1

δ′h/3(x − si )− dnc

d x
)φd x,

for all φ ∈ H 1
0 ((0,L)).
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Using integration by parts and letting φ=φ j , j ∈ {1, . . . , Ne +1}, the equation in (GF 1
v )

can be rewritten by∫ L

0

d vh

d x
φ′

j d x =
∫ L

0
Ph(

Ns∑
i=1

δ′h/3(x − si )− dnc

d x
)φ j d x

= [Ph
Ns∑

i=1
δh/3(x − si )φ j ]L

0 − [Phncφ j ]L
0 −

∫ L

0
Ph(

Ns∑
i=1

δh/3(x − si )−nc )φ′
j d x

(Boundary condition) =−
∫ L

0
Ph(

Ns∑
i=1

δh/3(x − si )−nc )φ′
j d x

= Ph
Ne∑
j=1

{
∫ x j+1

x j

ncφ
′
j d x −

∫ x j+1

x j

Ns∑
i=1

δh/3(x − si )φ′
j d x}

= P
Ne∑
j=1

{[Nc ([x j , x j+1])−
∫ x j+1

x j

Ns∑
i=1

δh/3(x − si )d x]}

(h → 0+, Lemma (6.2) → 0,

since it can be defined that N ([x j , x j+1]) =
∫ x j+1

x j

Ns∑
i=1

δ(x − si )d x.

6.3. MATHEMATICAL MODELS IN TWO DIMENSIONS
In this section, the smoothed particle approach and the cell density approach are intro-
duced in R2. The relation between both approaches is investigated in terms of conver-
gence with respect to the mesh size and model parameters.

6.3.1. SMOOTHED PARTICLE APPROACH AND CELL DENSITY APPROACH
In multi dimensional case, the equation of conservation of momentum over the compu-
tational domainΩ, without considering inertia, is given by

−∇·σ= f .

We consider a linear, homogeneous and isotropic domain, with Hooke’s Law, the stress
tensor σ is defined as

σ= E

1+ν
{
ε+ tr(ε)

[ ν

1−2ν

]
I
}

, (6.16)

where E is the Young’s modulus of the material, ν is Poisson’s ratio and ε is the infinites-
imal strain tensor:

ε= 1

2
[∇u + (∇u)T ].

Considering a subdomain Ωw ⊂Ω, where the center positions of the biological cells are
located, then the SP approach and cell density approach with homogeneous Dirichlet
boundary condition are derived by

(BV P 3
SP )

−∇·σ= PSP

Ns∑
i=1

∇δε(x − si ), x ∈Ω,

u1(x) = 0, x ∈ ∂Ω,

(6.17)
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and

(BV P 3
den)

{
−∇·σ= Pden∇· (nc I ), x ∈Ω,

u2(x) = 0, x ∈ ∂Ω.
(6.18)

6.3.2. CONSISTENCY BETWEEN TWO APPROACHES IN FINITE-ELEMENT METHOD
To prove the consistency between these two approaches, we define that for the triangular
mesh element ek ,k ∈ {1, . . . , Ne }, where Ne is the total number of mesh elements in Ω,
the density of biological cell nc (ek ) is constant and the count of biological cells Nc (ek ) is
expressed by

Nc (ek ) =
∫

ek

nc (ek )dΩ= A(ek )nc (ek ),

where A(ek ) is the area of mesh element ek . Similar to the process of proof in one di-
mension, we state the following theorem:

Theorem 6.2. Denote uh
1 (x) and uh

2 (x) respectively the solution to (BV P 3
SP ) and (BV P 3

den)
with PSP = Pden = P. With Lagrange linear basis functions for the finite element method,
uh

1 (x) converges to uh
2 (x), as the size of a triangular mesh element is taken to zero, regard-

less of the positions of biological cells.

Proof. We consider v h (x) = uh
1 (x)−uh

2 (x), then the boundary value problem to solve

v h (x) is given by

(BV P 3
v )

−∇·σ= P [
Ns∑

i=1
∇δε(x − si )−∇· (nc I )], x ∈Ω,

v (x) = 0, x ∈ ∂Ω.

(6.19)

The corresponding Galerkin’s form reads as

(GF 3
v )



Find v h ∈ H 1
0 (Ω), such that∫

Ω
σ(v h ) : ∇φh dΩ=

∫
Ω

P [
Ns∑

i=1
∇δh(x − si )−∇· (nc I )] ·φh dΩ,

for allφh ∈ H 1
0 (Ω).

With integral by parts and letting φh =φh
k ,k ∈ {1, . . . , Ne }, the equation in (GF 3

v ) can
be rewritten by∫

Ω
σ(v h )∇φh

k dΩ=
∫
Ω

P [
Ns∑

i=1
∇δε(x − si )−∇· (nc I )] ·φh

k dΩ

= P

{
[
∫
∂Ω

Ns∑
i=1

δε(x − si )φh
k ndΓ−

∫
Ω

Ns∑
i=1

δε(x − si )∇·φh
k dΩ]

−[
∫
∂Ω

nc (Iφh
k ) ·ndΓ−

∫
Ω

nc I : ∇φh
k dΩ]

}
(Boundary condition) =−P

∫
Ω

Ns∑
i=1

δε(x − si )∇·φh
k −nc I : ∇φh

k dΩ
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=−P
Ne∑

k=1

∫
ek

Ns∑
i=1

δε(x − si )∇·φh
k −nc I : ∇φh

k dΩ

=−P
Ne∑

k=1
∇·φh

k

∫
ek

Ns∑
i=1

δε(x − si )−nc dΩ

= P
Ne∑

k=1
∇·φh

k

[
Nc (ek )−

∫
ek

Ns∑
i=1

δε(x − si )dΩ

]
(ε→ 0+) → 0,

since it can be defined that Nc (ek ) =
∫

ek

Ns∑
i=1

δ(x − si )dΩ. Note that in two dimensions, ε

needs to be sufficiently small compared to the size of a triangular mesh element.

6.4. RESULTS
Results in both one and two dimensions are discussed in this section. Since the objec-
tive of this chapter is to investigate the consistency and the connections between the SP
approach and the cell density approach, all parameters are dimensionless.

6.4.1. ONE-DIMENSIONAL RESULTS
We show the results by analytical solutions in Figure 6.1 with various values of ∆s (i.e.
depending on different number of biological cells in the subdomain (a,b)). Here, the
computational domain is (0,7) with L = 7 and the subdomain where the biological cells
locate uniformly is (2,5) with a = 2 and b = 5. With the decrease of the variance in the
Gaussian distribution in (BV P 2

SP ), the curves gradually overlap, which verifies the con-
vergence between the analytical solutions to these two approaches.

To implement the model, there are two different algorithms shown in Figure 6.2 and
6.3. Depending on different circumstances, the implementation method is chosen. The
cell density in one dimension is defined as the number of cells per length unit. In other
words, the cell count in a given domain can be computed by integrating the cell den-
sity over the domain. If the cell density function can be expressed analytically and the
first order derivative of the function exists, then a certain bin length d is chosen and
the cell count in every bin of length d is calculated. Then we generalize the center po-
sitions of cells in every bin of length d , thus, the SP approach can be implemented, as
it is indicated in Figure 6.2. However, it is not always straightforward to obtain the an-
alytical expression of cell density. If the center positions of cells are given, the number
of cells in each mesh element can be counted, hence, the cell density will be computed
analogously at each mesh points. Therefore, the boundary value problem of cell density
approach is solved by numerical methods, for example, the finite-element methods.

In this chapter, all numerical results are derived by finite-element methods with La-
grangian linear basis functions. Regarding the first implementation method (see Figure
6.2), we show the results with a Gaussian distribution and sine function as cell density
functions; see Figure 6.4 and 6.5. We start with the simulations in which we keep the
number of cells and the center positions of the cells the same, then we refine the mesh.
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(a) ∆s = 0.3 (b) ∆s = 0.06

(c) ∆s = 0.03 (d) ∆s = 0.006

Figure 6.1: The solutions to (BV P 1
SP ) and (BV P 1

den ) are shown, with various values of∆s, which is the distance
between centre positions of any two adjacent biological cells. Blue points are the centre positions of biological
cells. Red curves represent the solutions to (BV P 1

SP ) and blue curves represent the solutions to (BV P 1
den ).

Cell density

Cell count in length d

Cell density approach

Cell positions SP approach

Figure 6.2: With the exact expression of cell density function and if the first order derivative of the function
exists, the cell density approach is implemented directly. Based on the cell density, the number of cells in a
certain region with length d is determined and subsequently, the center positions of cells can be generalized.
Hence, the SP approach is implemented.

Cell positions

Cell count in mesh element

SP approach

Cell density Cell density approach

Figure 6.3: Given the center positions of cells, one can directly implement the SP approach. Computing the
number of cells in every mesh element and divided by the length of the mesh element results into the cell
density. Subsequently, cell density approach can be implemented.
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Table 6.1: Numerical results of two approaches in one dimension, where the cell density function is in the form

of the Gaussian distribution: nc (x) = 50×1/
√

(2π×0.12)exp{−(x −3.5)2/(2×0.12)}. Here, we define Ns = 88
and the mesh size h = 0.07. The results are solved by finite-element method with algorithm in Figure 6.2.

SP Approach Cell Density Approach

‖u‖L2((0,L)) 0.5441481069175041 0.36197930815501245
‖u‖H 1(((0,L)) 0.9642151731656272 0.871720645462775

Convergence rate of L2-norm 1.75281178 1.826378221
Convergence rate of H 1-norm 1.70114233 1.716659924

Reduction ratio of the
subdomain (a,b) (%)

13.88062 9.52381

Time cost (s) 0.045070 0.0032084

In Figure 6.5(a)-(c), the bin length d is 0.35, and the mesh size is a function of d . The
results obtained by the SP approach become smoother. With various values of d , the
solutions to the approaches are overlapping only if the factor between the d and mesh
size is closer to 1. From Figure 6.5(d) to (f), the mesh is fixed and we vary the value of
d . We note that in Figure 6.5(f), the solution to the SP approach is significantly differ-
ent from the solution to the cell density approach. It is mainly caused by the fact that d
is too small and there is barely any fluctuation with the count of cells in every d length
subdomain, while with the Gaussian distribution as the cell density function, the ma-
jority of the cells are centered around x = 3.5. Hence, the solution to the SP approach
still manages to be comparable with the solution to the cell density approach; see Figure
6.4(f). Numerical results of the simulation in Figure 6.4 are displayed in Table 6.1. There
are some noticeable differences between two approaches, in particular the convergence
rate in the H 1-norm: thanks to the given, differentiable cell density function, the cell
density approach converges faster. In addition, the cell density approach requires less
computational time with a factor of 15.

We consider cells that are located uniformly in the subdomain (2,5), which implies
that the gradient or divergence of the cell density vanishes inside the subdomain but
does not exist at two endpoints of the subdomain. Hence, we utilize the implementation
method in Figure 6.3, as the center positions of the cells are given, then the local cell den-
sity can be calculated per unit area. Compared with the results shown in Figure 6.1, the
results in Figure 6.6 and Figure 6.7 show the solutions to (BV P 2

SP ) and (BV P 2
den) respec-

tively. Note that, in the finite-element method solutions, the magnitude of the forces in
both approaches are the same, and the variance ofδε(x) is related to h rather than∆s (the
distance between any two neighbouring biological cells). Furthermore, these figures ver-
ify that the convergence between SP approach and cell density approach is determined
by the mesh size rather than by the distance between any two adjacent cells. Table 6.2
displays the numerical results of the simulation in Figure 6.6, in the perspective of the
solution, the reduction ratio of the subdomain and the computational cost. Similarly
to the figures, there is no significant difference between the norms and the deformed
length of the subdomain. However, the simulation time in the cell density approach is
much shorter than in the SP approach with a factor of 35.



6.4. RESULTS

6

121

(a) h(d) = d/5,h = 0.07,d = 0.35 (b) h(d) = d/10,h = 0.035,d = 0.35

(c) h(d) = d/50,h = 0.007,d = 0.35 (d) d(h) = 2h,h = 0.07,d = 0.14

(e) d(h) = h,h = 0.07,d = 0.07 (f) d(h) = h/4,h = 0.07,d = 0.0175

Figure 6.4: The cell density function is in the form of the Gaussian distribution and using the algorithm in
Figure 6.2, different simulations are carried out with various mesh size and the total number of cells. Blue
curves represent the solutions to (BV P 2

SP ), and ref curves are the solutions to (BV P 2
den ) with nc (x) = 50×

1/
√

(2π×0.12)exp
{−(x −3.5)2/(2×0.12)

}
. In Subfigure (a)-(c), we set d = 0.35 and cell positions are fixed, as

h is decreasing. From Subfigure (d) to Subfigure (f), we use the same finite-element method settings (where h
is sufficiently small with h = 0.07), and simulations are carried out with various values of d .
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(a) h(d) = d/5,h = 0.07,d = 0.35 (b) h(d) = d/10,h = 0.035,d = 0.35

(c) h(d) = d/50,h = 0.007,d = 0.35 (d) d(h) = 2h,h = 0.07,d = 0.14

(e) d(h) = h,h = 0.07,d = 0.07 (f) d(h) = h/4,h = 0.07,d = 0.0175

Figure 6.5: The cell density function is the sine function and using the algorithm in Figure 6.2, different simula-
tions are carried out with various mesh size and the total number of cells. Blue curves represent the solutions
to (BV P 2

SP ), and red curves are the solutions to (BV P 2
den ) with nc (x) = 40|sin(2x)|. In Subfigure (a)-(c), we

set d = 0.35 and cell positions are fixed. From Subfigure (d) to Subfigure (f), we use the same finite-element
method settings (where h is efficiently small with h = 0.07), and we take different values of d .

Table 6.2: Numerical results of two approaches in one dimension with biological cells located uniformly. Here,
we define mesh size h = 0.07 and Ns = 50, which means ∆s = 0.06. The results are solved by finite-element
method with algorithm in Figure 6.3.

SP Approach Cell Density Approach

‖u‖L2((0,L)) 0.1858655201 0.1858660118
‖u‖H 1((0,L)) 0.2780804415 0.2914497482

Convergence rate of L2-norm 0.9940317098 0.9985295706
Convergence rate of H 1-norm 1.002001685 1.004380036

Reduction ratio of the
subdomain (a,b) (%)

7.96908 7.98821

Time cost (s) 0.10391 0.0030458
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(a) h = 0.7 (b) h = 0.07

(c) h = 0.014 (d) h = 0.007

Figure 6.6: The finite-element method solutions to (BV P 2
SP ) and (BV P 2

den ) are shown where cells are uni-

formly located. With the fixed positions of cells, the solutions are convergent as h → 0+. Blue points are the
centre positions of biological cells. Red curves represent the solutions to (BV P 2

SP ) and blue curves represent

the solutions to (BV P 2
den ).
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(a) Ns = 10 (b) Ns = 50

(c) Ns = 100 (d) Ns = 500

Figure 6.7: The finite-element method solutions to (BV P 2
SP ) and (BV P 2

den ) are shown with uniform distribu-
tion. Compared to the analytical result, the consistency between two approaches are unrelated to the number
of cells, and the solutions are convergent as h → 0+. Here, we use h = 0.007. Blue points are the centre posi-
tions of biological cells. Red curves represent the solutions to (BV P 2

SP ) and blue curves represent the solutions

to (BV P 2
den ).
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Figure 6.8: The displacement results are shown, which are solved from (BV P 3
SP ) and (BV P 3

den ) when cells are
randomly located in the subdomain (−5,5)× (−5,5). In other words, it is impossible to write the analytical
expression of nc (x), subsequently, the algorithm in Figure 6.3 is selected. There are 196 biological cells in
the computational domain. Blue points are the center positions of biological cells, red curves are the original
shapes of the subdomain, and the black curves represent the deformed boundary of the subdomain.

6.4.2. TWO-DIMENSIONAL RESULTS
In the multi-dimensional case, we are not able to find the analytical solution to the
boundary value problems. The results are all solved by the use of the finite-element
method applied to (BV P 3

SP ) and (BV P 3
den). Note that the force magnitude of both bound-

ary value problems is the same. Following the same implementation methods as in one
dimension, simulations are carried out with two formulas of cell density: (1) cells are lo-
cated inside the subdomain Ωw randomly by the uniform distribution; (2) the cell den-
sity function is in the form of the standard Gaussian distribution over the computational

domain with nc (x) = 50× 1
2π exp

{
− ‖x |2

2

}
. Implementation methods in Figure 6.3 and

Figure 6.2 are applied respectively in Simulation (1) and (2).
For Simulation (1), no analytical expression for (the derivative of) the density func-

tion is available. Therefore, the implementation starts with generating the cell positions,
according to the principles outlined in Figure 6.3. In Figure 6.8, the displacement results
are displayed. From the figures, hardly any significant differences between the solutions
can be observed, which indicates that these two approaches are numerically consistent.
Table 6.3 displays more details about the two approaches regarding the numerical analy-
sis: most data are more or less the same. Thanks to the continuity of the SP approach, the
convergence rate between two approaches is similar. However, as it has been mentioned
earlier, the agent-based model is computationally more expensive than the continuum-
based model; here, the difference is a factor of 240.

According to the setting of the simulation, we define the cell density function by

nc (x) = 50× 1

2π
exp{−‖x |2

2
}, inΩ,
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Table 6.3: Numerical results of two approaches in two dimensions with random distribution for the positions
of biological cells. Due to the nonexistence of divergence or gradient of cell density function, implementation
method in Figure 6.3 is used.

SP Approach Cell Density Approach

‖u‖L2((0,L)) 10.105858093727422 12.314518769308366
‖u‖H 1((0,L)) 10.890035548437087 16.67100195050636

Convergence rate of L2-norm 2.012144067 2.061050246
Convergence rate of H 1-norm 2.011995299 2.03760311

Reduction ratio of the
subdomainΩw (%)

24.24192 23.33667

Time cost (s) 4.20677 1.77219×10−2

Table 6.4: Numerical results of two approaches in two dimensions with the form of the Gaussian distribution
for the positions of biological cells. Figure 6.2 is implemented and there are 440 biological cells in the compu-
tational domain.

SP Approach Cell Density Approach

‖u‖L2((0,L)) 11.14304909846569 13.188441094735877
‖u‖H 1((0,L)) 12.77795210802095 15.533928099123479

Convergence rate of L2-norm 1.724918322 1.856132219
Convergence rate of H 1-norm 3.059831229 2.455660849

Reduction ratio of the
subdomainΩw (%)

19.65854 20.55949

Time cost (s) 0.62347 0.017315

which is a Gaussian distribution multiplied by a positive constant. Similarly, in two di-
mensions, the cell density is defined by the number of biological cells per unit area. In
other words, the cell count is computed by the local cell density multiplied by the area
of selected region. Here, we assume that the selected region is a 1× 1 square, then we
generate the center positions of biological cells in every unit square based on the lo-
cal number of cells. Figure 6.9 shows the numerical results regarding two approaches.
There is no significant difference if the same mesh structure resolution is used. As the
mesh is refined, the solution to the SP approach is smoother, since the "ring" in the cen-
ter becomes more dominant. In Table 6.4, it can be concluded that there are no signif-
icant differences between two approaches except for the computational efficiency and
the convergence rate of H 1-norm. If the mesh is not fine enough, then the solution to
the SP approach is less smooth, hence, the determination of the gradient of the solution
is less accurate.

6.5. CONCLUSIONS

In this chapter, we discussed the different models to simulate the pulling forces exerted
by the (myo)fibroblasts depending on different scales of the wound region. We started
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(a) h = 0.6435

(b) h = 0.3218

(c) h = 0.1609

Figure 6.9: The displacement results are shown, which are solved from (BV P 3
SP ) and (BV P 3

den ) when cells are

located according to the cell density function nc (x) = 50× 1
2π exp

{
− ‖x |2

2

}
. Hence, implementing algorithm

in Figure 6.3 is used. There are 440 biological cells in the computational domain. Blue points are the center
positions of biological cells, red curves are the original shapes of the subdomain, and the black curves represent
the deformed boundary of the subdomain.
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from one dimension and later extended the models to two dimensions. In one dimen-
sion, we can write explicitly the solution to the boundary value problem with specific
distribution of the locations of biological cells. The consistency of the solutions indicates
the possibility to prove the analytical connection between the two approaches. In both
one and two dimensions, the numerical solutions delivered by finite-element methods
with Lagrange linear basis functions implied that these two models are consistent under
certain mesh conditions (when the mesh size is sufficiently small) and regardless the lo-
cations of the biological cells and the implementation methods. In summary, regarding
the displacement of the ECM from the mechanical model, the agent-based model and
the cell density model are consistent from a computational point of view. This could
be used to transfer one type of model to the other one regarding the force balance in the
wound healing model, as the connection between these two models has been suggested.
We want to use the developed insights for the analysis of upscaling between agent-based
and continuum-based model formulations.
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7
A FORMALISM FOR MODELLING

TRACTION FORCES AND CELL

SHAPE EVOLUTION DURING CELL

MIGRATION IN VARIOUS

BIOMEDICAL PROCESSES

The phenomenological model for cell shape deformation and cell migration [37, 90] is ex-
tended with the incorporation of cell traction forces and the evolution of cell equilibrium
shapes as a result of cell differentiation. Plastic deformations of the extracellular matrix
are modelled using morphoelasticity theory. The resulting partial differential equations
are solved by the use of the finite element method. The paper treats various biological sce-
narios that entail cell migration and cell shape evolution. The experimental observations
in [91], where transmigration of cancer cells through narrow apertures is studied, are re-
produced using a Monte Carlo framework.

7.1. INTRODUCTION
In this chapter, an agent-based model is selected to develop a phenomenological model
describing the cell geometry evolution during migration. This work is an extension of
[90] and [37]. In [90], a model of the deformation of both the cell and the nucleus is
developed. Furthermore, a parameter sensitivity analysis is carried out on the basis of
Monte Carlo simulations. However, the study in [90] does not consider the traction forces
applied by the cell and the impact on the substrates. Compared to the work of Vermolen
and Gefen [37], we use finite-element methods to solve all partial differential equations,

This chapter has been published in Biomech Model Mechanobiol [89].
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Figure 7.1: A schematic of the distribution of the nodal points on the cell membrane. In our model, we assume
the equilibrium shape of the cell is maintained by a collection of springs.

rather than Green’s functions. Therefore, a more precise solution is delivered. Further-
more, we implement a more intricate approach to model the traction forces applied by
cells in various applications. In addition to circular projections of cells in [90] and [37],
we model elliptic and hypocycloid-shaped cells in this chapter.

This chapter is structured as follows: Section 7.2 explains the agent-based model of
cell migration, in the form of a set of partial differential equations. Possible applications
of this model and the corresponding numerical results are exhibited in Section 7.3. Fi-
nally, conclusions are shown in Section 7.4.

7.2. MATHEMATICAL MODELLING

In this chapter, the phenomenological model of cell deformation is extended from the
work in [37, 90], in particular, in two dimensions. With essential biological assumptions
and simplifications, the model mainly describes the impact of extracellular components
on the cell deformation and displacement. Subsequently, more applications can be de-
veloped, for instance, cell differentiation and cell repulsion. Different from the work in
[92], where they also model the dynamics of intercellular adhesion by connecting a cer-
tain series of points inside the cell with elastic springs, the model in this chapter neglects
the intracellular environment, hence, it is not capable to present the Poisson’s effect of
the cell.

The cell membrane is split into finite line segments by the nodal points, and the cen-
tre position of cell is determined by the mean of all the positions of the nodal points. The
equilibrium shape of the cell is kept by a collection of springs, which connects each nodal
point on the cell membrane to the centre of the cell, respectively; see Figure 7.1. For each
nodal point, the displacement is determined by various mechanisms of directed motion
and random turning [16], which will be discussed in details in the following contents.
Regarding different applications of this model, there will be some model adjustments.
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7.2.1. CONCENTRATION OF GENERIC SIGNAL
We assume that cell migration is mainly driven by chemotaxis (or mechanotaxis), which
is commonly observed in wound healing and cancer cell metastasis with various types of
signalling molecules. In wound healing, immune cells are directed to chase a bacterium
or virus; high concentration of Transforming Growth Factor-beta (TGF-beta) induces the
migration of (myo)fibroblasts towards the wound from the uninjured skin [2, 3]. Cancer
metastasis is triggered by cancer cell proliferation and cell migration. On a cellular level,
chemotaxis or haptotaxis is an essentional cue for cancer cell migration and hence for
the dissemination of tumours [18]. Numerous studies indicate that the availability of
oxygen and nutrients is one of most crucial factors for the growth of tumours [93]. During
tumour growth, the concentration of oxygen and nutrients depletes in the vicinity of the
tumour [19]. Therefore, cancer cells have a tendency to migrate towards regions with
higher concentrations of oxygen and nutrients.

Point sources and forces are modelled by the use of Dirac delta distribution in a d–
dimensional framework. LetΩ⊂Rd be an open region, then this distribution is defined
by the following two characteristics:

1. δ(x) = 0, for all x ∈Rd \ {0};

2.
∫
Ωδ(x)dΩ= 1, if 0 ∈Ω.

The biophysical interpretation of the Dirac delta distribution is that the cell exerts force
by the focal adhesion points. Since these points are many orders of magnitude smaller
than the mesh size in the computational domain, we assume their sizes to be negligible.
For this reason, we consider point forces by the use of Dirac delta distributions. Regard-
ing the chemical signal, which makes the cancer cells move, we consider a point source.
This is just a working hypothesis, since this could be changed to any type of source.

Together with the reaction-diffusion equation, the concentration of the signal is de-
termined by:

∂c(x , t )

∂t
+∇· (vc(x , t ))−∇· (D∇c(x , t )) = kδ(x(t )−x s ), x ∈Ω, t > 0, (7.1)

where c(x , t ) is the concentration of the signalling molecule, D is the diffusion rate which
has been taken constant in the current study, k is the secretion rate of the signal source,
x s is the position of the source, and v is the displacement velocity of the substrate that
results from the cellular forces exerted on their surroundings. The velocity is computed
by solving the balance of the momentum, which will be discussed in the Section 7.2.2.

Initially, we assume there is no signalling molecules over the computational domain,
that is,

c(x ,0) = 0, inΩ.

As a boundary condition, we use the following Robin condition

∂c

∂n
+κs c = 0,on ∂Ω, t > 0,

which deals with a balance between the diffusive flux across the boundary and the flux
between the boundary and the region far away from the domain of computation. The
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Figure 7.2: An example of pulling point forces, tractions applied by a cell, in which the cell membrane is split
by four nodal points.

symbol κs , which is non-negative, represents the mass transfer coefficient. Note that as
κs → 0 then the Robin condition tends to a homogeneous Neumann condition, which
represents no flux (hence isolation). Whereas as κs →∞ represents the case that c → 0
on the boundary, which, physically, is reminiscent to having an infinite mass flow rate at
the boundary into the surroundings. The Robin condition, also referred to as a mixing
boundary condition, is able to deal with both these two limits and all cases between
these limits.

7.2.2. PASSIVE CONVECTION OF SUBSTRATE
In wound healing, (myo)fibroblasts exert forces on their direct environment, i.e. extra-
cellular matrix, which result into contraction of the tissue [2, 3, 6, 7]. For cancer cells,
Massalha and Weihs [14] indicate that the metastatic cells exert traction forces ranged
from 100−600nN on the gel, of which the Young’s modulus ranged from 2.2−10.9kPa.
Furthermore, for stiffer substrates, the cancer cells remain rounded with changing area
and they exert large traction forces with large magnitudes to its direct environment.
Hence, the model includes passive convection of the substrate, which can provide a
more realistic model in various applications.

As the cell membrane is broken into multiple line segments by nodal points, point
forces are implemented here to depict the forces exerted by the cell, which are applied
on the midpoint of each line segment; see Figure 7.2 as an example of a square-shape
cell. Among different applications, the force direction may differ. For example, if the
cell encounters an obstacle, a repulsive force will be exerted to resist the compression of
the cell; in wound contraction, (myo)fibroblasts exert pulling forces on the extracellular
matrix (ECM).

Morphoelasticity is widely used in the biological modelling to describe elastic growth,
for instance, the growth of tumours [70], the seashell growth [71] and large contractions
in wound healing [17, 72] etc. In wound healing, morphoelasticity describes the phe-
nomena when the deformation of the skin is so large that the deformations are plastic.
Conservation of momentum, combined with the evolution equation for the effective Eu-
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lerian strain, results into the following modelling equations [17]:
ρ[

Dv

Dt
+v (∇·v )]−∇·σ= f , inΩ, t > 0,

Dε

Dt
+εskw(L)− skw(L)ε+ [tr(ε)−1]sym(L) =−αε, inΩ, t > 0,

v (x , t ) = 0,on ∂Ω, t > 0,

(7.2)

where ρ is the density of the extracellular matrix, L = ∇v and α is a non-negative con-
stant. Note that if α = 0, then as soon as the force f = 0, then the tissue will gradually

recover to its original shape and volume. Here, D y
Dt = ∂y

∂t + v∇ · y is material derivative
where y is any tensor field and v is the migration velocity of any point within the domain
of computation. In order to have a fixed boundary, we use a homogeneous Dirichlet
boundary condition for the velocity. This condition implies that the the overall domain
boundary Ω does not deform. Hence, the overall Ω is constant over time. However, due
to the cellular traction forces, the tissue, and hence the computational domain, is subject
to local deformations, which result into local strains and stresses. These deformations,
indeed, give rise to local displacements within the domain of computation. Since the
momentum balance equations are solved over the entire domain of computation, the
local deformations, stresses and displacements are taken into account over the entire
domain of computation. These local displacements induce the passive convection term
c(x, t )(∇ · v ) in Eq (7.1). From a mechanical point of view, we treat the computational
domain as a continuous linear isotropic domain. Further, as a result of the presence of
liquid phases in the tissue, the mechanical balance is also subject to viscous, that is fric-
tion, effects. Therefore, we use Kelvin–Voigt’s viscoelastic dashpot model, of which the
stress tensor reads as

σ=σel as +σvi sco

= E

1+νs
{ε+ tr(ε)[

νs

1−2νs
]I }+µ1 sym(L)+µ2 tr(sym(L))I ,

(7.3)

where νs is the Possion’s ratio of the substrate, ε is the strain tensor, µ1 and µ2 are the
shear and bulk viscosity respectively. The morphoelasticity model consists of a set of
two non-linear partial differential equations, where both the velocity v and strain tensor
ε are unknowns. The deformation of the domain is actually determined by the strain
tensor. The displacement of the domain can be approximated by integrating the velocity
over time: u(t ) ≈ ∫ t

0 v (s)d s, where the velocity is determined by Eq (7.2). The approxi-
mate solution is then known on the moving finite-element meshpoints. This is the dis-
crete counterpart of the displacement. Further, we need the displacement (velocity) at
the positions of the nodal points on the cell boundary. Since these positions do not co-
incide with the positions of the finite-element meshpoints, we need a mapping from the
displacement velocity obtained at the finite-element meshpoints onto the, continuous,
positions of the cell boundary nodes. This is obtained through interpolation procedures
based on the Lagrangian finite-element framework. The obtained displacement veloci-
ties are substituted into the equation for the migration of the cell boundary nodes.

In the application of wound healing, (myo)fibroblasts are the cells pulling the ECM
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and causing the contractions. The traction force f of each (myo)fibroblast reads as

f (x ; t ) =
N∑

j=1
P (x ; t )n(x(t ))δ(x(t )−x j (t ))∆Γ j , x ∈Ω, t > 0, (7.4)

where N is the number of nodal points on the cell membrane, P (x ; t ) is the magnitude of
the force exerted by each (myo)fibroblast per unit length of the cell membrane. We have
constructed the model such that local differences of the cellular traction force over the
cell boundary can be incorporated. In the current study, however, we have assumed the
cellular traction force to be constant over the entire cell boundary and for all the cells.
Furthermore, n(x(t )) is the unit inward pointing normal vector (towards the cell centre)
at x(t ) (see Figure 7.2 as a schematic), x j (t ) is the midpoint of line segment j , and∆Γ j is
the length of line segment j . Note that here x refers to any position inΩ, hence possibly,
but not necessarily on the cell boundary, or on the finite-element mesh points. The po-
sitions x j (t ) represent the positions of the nodal points on the cell boundary (hence not
on the finite-element mesh), where the cellular traction force is exerted.

Further, we consider (myo)fibroblasts colliding with each other, then the cells exert
repelling forces on the other one. Here, cells are not allowed to intersect each other;
see Figure 7.3 as a schematic. Suppose for (myo)fibroblast i , there are N i

m = { j i
1, . . . , j i

m}
line segments of cell membrane mechanically contacting with other (myo)fib-roblasts.
Then, on line segments j ∈ Nm , the (myo)fibro-blast exert repelling force, while on the
rest of the line segments, (myo)fibroblast releases pulling forces on the ECM. Hence, the
traction force of the (myo)fibroblast i is given by

f i (x ; t ) =
N∑

j=1, j∉N i
m

P (x , t )n(x(t ))δ(x(t )−x i
j (t ))∆Γi , j

− ∑
j∈N i

m

Q(d(x), t )n(x(t ))δ(x(t )−x i
j (t ))∆Γi , j ,

(7.5)

where lm is the portion of the (myo)fibroblast membrane mechanically contacting with
other cell, Q(d(x), t ) is the force magnitude per length and d(x) is the penetration depth.
According to two-dimensional Hertz theory [94–96], for each elastic body, the explicit
relation between the total force and the penetration depth is not clear. We assume the
total force magnitude Q̃(d(x), t ) is linearly proportional to the penetration depth d(x):

Q̃(d(x), t ) = π

4
d(x)E∗, (7.6)

where E∗ is the total equivalent Young’s modulus derived by

1

E∗ = 1−ν2
1

E1
+ 1−ν2

2

E2
.

Here, νi and Ei with i ∈ {1,2} represent the Poisson ratio and Young’s modulus of two
elastic bodies, respectively. In particular, if two bodies have the same elastic character-
istics (i.e. ν1 = ν2 = ν and E1 = E2 = E), then

E∗ = E

2(1−ν2)
.
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We assume that the magnitudes of the repulsive force, which is exerted on the boundary
segments of cell i that are in contact with another cell, are identical. In other words,
Q(d(x), t ) is given by

Q(d(x), t ) = Q̃(d(x), t )

‖lm‖ = π

4
d(x)E∗/‖lm‖, (7.7)

where ‖lm‖ is the total length of the portion of the membrane of (myo)fibroblast i me-
chanically contacting with other (myo)fibroblast (i.e. the sum of the length of ∆Γi , j , j ∈
N i

m). Subsequently, the total traction force is f = ∑NC
i=1 f i , where NC is the number of

(myo)fibroblasts that are in contact with each other.

Figure 7.3: When cells collide with each other, they will deform and exert repulsive forces. The dashed curves
show the equilibrium shape of cells, and the black curve is the overlapping membrane of both cells.

Another application is metastasis and invasion of cancer cell. Usually, in vitro, a mi-
crotube experiment is conducted [91]. To simplify the model, here we only consider
one cancer cell going through a microtube; see Figure 7.4. Similar to the case when
(myo)fibroblasts collide, we assume that Nm = { j1, . . . , jm} is the line segments of cell
membrane mechanically contacting with the wall of the microtube. Here, we will ex-
clude the pulling force. In other words, the force released by the cancer cell is only the
repelling force exerted on the wall of the microtube:

f m(x ; t ) =− ∑
j∈Nm

Qm(d(x), t )n(x(t ))δ(x(t )−x j (t ))∆Γ j . (7.8)

The magnitude of the force Qm(d(x), t ) here follows the same definition as in Eq (7.7),
where d(x) is the radius subtracting the distance from the cell membrane to the cell
centre.

7.2.3. CELL DEFORMATION

According to [37, 90], the cell cytoskeleton is depicted as a collection of springs between
the centre position of the cell and the nodal points on the cell membrane. Therefore, the
equilibrium shape of the cell is kept by these springs, regardless of the original cell shape.
In this chapter, we consider circular, elliptic and star-shape cells as two-dimensional
projections. Combining chemotaxis (or mechanotaxis), passive convection and random
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Figure 7.4: The cell is compressed by the wall of the microtube. To inhibit any changes from its equilibrium
shape, it exerted the repelling force on the wall of the microtube, which is proportion to the compressed dis-
tance d .

walk, the displacement of the nodal point j on the cell membrane is given by

d x j =β(C SI (ΩC ), A(ΩC ))
∇c(x , t )

‖∇c(x , t )‖+γd t

+Ec (xc (t )+ x̂ j −x j (t ))d t +vd t +σr w dW (t ), inΩm ⊂Ω.
(7.9)

Here, ΩC represents the cell region, Ωm is the domain occupied by the microtube, Ec

represents the cell elasticity; x̂ = xc (t )− x̃ j (t ) is the vector connecting the equilibrium
position of nodal point j on the cell membrane to the cell centre, xc is the central po-
sition of the cell and x̃ j represents the equilibrium position of the nodal point j corre-
sponding to the cell centre xc (see Figure 7.1); γ is a small positive constant to prevent the
denominator being zero; v is the velocity of the substrate determined by Eq (7.2); σr w

is the portion of random walk, and dW (t ) is a vector-Wiener process, which accounts
for random walk. Furthermore, β = β(C SI (ΩC ), A(ΩC )) is the weight of chemotaxis (or
mechanotaxis), where we define the Cell Shape Index (CSI) of cellΩC by

C SI (ΩC ) = 4πA(ΩC )

l 2(∂ΩC )
,

where A(ΩC ) is the cell area, l (∂ΩC ) is the circumference of the cell membrane. Accord-
ing to [13], reduction of cell area and deformation of cell shape reduce the mobility of
cell. For simplicity, we propose a linear relation here:

β(C SI (ΩC ), A(ΩC ) =β0 ×µm × (C SI (ΩC )/C SI0(ΩC )+ A(ΩC )/A0(ΩC ))/2,

whereβ0 is the maximal response from the cell to the signal,µm is the mobility reduction
coefficient, and C SI0(ΩC ) and A0(ΩC ) represent the CSI and volume of the equilibrium
cell.

In order to maintain the right orientation of the cell, we introduce a matrix after ro-
tation of an angle φ, as in [90]:

B (φ) =
(
cos(φ) −sin(φ)
sin(φ) cos(φ)

)
, (7.10)

such that φ can be computed from

φ̃= arg min
φ∈[0,2π)

(
N∑

i=1
‖B (φ)x̃ i (t )−x i (t )‖2

)
. (7.11)
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Figure 7.5: The orientation of the cell is taken into account, which is maintained by the rotation matrix which
is quantified in Eq (7.10). The dashed ellipse represents the initial position of the cell and the red solid ellipse
is the newly oriented cell.

The orientation of the cell is important in the context of how the cell has rotated from
its initial position. The orientation of the cell is represented by the angle of the vector
connecting the ‘front and tail’ of the cell; see Fig 7.5 as a schematic. The overall displace-
ment of the nodes of the cell boundary are determined by translation and rotation. The
matrix B (φ) monitors the angle of rotation of the cell with respect to the cell position
(and hence boundary nodes) at the previous time step. This orientation, and hence the
angle of rotation is important for the determination of the equilibrium points of the cell
boundary nodes. The equilibrium points reflect the position to which the cell boundary
nodes will converge to if the cell does not move (that is the chemical signal is set to zero),
and if the extracellular matrix is not subject to displacement velocities. If this orienta-
tion, that is the angle, would not be incorporated, then the cell with always return to its
initial orientation.

Hence, the displacement of nodal point j is adapted to

d x j =β(C SI (ΩC ), A(ΩC ))
∇c(x , t )

‖∇c(x , t )‖+γd t

+Ec (xc (t )+B (φ̃)x̂ j −x j (t ))d t +vd t +σr w dW (t ).
(7.12)

If there is an obstacle encountered by the cell, adjusting the displacement is neces-
sary. Denote ∂Ωob as the boundary of the obstacle, which is possibly another cell or the
wall of the microtube. For the nodal point colliding the obstacle, it cannot pass over the
boundary of the obstacle. Hence, for the displacement of nodal point j , the normal di-
rection of the boundary of the obstacle in d x j (t ) is vanished. To rephrase it, we adjust
the displacement of the nodal point if it collides with the obstacle (see Figure 7.6) by

d x j (t ) ← d x j (t )− (d x j (t ),nob(x j (t )))nob(x j (t )), if x j (t ) ∈ ∂Ωob , (7.13)
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Figure 7.6: A schematic to show that the adjustment of the displacement of the nodal point on the cell mem-
brain, when the nodal point contacts the wall of the microtube.

where nob(x) is unit pointing normal vector (outward the cell centre).
Furthermore, if a cell tries to go through a microtube, which mimic the cancer cell

metastasis and invasion, not only the direction of the cell migration is limited (since the
cell cannot pass over the microtube), but also the microtube will slow down the velocity
of the cell as a result of friction. Note that the magnitude of the friction is proportional to
the repelling force. In our model, we simply distract part of the velocity in the tangential
direction of the obstacle. Hence, the displacement of the nodal point which collides the
wall of the microtube is given by

d x j (t ) ← d x j (t )−µ f ‖ f (x j (t ))‖× (d x j (t ),τob(x j (t )))τob(x j (t )), if x j (t ) ∈ ∂Ωob ,
(7.14)

where µ f is the cell friction coefficient, f (x j (t )) is the repelling force exerted by the cell
and τob(x) is the tangential direction of the obstacle boundary ∂Ωob .

This model provides a simple computational framework to describe the dynamics of
the cell shape under multiple circumstances. However, the model does not describe the
Poisson effect of the cell if the cell is compressed, since the model mainly considers the
extracellular environment. Hence, in this chapter, the cell length will not be investigated.

7.3. APPLICATIONS AND NUMERICAL RESULTS
We exhibit several possible applications in this section, namely, cells migrating as a result
of chemotactic signals, cells differentiating to another phenotype, cells repelling each
other and one cell migrating through a microtube. Some parameters are the same in
every application. If there is no specification, the parameter values are shown in Table
7.1. Note that parameter values are partially determined by experimental data from the
references and partially estimated in this study, as they are indicated in all parameter
tables. We try to use the clinical/experimental data from the literature as much as possi-
ble, however, some parameter values are unknown. Hence, to estimate these unknown
parameter values, we determined the value by reproducing the experiment as much as
possible.

In particular, to validate and calibrate the model, we tried to reproduce the key re-
sults in [91] like the probability of the occurrence of Phase 3 and the time interval of each
phase. We ran four different Monte Carlo simulations to calibrate the model and to see
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the impact of different settings of the model.

Table 7.1: Parameter values used in all the applications

Parameter Description Value Units Source

Es Substrate elasticity 100 kg /(µm ·mi n2) [65]
Ec Cell elasticity 5 kg /(µm ·mi n2) [44]
µ f Cell friction coefficient 0.03 − [97]
νs Poisson’s ratio of the ECM 0.49 − [17]

νc
Poisson’s ratio of (myo)fibroblast

and cancer cell
0.32 − [98]

k Secrete rate of the signal 2.5 kg /(µm3 ·mi n) [1]

κs
Parameter in Robin’s boundary

condition to solve Eq (7.1)
100 µm−1 [1]

µ1 Shear viscosity of the ECM 33.783 kg /(µm ·mi n) [1]
µ2 Bulk viscosity of the ECM 22.523 kg /(µm ·mi n) [1]

β0
Maximal mobility of points on cell

membrane
10 mi n−1 Estimated in this

study

N
Number of nodal points on the

cell membrane
40 − Estimated in this

study

µm
The coefficient of cell mobility

reduction
1 − Estimated in this

study

σr w Weight of random walk 1 − Estimated in this
study

α
Degree of permanent

deformation in Eq (7.2)
0.1 mi n−1 Estimated in this

study

7.3.1. FINITE-ELEMENT METHODS
In this chapter, all boundary value problems are solved by the finite-element methods
with Lagrange linear basis functions. Regarding the time-integration, we use a backward
Euler method. From the theory, it is known that smooth solutions would be subject to
errors of the order O (h2) and O (∆t ) in the L2 norm of the numeric error.

Here, we solved the boundary value problem in Eq (7.2) with the traction forces ex-
pressed in Eq (7.4). For the sake of investigating the convergence of the finite-element
method, the parameters are dimensionless. We consider one large non-moving cell in
the computational domain (see Figure 7.7), of which the membrane is divided into finite
line segments, and there is a traction force applied on the midpoint of each line segment
as in Eq (7.4). With the refinement of the mesh, the convergence rate of L2–norm of the
solution to Eq (7.2) (i.e. the velocity) is computed, which is 1.899828112 that is close to
the theoretical value 2.

7.3.2. CELLS MOVING TOWARDS THE POINT SOURCE
The basic application is that cell migrates towards the concentration gradient of a sig-
nalling molecule, which can be oxygen, growth factors or virus. The displacement is
mainly determined by the gradient of the concentration of the signal. Subsequently, the
closest part of the cell to the emitting source will develop a "nose"; see Figure 7.8. All
parameter values have been documented in Tables 7.1 and 7.2. The ’nose’ behaviour
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Figure 7.7: The plot shows the solution Eq (7.2), as an example to investigate the convergence of the finite-
element methods. Blue curve represents the initial cell membrane, and red curve represents the original sub-
domain boundary. Black curves show the deformed shape of the cell and the subdomain.

(or so-called a triangular tailed shape) has also been observed in biological experiments,
which is due to the locations of the adhesion sites over the cell membrane [10]. In the
simulation we accommodate for the engulfment of the chemical source by switching
off the chemical signal once the cell physically contacts it. Once this signal has been
switched off, the concentration gradient flattens as a result of diffusion processes and
therewith the cell recesses back to its equilibrium (original) shape and volume. At that
moment, the cell geometry is no longer determined by chemotaxis.

From t = 0, the cells are attracted towards the centre of the computational domain,
which is the location of the source of signalling molecules. Due to the difference of the
gradient of the concentration of the signal over the domain, cells are deformed into a
droplet shape, where the "nose" points in the direction of the point source. As the dif-
fusion of the signal proceeds, the "nose" gradually disappears and cells recover to the
equilibrium shape. To evaluate the cell geometry quantitatively, we provide the evolu-
tion of the CSI and cell area as a function of time in Figure 7.9. These quantities are of
interest from a clinical point of view [13]. Resulting from the displacement of the direct
environment, the volume of the cell decreases. The permanent volume changes of the
cell are imposed by the permanent displacements from the morphoelastic model. Fur-
thermore, the cells are tethered within a rigid deformed structure, hence, it makes cells
deform as well. We note that cells have already recovered to the original shape but not
the volume. It can be implied that a stiffer cell deforms less compared to a softer one.

7.3.3. DIFFERENTIATION OF CELLS

Cell differentiation is a process of a cell changing from one phenotype to another one,
for example, a stem cell differentiates into various phenotypes, like blood cells and nerve
cells etc. In this chapter, we mainly focus on the cellular differentiation in wound heal-
ing. In the proliferative phase of wound healing„ some regular fibroblasts (which are
spindle-shaped [99, 100]) differentiate into myofibroblasts (which are dendritic-shaped
[101, 102]), which pull the skin ever harder and cause the permanent contractions. It
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(a) t=0 (b) t=0.2min (c) t=0.5min

(d) t=1.5min (e) t=2.5min (f) t=5min

Figure 7.8: The figure shows the positions of cells at consecutive times. The red circles show the original shape
and position of cells, and the red dots in the centre is the point source of a generic signal.

Figure 7.9: The cell shape index and relative ratio of cell area of all cells in Figure 7.8 are shown in the plot. The
solid curves represent the cell area, and the dashed curves are the cell shape index. Different colours of curves
indicate different stiffness of the cells.
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Table 7.2: Parameter values estimated in the application of cell migrating toward the signal source

Parameter Description Value Units

R Cell radius 5 µm
∆t Time step 0.1 mi n
D Diffusion rate of the signal 200 µm2/mi n

x0
Length of computational domain

in x-coordinate
120 µm

y0
Length of computational domain

in y-coordinate
120 µm

xw

Length of the subdomain in the
centre of computational domain

in x-coordinate
40 µm

yw

Length of the subdomain in the
centre of computational domain

in y-coordinate
40 µm

is commonly recognized that high concentration of TGF-beta induces the fibroblast-to-
myofibroblast differentiation [3, 13, 102]. In this section, since we mainly want to present
a model of differentiation, only differentiation from fibroblasts to myofibroblasts is ex-
hibited as an example: the signal is TGF-beta and initially, there are four regular fibrob-
lasts in unwounded region, which are simulated by ellipses.

We assume that the two phenotypes of cells have the same volume if they are in the
equilibrium status. Here, for ellipse and hypocycloid, there are two parameters to de-
termine each shape: long (denoted by ae ) and short axis’s (denoted by be ) determine
the ellipse; the radius of basis circle (de noted by ah) and rotating circle (denoted by bh)
determine the hypocycloid. Note that the hypocycloid-shaped cell may not be realistic,
and it is mainly to show that the model is capable to model the differentiation of cells,
in which mostly the cellular skeleton and geometry are altered. To develop a smooth
differentiation process, we introduce a function such that each parameter changes over
time: {

Ra(ω) = ahω+ae (1−ω),

Rb(ω) = bhω+be (1−ω),
(7.15)

where Ra(ω) and Rb(ω) represent two parameters to determine the shape, and ω = 1−
exp{−λω(t − tω)}. Here, λω is the parameter of the exponential distribution and tω is the
time point when the fibroblast starts differentiating.

Figure 7.10 presents the cells positions at different time. In this chapter, we only con-
sider a phenomenological modelling formulation in the sense that the cell differentiates
if it is exposed to concentrations of signalling molecule that exceed a given threshold.
The shape evolution is determined by the parameters in Eq (7.15).

As regular fibroblasts approach to the region with high concentration of TGF-beta,
some of them start differentiating into myofibroblasts gradually. Subsequently, they ex-
ert larger forces on the ECM and contractions are developed in the wound, which is
marked with red curves as a subdomain. The parameter values of the simulations are
from Table 7.1 and Table 7.3.
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(a) t=0 (b) t=0.5min (c) t=4min

(d) t=4.5min (e) t=5.5min (f) t=7min

Figure 7.10: The figure shows the positions of cells at consecutive times by the black curves. The red circles
show the original shape and position of cells, and the red dots in the centre is the point source of TGF-beta
which triggers the differentiation from regular fibroblasts to myofibroblasts.
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Table 7.3: Parameter values estimated in the application of cell differentiation

Parameter Description Value Units

ae Length of long axis in elliptic cell 6.25 µm
be Length of short axis in elliptic cell 4 µm

ah
Radius of the basis circle to draw

hypocycloid-shape cell
20/

p
6 µm

bh
Radius of the rotating circle to draw

hypocycloid-shape cell
5/
p

6 µm

λω
Parameter in the exponential distribution to

compute ω
10 −

∆t Time step 0.1 mi n
D Diffusion rate of the signal 233.2 µm2/mi n
x0 Length of computational domain in x-coordinate 120 µm
y0 Length of computational domain in y-coordinate 120 µm

xw
Length of the subdomain in the centre of
computational domain in x-coordinate

40 µm

yw
Length of the subdomain in the centre of
computational domain in y-coordinate

40 µm

7.3.4. REPULSION BETWEEN TWO COLLIDING CELLS
Cells will deform when they encounter each other or an obstacle. On the contacting sur-
face, cells will exert a repelling force (as it is shown in Eq (7.7)) to recover to its equilib-
rium shape. We consider two cells colliding with each other and adjust the displacement
of nodal points on the cell membrane by Eq (7.13). Here, cells are not allowed to inter-
sect with each other. Hence, initially, cells are located with a small distance between
each other. In Figure 7.11, we present the cell positions at different times, and cells de-
form due to mechanical contact (hard impingement). The parameter values are from
Table 7.1 and Table 7.2.

7.3.5. CELL MOVING THROUGH A MICROTUBE
Metastasis is a difficult phenomenon to study due to its large variation in spatiotemporal
scales. Hence, studying the mechanics of one single cell is essential since the individual
cell needs to break out from the tumour and invade though the ECM. To achieve that,
Mak et al. [91] developed an active microfluidic system with several features to mimic
the metastasis and invasion of the cancer cell. In this section, we will use our model to
reproduce results of the experiment in [91].

Mak et al. [91] introduced a device and procedure to investigate mechanical transi-
tion effects of invading cancer cells. They constructed a set up with periodic microfluidic
channels with various lengths and widths. This set up consists of a repeated pattern of
large channel (LC) and subnuclear barriers (SNB). Mak et al. [91] let cancer cells load at
the reservoir. Subsequently, cells move simultaneously through the microtubes and data
regarding the velocity and cell length are collected.

SIMULATION SETTINGS

Following the settings in the experiment, we define a microtube with a varying width:
a 15µm larger channel (LC) and 3.3µm subnucleus barriers with length 10µm (SNB10).
Since the main reason for the active migration of the cell is not evident in [91], we keep
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(a) t=0 (b) t=0.2min (c) t=1.5min

(d) t=3min (e) t=5min (f) t=6min

Figure 7.11: The figure shows the positions of cells in blue and green at consecutive times when two cells
collide. The red circles show the original shape and position of cells, and the red dots in the centre is the point
source of a signal.
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on using random walk, with either chemotaxis or fixed velocity of the cell. Rather than
having a periodic setting of subnucleus barriers (SNBs), we have one SNB in the middle
connected with two LCs and run the simulations respectively. In this chapter, we only
run the simulations regarding SNB10 in [91].

We consider the reduction of the cell mobility caused by cell shape and cell area [13],
which is explained in Eq (7.12), the repelling forces exerted by the cell on the obstacles
in Eq (7.13) and the friction between the cell and the wall of the microtube in Eq (7.14).

The position and shape of the cell are shown in Figure 7.12, which indicates how
the cell migrates through the microtube. Since the repelling force on the wall of the
microtube is included, we investigate the results regarding the cell velocity, pressure and
the cell shape index over time; see Figure 7.13. The parameter values are taken from
Table 7.1 and 7.4.

Table 7.4: Parameter values used in the application of cell going through a microtube

Parameter Description Value Units Source

R Cell radius 9 µm [91]

∆t Time step 0.07 mi n Estimated in this study
D Diffusion rate of the signal 874.5 µm2/mi n Estimated in this study

x0
Length of computational domain
containing SNB10 in x-coordinate

400 µm Estimated in this study

y0
Length of computational domain
containing SNB10 in y-coordinate

400 µm Estimated in this study

Initially, there is a short distance before the cell enters the microtube, here the cell
encounters no distraction. Therefore, the the cell travels at maximal speed and the cell is
not compressed in the beginning. Next to this, the gradient of the signal results into the
’nose’ behaviour and hence, the cell shape index changed. As the cell enters the wider
part of the microtube, it slows down due to friction, and the cell is compressed, there-
fore, the cell starts exerting pushing forces on the wall of the tube. In the LC part, the
cell shape index stays stable around 0.95. Further, the cell approaches the SNB, which
is much more narrow than the LC, the cell suffered more from the friction and the com-
pression from the microtube. As a consequence, the minimal cell velocity, the cell shape
index and the maximal pressure is recorded when the cell is in the SNB. After that, cell
moves further towards the signal source through the LC again. Hence, the cell veloc-
ity and cell shape index increase again, while the cell pressure reduces. According to
[97] and [103], we manage to keep the cell velocity and pressure in a reasonable range:
6−20µm/mi n and the maximal pressure that a cell can handle is around 12kPa.

MONTE CARLO SIMULATIONS

In [91], the displacement of the cell is categorised as four phases:

• Phase 1: the cell enters the microtube via the LC, and slows down in particular
when it is approaching the SNB;

• Phase 2: the cell is compressed strongly to enter the SNB;
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(a) t=0 (b) t=0.35min

(c) t=3.5min (d) t=21min

(e) t=24.5min (f) t=28min

(g) t=35min (h) t=49min

Figure 7.12: The figure shows the positions and shapes of cells at consecutive times by the blue contours when
it travels through a microtube. The red circles show the original shape and position of cells, and the red dots
in the end of the microtube is the point source of a signal.
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(a) Cell Velocity

(b) Cell Pressure

(c) Cell Shape Index

Figure 7.13: The cell velocity, pressure and shape index over time when the cell migrates through the micro-
tube, where there is a 10µm subnucleus barrier. The simulation mimics the experiment in [91].
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• Phase 3: the cell fails to migrate monotonically forward when it is in the SNB;

• Phase 4: the cell enters the LC again and continues to migrate monotonically.

Hence, in the simulations, we try to collect the data and distinguish these different phases.
Different from [91] that the microtube is designed periodically (such that the sample can
be collected multiple times with one individual cell), one cell is supposed to go through
one set of the microtube in each simulation. To reproduce the experimental results,
Monte Carlo simulations are conducted to estimate the probability of the occurrence
of phase 3 and the time costs for each phase, with different aforementioned reasons of
active migration. The input values for the Monte Carlo simulations are shown in Table
7.5. In our simulation, we determine phase 3 when the cell stops moving monotonically
forward when it is in the SNB until it leaves the SNB completely and reenters the LC.

Table 7.5: Parameter values used in the application of cell going through a microtube

Parameter Description Distribution Source

µ f
Friction coefficient for the cell
going through the microtube

U (0.03,0.06) [97]

µm
The coefficient of cell mobility

reduction
U (0.6,1) Estimated in this study

We run the simulations with four assumptions of the main mechanism provoking the
active cell displacement: chemotaxis, fixed velocity with 10µm/mi n, velocity generated
from (6,15)µm/mi n and (6,20)µm/mi n in horizontal direction according to [103]. The
number of samples and the Monte Carlo error of the occurrence of phase 3 collected
from the Monte Carlo simulations of each aforementioned category are displayed in Ta-
ble 7.6. Figure 7.14 illustrates the probability of the occurrence of phase 3, which is the
stage when the cell stops monotonic forward migration. The mechanism that makes the
cell move forward is not clear in [91], hence this could be reason for a mismatch between
the experimental and simulated results. However, the results are significantly close re-
garding the probability of the occurrence of phase 3. Coincidentally, according to our
current simulations, with either chemotaxis or velocity 10µm/mi n, the probability of
the occurrence of phase 3 is the same in the first 3 digits.

Table 7.6: Monte Carlo simulations of various models, in which the main mechanisms of cell active displace-
ment differ

Mechanism of Cell Active
Displacement

Number of Samples
from Monte Carlo

Simulations

Monte Carlo Error of
the Occurrence of

Phase 3

Simulation 1 Chemotaxis 1400 9.2171×10−3

Simulation 2 Fixed velocity v = 10 1390 9.7022×10−3

Simulation 3 Fixed velocity v ∈ (6,15) 1360 1.2102×10−2

Simulation 4 Fixed velocity v ∈ (6,20) 1378 1.0621×10−2

Furthermore, the time cost of each phase is recorded and shown in Figure 7.15. The
results with different modelling settings or simulations do not show many differences,



7

152 7. CELL-BASED MODEL ON CELL GEOMETRY

Figure 7.14: The probability of the occurrence phase 3 in [91] and from Monte Carlo simulations by imple-
menting different mechanisms of cell active displacement (see Table 7.6 for more information). The parameter
values are taken from Table 7.5.

(a) Chemotaxis (b) Fixed velocity of 10µm/mi n

(c) Random velocity generated from
(6,15)µm/mi n

(d) Random velocity generated from
(6,20)µm/mi n

Figure 7.15: The figure shows the time costs of each phase in [91] and from Monte Carlo simulations by using
the model. Red dots with the error bar represent the experimental data from [91] and the box plots are the data
collected from the simulations.
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Figure 7.16: The time cost of each phase from the Monte Carlo simulation, in which the cell stiffness is Ec = 1
and the cell velocity is randomly generated from (6,20). Red dots with error bar represent the experimental
data from [91] and the box plots are the data collected from the simulation.

in particular between chemotaxis and fixed velocity v = 10. The reason is that the mi-
crotube restricts the displacement of the cell in the vertical direction, therefore, the cell
mainly migrates in the horizontal direction. In general, the results between any sim-
ulation and the experiment differ more, compared with the results of the occurrence of
phase 3, in particular, phase 1 and phase 3. Therefore, to investigate the possible reasons
of mismatching results in phase 1 and phase 3 in phase time, we reran the simulation
with the same settings as Simulation 4 in Table 7.6, except for the cell stiffness modified
to Ec = 1. The results are shown in Figure 7.16. With a softer cell, the simulation data in
phase 3 match better with the experimental data. However, now a discrepancy between
simulation and experiments results in phase 4 instead.

There are several possible reasons causing the discrepancy in the time interval of
each phase. Firstly, for phase 3, we only obtain valid data when the cell moves non-
monotonically, which results in a reduction of the sample size of the simulation data.
Apparently the cell ‘dwells’ and ‘doubts’ whether it ‘wants’ to keep on going if its pathway
is (partially) obstructed. Secondly, the length of LC is not stated clearly in [91], therefore,
we could only estimate that from the scale in the figures. Thirdly, it is not clear if the
velocity of active migration of the cell is constant, while in our simulation, the velocity
can change over time, depending on the gradient of the chemotactic signal. Despite all
these uncertainties, we still managed to reproduce the results which are close to the ex-
perimental results. Fourthly, the transaction of each phase from [91] to our simulations
may cause a mismatch of the duration time of each phase. Fifthly, it has been observed
in [104] that after the first time moving through the narrow channel, cells deform easier
to move faster through the following narrow channels, which may indicate that the cell
characteristics change regarding its geometry.
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7.4. CONCLUSIONS
A phenomenological model for cell shape evolution and migration has been developed,
with primary focus on the mechanics of the extracellular environment. Furthermore,
the impact of passive convection, due to local displacements within the extracellular
matrix, on the evolution of the cell shape has been taken into account. A morphoelas-
tic model has been used in the current study to incorporate permanent deformations of
the extracellular tissue. The model can be applied to mimic several microscopic biologi-
cal observations such as cell deformation and migration during wound contraction and
cancer metastasis. To validate the model, the experimental setup in [91] has been mod-
eled. This experiment entailed cell migration through microtubes with different widths
and with a varying width over the length. The model is able to reproduce the most im-
portant trends that were observed in the experimental data despite some experimental
uncertainties such as the determination of which phase a cell is in during the transmi-
gration process. Furthermore, the current model provides a basis that can be expanded
to describe more experimentally observed phenomena in cell geometry.



8
CONCLUSIONS AND DISCUSSIONS

8.1. GENERAL CONCLUSIONS
In this thesis, the research has been categorised as three connected parts: an agent-
based model on wound contraction, consistency analysis of various approaches for the
transition between agent-based and continuum-based models, and a cell-based model
on the evolution of cell geometry. Mathematical modelling is an important and nec-
essary tool to help us have better insights into biological phenomena. Since there are
many biological processes taking place in in vitro and in vivo experiments, mathemati-
cal modelling can help to quantitatively understand complex biological processes in skin
and tissue, and hence help clinicians to optimize and improve therapies. In addition,
the value of many input parameters are unknown because of lack of data or because of
patient-specific variations. By linking the outcomes of mathematical models to (clinical)
experiments, one can estimate some of the input parameters. Despite the potential to
use the mathematical models as a predictive tool for clinical scenarios, still a significant
amount of uncertainty remains due to the patient-specific nature of many of the input
parameters. For this reason, it is necessary to investigate the impact of parameter varia-
tion of the models. This parameter variation is done by means of a Bayesian parameter
sensitivity analysis.

Therefore, this thesis treats our insights in mathematical modelling on various bi-
ological phenomena, in particular, scar contraction and cell geometry evolution. Fur-
thermore, we developed multiple approaches to improve the accuracy of the numerical
approximations if the Dirac Delta distributions are utilized to accommodate for the dif-
ference between the cell size and size of domain of computation. Conclusions on each
part of this theses will be listed in subsequent subsections.

8.2. CONCLUSIONS ON PART I
Some agent-based models for the contraction of scars have been described in this part
of the thesis. The agent-based models consist of initial-boundary value problems for
the mechanical balance and material balances. Mechanical balances mimic the defor-

155



8

156 8. CONCLUSIONS AND DISCUSSIONS

mation of tissue as a result of pulling forces that are exerted by (myo)fibroblasts. Mass
balances mimic the level of growth factors over the tissue. These equations are coupled
nonlinearly and the force and source terms are characterized by Dirac Delta distribu-
tions. These Dirac distributions are used to account for the huge difference in order of
magnitude of the tissue domain and the size of the multiple cells. In Chapter 2, a qual-
itative model validation is presented on the basis of literature and educated guesses.
Furthermore, a Bayesian sensitivity analysis using Monte Carlo simulation techniques is
carried out to estimate the probability that particular scenarios regarding scar contrac-
tion take place. The results from the sensitivity analysis are beneficial to further opti-
mization of therapy.

In the sensitivity analysis in Chapter 2, we observed that a stronger immune sys-
tem will result into an "immune cells barrier" preventing fibroblasts entering the wound.
Provided that there is no difference in cell size regardless of the cell phenotype, one can
reduce the barrier by altering the size of the immune cells and/or increase the death
rate of the immune cells. Furthermore, as cells are in a fixed circular shape, it may im-
prove the model further by modifying the equilibrium shape of various phenotype of
cells. This effect may be caused by the fact that the considered scar region is extending
over micrometers only, which is relatively small, hence causing a very high cell number
density. It is questionable whether this "immune cells barrier" is biologically sound.

In Chapter 2, the permanent deformations (plasticity) of the extracellular matrix have
been simulated using a phenomenological model. In Chapter 3, this phenomenologi-
cal model for the extracellular matrix was replaced with a morphoelastic formulation.
The latter formulation describes the underlying physics more accurately, however, its
implementation is more complicated. It has turned out that the solution of the result-
ing partial differential equations in case of morphoelasticity take more CPU time than
the phenomenological approach. However, since the cell-based computations predom-
inantly determine the overall computation time, the eventual net difference in CPU time
is not significant. The numerical results show that both models can simulate the defor-
mation of the ECM taking place during the scar contraction. With proper selection of
parameter values, two approaches are numerically—at least qualitatively—consistent.
However, the two models differ in the prediction of the correlation between the degree
of scar contraction and the density of collagen.

8.3. CONCLUSIONS ON PART II
The agent-based models, based on Dirac Delta distributions, are used extensively in Part
I of this thesis and in various studies in literature. These Dirac distributions simulate
point sources in order to accommodate for the large difference in scales between cells
and computational domain. The disadvantage of the use of Dirac distributions is that
they cause singularities, at those points where they are acting, of the solution. Solu-
tions will not exist in the finite element spaces that we employ. This problem arises
in problems with higher dimensionality for both mass- and momentum balance equa-
tions. The advantage of this approach is that the cell-based method involves relatively
easy-to-measure parameters. For this reason, several alternative formulations have been
developed and compared to approaches with Dirac distributions. These alternative ap-
proaches are based on regularization of the Dirac distributions, as well as on more continuum-
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based approaches.
The final objective is to link the agent-based models to continuum-based models

through upscaling arguments. For this reason, several transitional models, such as the
’smoothed particle approach’, that are merely hybrid versions between full continuum-
based and agent-based models have been introduced. The transition between these
various approaches has been analyzed mathematically as well as computationally. In
Chapter 6, consistency between some of these approaches has been demonstrated.

8.4. CONCLUSIONS ON PART III
If one models the biological phenomena in the cellular scale, one should be aware that
the cell shape can have a significant impact on cellular events. In Part III, we developed a
phenomenological model that is able to model the morphology of the cell during migra-
tion. In the model, the cellular skeleton is maintained by a series of elastic springs con-
necting the mass center and the cell boundary. Furthermore, a morphoelasticity model
is used to quantify the impact of the traction forces on the cell geometry. The model can
simulate the processes like cell differentiation and cancer cell invasion. To validate the
model, we managed to reproduce important experimental results in [91] to some extent,
despite some uncertainties in the model. In summary, this model provides a basis that
can be expanded further to simulate more microscopic observations, such that it can
suggest the design of experiments.

8.5. DISCUSSIONS AND OUTLOOK
In this thesis, we firstly developed an agent-based model on skin contraction post wound-
ing. Provided that agent-based modelling tracks the cellular events and cell positions
precisely, the model is capable of visualizing the inflammation and proliferation phases
regarding important elements, and quantifying the cause of the occurrence of the scar
contraction. Furthermore, some important parameter values are adopted directly from
clinical and experimental data, which is beneficial to develop a more empirically based
model. Thanks to the flexibility of altering the parameter values, this model has the po-
tential to be extended as a simulation tool which is patient-characterized. Furthermore,
since the agent-based model treats each cell individually, various shapes of cells or even
deformable cells can be accounted for; similar extension holds for a more complicated
and irregular geometry of the scar.

To achieve the long-term goal of this scar contraction model as a simulation tool for
a large wound, it is necessary to transit the model from two dimensions to three dimen-
sions. From a mathematical point of view, it is not difficult to achieve that, which may
be done in future research. We note that an extension to three spatial coordinates not
only makes the numerical treatment of the partial differential equations more expensive,
such an extension also necessitates larger numbers of cells in the agent-based models.
The latter factor mostly determines the increase of computational cost.

The improvement of computational efficiency may be reached by the use of parallel
computing, such as the use of the Graphical Processing Unit (using CUDA). In particular,
the cell-based computations will benefit from such implementations. The implementa-
tion should be done in programming language like C++. In this research, the first steps
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in the direction of a C++ implementation has been made during the supervision of an
MSc-project. The resulting linear systems of algebraic equations from finite element
discretization have been solved using Krylov subspace methods. Such a computational
framework allows the simulation of larger, three-dimensional, domains with very many
cells.

The modeling framework contains very many input parameters and stochastic pro-
cesses (for cell division, cell death, cell migration etc.). Many of the input parameters
have not been measured or suffer from ill documentation. Besides this inconvenience,
a large number of input parameters are patient-specific, in the sense that they depend
on several characteristics of the patient, such as gender, race, pigmentation, age and
lifestyle. In this sense the current modeling framework is still unfeasible for use in clin-
ical settings. In order to make this model valuable, upscaling is an important step. Up-
scaling, which is the translation between small and large scales can be done in two
ways: (1) a functional analytic approach, in which one uses an averaging technique in
combination with a rigorous treatment of the set of point force problems to arrive at a
continuum-based formulation; (2) a statistical approach where one uses multiple sim-
ulations to predict what is happening on the smallest scales. The latter approach can
be accomplished by the use of machine learning. Furthermore, machine learning could
also be applied on larger domains so that the doctors obtain quick access to simulation
results. The latter option requires a large investment in the development of a compu-
tational framework in order to have reasonable training times for the machine learning
algorithms.

Next to this, the model may benefit from regression techniques (inverse modeling) in
order to match the model to (clinical) experiments. For this framework, which contains a
lot of uncertainty via random (cellular) processes, this will be a challenging task. In vitro
laboratory tests could also be helpful for the validation of parts of the current model.

The work in Part II develops several alternative approaches to the Dirac Delta dis-
tributions to model the point forces exerted by the cells. Given the numerical and an-
alytic consistency between the alternatives and the immersed boundary approach, one
can choose between them since they provide comparable results if the other parameter
values are kept the same. Based on the number of cells in the computational domain,
guidelines for the most convenient approach are given in Part 2 of this thesis. We, how-
ever, remark that the analysis has only been done for a simple elasticity model, and not
for the more complicated viscoelastic approach or the morphoelastic model that have
been used as well in this thesis.

Since the cell-based model requires relatively many computational resources com-
pared to the fully continuum-based approach, we have made the first attempts to up-
scaling between these modeling frameworks. The first results are based on a regular-
ization of the Dirac Delta distribution, and the subsequent Gaussian-inspired smoothed
particle approach. These first results show convergence between the finite element so-
lutions to these approaches under mild conditions between mesh size and ’particle size’.
The proof has been entirely completed for the one-dimensional case, and we suspect
that an extension to higher dimensionality is possible.

The cell deformation model that is used to simulate the evolution of the cell geom-
etry during cell migration does not yet include the Poisson effect. The reason for this is
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that the current implementation only treats the cell membrane (cell boundary) by de-
composition into boundary segments and boundary points. The boundary points are all
connected via springs (upon neglecting inertia) to the cell center. In a more advanced
setting, the boundary points are both connected to next-neighbors on the boundary
and to the cell center. In fact, this makes the model more complicated since one ef-
fectively obtains a partial differential equations-like structure over the cellular outer sur-
face. This will make the simulations more expensive, but also more realistic, so that both
curvature- and Poisson effects are incorporated in a more physical manner.
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