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Summary 
Glacial isostatic adjustment (GIA) is the phenomenon where the solid Earth responds to 
ice shelves that grow or shrink. As the weight of an ice shelf on the Earth reduces, the 
Earth rebounds in that location and gravity increases. This rebound process has an 
instant component, elastic rebound, but also a delayed component as the mantle material 
slowly flows to a new equilibrium position with timescale determined by the mantle 
viscosity. GIA affects both the vertical land motion (VLM) and therefore relative sea 
level (RSL). When predicting sea-level change in the near-future ice mass and sea level 
changes need to be monitored. However, measurements of current ice mass change are 
obscured by uplift and gravity changes due to GIA. With a large portion of the world 
population and economic activity located in coastal areas it is important to monitor sea-
level rise and therefore to understand the GIA contribution to sea level rise itself and 
measurements of the processes. 

To understand GIA, accurate models are required. Traditionally GIA models have 
assumed that Earth mantle parameters only vary with depth, these models are known as 
1D models. However, we know from seismic tomographic studies and surface geology 
that mantle parameters also vary with location, or laterally. In the last few decades GIA 
models have been developed that can adopt lateral variation in Earth parameters, so-
called 3D models. In this thesis we present a global 3D model that is based on the 
commercial finite element method (FEM) software package ABAQUS.  

A benefit of the ABAQUS based (or other FEM software, such as CITCOM) 3D model 
is that it allows for flexibility in the rheology type, for example, non-linear rheology can 
be used, in which effective viscosity depends on stress. Non-linear rheology is seen in 
laboratory experiments and will result in changes in viscosity over time for areas with 
rapid changes in glacial loads. Non-linear rheology can also cause the effective viscosity 
to change depending on the background stress present, and keeping the model global 
allows us to introduce long term GIA global background stress to local and short-term 
cases.  

By converting the seismic wave speed anomalies to viscosity anomalies, a 3D linear 
rheology can be created. In combination with a depth dependent background viscosity, 
a seismic model such as SMEAN2 can be converted to mantle viscosity maps. Non-
linear rheology based on olivine flow laws is also implemented in our 3D GIA model. 
A temperature profile of the mantle, as for example given in WINTERC-G, in 
combination with a flow law and material parameters grain size and the water content 
in the mantle is converted to diffusion and dislocation parameters. The effective 
viscosity of an element in the model depends on both of these parameters and the 
equivalent stress. Due to a specified high-resolution area that was created in the mesh, 
the model can achieve grid-size of 20-40 km for a designated study area. This is a stark 
improvement on other models based on ABAQUS that reached grid-sizes of 
approximately 55 km (Li et al., 2020; Zhong et al., 2022). In part due to a high-resolution 
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area that can be set for any area, the model has achieved greater flexibility. As such the 
model can be used for small study areas as well as large areas, something that previously 
required separate dedicated models. The mesh for the sea level and the FEM model are 
independent from one another, allowing for lower resolutions for either depending on 
the study case.  

The Amundsen Sea Embayment (ASE) is a relatively small region in West-Antarctica 
with sparse data coverage. The region is losing mass faster than almost any other region 
and shows large VLM due to ice sheet loss in the last century. In Barletta et al. (2018) a 
GIA estimate is found by fitting 1D model with varying upper mantle viscosities to the 
measured VLM. In this study we show that when estimating average mantle viscosities, 
a 1D model would suffice for the ASE as the effect of 3D rheology is too small and the 
data too scarce to distinguish the 3D model from a model with 1D viscosity. For the 
GIA signal itself however there is a notable difference between 1D and 3D models for 
the ASE, especially when the stress dependent non-linear rheology is used. Due to the 
higher stress due to rapid deglaciation in the last decades, the uplift at the point of rapid 
deglaciation is larger than previously considered. This would mean that the local ice 
mass loss obtained after correcting with 3D GIA models might also be larger than what 
is obtained after correcting with simpler GIA models. An important question when using 
non-linear rheology is not only how much stress from the process itself influences the 
process, but also background stresses. The fact that we used a global model means that 
we can incorporate the last glacial cycle and hence its background stress as it contributes 
to the recent relaxation in the ASE. This revealed that the uplift pattern as observed from 
the data could only be matched with low local viscosity or a strong non-linear effect. 
Using rheological parameters with a higher average viscosity and limited non-linear 
effect would result in an excess of background stress lingering in the upper mantle that 
would prevent any reproduction of the observed uplift. 

In contrast to the ASE, Europe is a large region with far more available VLM and RSL 
data. Europe also experiences GIA due to the deglaciation of Scandinavia and Northern 
Britain and meltwater filling the North Sea and Baltic Sea from glaciers and ice shelves 
from all over the world. Tomographic studies have identified a cold mantle underneath 
Eastern Europe and Eastern Scandinavia and warmer mantle underneath Britain and 
western Europe. This difference between the mantle in Eastern and Western Europe is 
not identified by 1D GIA models, as these models converge to mantle viscosities close 
to the global average of 0.5 1021 Pa·s. RSL data is available from all of Europe’s northern 
coastline and some offshore regions, and VLM data from Northern Europe. Using all 
this data, we investigated whether a distinct 3D signal can be observed in the combined 
dataset, and if individual regions would preference different rheology settings when 
evaluating them separately. The closest fit is obtained using the 1D model VM5a in 
combination with the ICE-6G ice history which is unsurprising as ICE-6G is created 
together with VM5a. Nonetheless the fit to data in eastern Scandinavia improved with 
3D models compared to VM5a. Moreover, when ice histories were used that were 
developed somewhat independently from 1D Earth models, we found that 3D models 
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did improve the overall fit to the data as well. In these best fitting models Britain and 
the North Sea area have upper mantle viscosities that are likely close to the global 
average of 0.5 1021 Pa·s (0.53 1021 Pa·s and 0.5 1021 Pa·s for the shallow and deeper 
upper mantle respectively), data in Scandinavia tended to favor higher viscosities (4.9 
1021 Pa·s and 1.3 1021 Pa·s for the shallow and deeper upper mantle respectively), which 
is in contrast to 1D models that did not find these differences in mantle viscosity between 
Eastern and Western Europe. Models with high average elastic (100-160 km) 
lithosphere thickness also fit Scandinavia well. Furthermore, while wet rheology seemed 
possible for the British Isles, it could be ruled out for Scandinavia, which is consistent 
with petrological findings from xenoliths.  

Aside from the studies performed in the context of this thesis, this thesis contributed to 
applications of the model in other studies as well. The North Sea area was more closely 
examined in a separate study. As part of this study, we utilized the flexible mesh to 
change the size and study area to a grid resolution of ~25 km, showing the flexibility of 
the mesh. We compared our model results with a 1D model and again affirmed that for 
the North Sea itself 3D rheology does not improve the fit to local RSL data. This in itself 
questions interpretation of seismic tomography-based findings, such as in WINTERC 
5.2 that have identified seismic wave speed anomalies and thus temperature anomalies 
underneath the North Sea. The modular nature allows for parts of the model to be used 
in other studies. The self-gravitation was implemented in a Python routine and used in 
a post-seismic study of Nield et al. (2022). Because of the versatility the model has been 
coupled to other physical process models. As such, the work in this thesis enabled first 
steps to be made to expand the model through collaboration to include polar wander and 
in a separate study to include mantle dynamics. The use of ABAQUS CAE provides for 
the RESTART option, which allows the problem to be solved incrementally so that polar 
wander can be calculated simultaneously with GIA. Additionally, a model was created 
that incorporated pre-stresses on a small scale using the high-resolution region (with a 
grid resolution of 25 km) of the model in this thesis. This model could be expanded to 
include mantle convection induced stresses when coupled with a mantle convection 
model, where smaller scale features such as plumes can be incorporated. The GIA model 
has been successfully coupled to an ice evolution model as well to investigate the 
cryosphere solid Earth interaction when non-linear rheology is included. Here the finer 
mesh for the sea level equation proved to be an advantage as the sea level equation and 
thus the grounding line of an ice shelf can be resolved to a higher degree than what the 
FEM model allowed. The grounding line must be calculated to a high degree of 
accuracy. In van Calcar et al. (2023) a resolution of 15-30 km was found to be the point 
where solutions sufficiently converged. In both cases this is far below the 55 km grid 
resolution, recent ABAQUS based FEM models were able to achieve.  

In conclusion, we have shown that the model in this thesis is a flexible model that can 
be tailored to different study areas as well as be expanded to include different physical 
processes, such as ice evolution or rotation dynamics. We have used this flexibility 
ourselves to focus on the ASE and Europe to investigate whether 3D rheology would 
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lead to different uplift and uplift patterns than 1D models and whether these differences 
can be detected in the observations. For both of these areas we concluded that 3D can 
make a difference and the 3D effect can neither be replicated by a single 1D model nor 
a combination of multiple 1D models, meaning that heterogeneity in the Earth’s mantle 
leads to unique GIA signature, more so than previously assumed. 

This means that the GIA dependent estimates such as current ice mass loss or future sea 
level rise might be less certain than previously thought. Non-linear rheology has shown 
to localize GIA more than estimated with 1D models. If such a model is used to correct 
ice mass losses, this leads to an underestimation of both ice mass loss over the last years 
as well as a slight underestimation of the mass component when forecasting sea level 
rise. For the ASE non-linear rheology based GIA estimates are to be taken into account, 
although increased GPS data acquisition the ASE and surrounding regions might be vital 
to more accurately determine the local rheology parameters in the mantle. For Europe a 
dry highly viscous mantle, devoid of non-linear effects, should be considered 
underneath Scandinavia, while a mantle viscosity closer to the global average, possibly 
with a non-linear component, should be considered for Western Europe 

We believe that improvements in both models as well as data acquisition are required to 
increase the accuracy of the GIA signal in the future. Ice histories based on 3D rheology 
are necessary to determine the 3D effect independently from 1D assumptions. Models 
with updated flow laws for non-linear rheology, compressibility and more calibrated 
methods to convert seismic wave speed to viscosity will improve the ability to model 
the actual structure, resulting in solutions with a higher accuracy and increased 
knowledge on the Earth’s mantle structure.  
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Samenvatting 
Postglaciale opheffing, Engels: Glacial isostatic adjustment (GIA), is het fenomeen 
waar de Aarde vervormt als gevolg van het ontstaan en verdwijnen van ijskappen. 
Wanneer het gewicht van een smeltende ijskap op de Aarde afneemt, veert de Aarde 
terug omhoog en neemt lokaal de zwaartekracht toe. Een deel van dit terugveren 
gebeurt direct, elastische terugvering, maar de terugvering bevat ook een vertraagde 
component as gevolg van mantelmateriaal dat langzaam stroom naar een nieuwe 
evenwichtspositie. De tijdschaal waarop dit gebeurt wordt bepaald door de viscositeit 
van de mantel. GIA heeft effect op de verticale grondbeweging, Engels: vertical land 
motion (VLM), en daardoor ook op de relatieve zeespiegel, Engels: relative sea level 
(RSL). Wanneer we zeespiegelstijgingen voor de nabije toekomst willen voorspellen 
moeten de huidige zeespiegelstijgingen en veranderingen in de ijskappen nauwlettend 
gemonitord worden. Echter, het meten van de huidige veranderingen in de ijskappen 
wordt bemoeilijkt doordat opvering en zwaartekrachtveranderingen als gevolg van 
GIA de werkelijke veranderingen van de ijsmassa verhullen. Gegeven dat een groot 
deel van de wereldbevolking en de globale economische nijverheid zich bevinden in 
kustgebieden is het van belang om de zeespiegelstijging in de gaten te houden. 
Daarom is het dus belangrijk de GIA-bijdrage en de metingen hiervan goed in kaart te 
brengen. 

Om GIA te begrijpen zijn nauwkeurige modellen nodig. Van oudsher is het 
gebruikelijk dat in GIA-modellen wordt aangenomen dat de mantelparameters alleen 
in de diepte richting veranderen, zogenaamde 1D modellen. Echter, we weten 
inmiddels dankzij seismische tomografie studies en geologie dat de mantelparameters 
ook van de locatie afhangen, ook wel laterale verschillen genoemd. In de laatste paar 
decennia zijn er ook GIA-modellen ontwikkeld waarin laterale verschillen in 
mantelparameters zijn geïmplementeerd, zogenaamde 3D modellen. In deze dissertatie 
presenteren we een globaal 3D model dat gebaseerd is op het commerciële 
softwarepakket ABAQUS, een eindige elementen methode, Engels: finite element 
method (FEM).  

Een voordeel van op ABAQUS (of andere FEM-programma’s, zoals CITCOM) 
gebaseerde 3D modellen is dat ze een flexibiliteit verschaffen wat betreft de gekozen 
reologie. Hierdoor kan niet-lineaire reologie gebruikt worden, waarbij de effectieve 
viscositeit afhangt van de spanning. Niet-lineaire reologie is aangetoond in 
laboratoriumexperimenten en zal als gevolg hebben dat in gebieden waar er 
plotselinge grote veranderingen in de ijslading plaats vinden, de effectieve viscositeit 
zal variëren over de tijd. Niet-lineaire reologie kan ook zorgen voor veranderingen in 
effectieve viscositeit afhankelijk van achtergrondspanning in de mantel. Omdat het 
model globaal is, zijn we hierdoor ook in staat globale spanningen te introduceren als 
gevolg van lange termijn GIA voor lokale korte termijn GIA-situaties.  
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Wanneer we anomalieën in de seismische golfsnelheid omzetten naar anomalieën in 
viscositeit zijn we in staat een 3D lineaire reologie te construeren. In combinatie met 
een achtergrond viscositeit kunnen seismisch modellen zoals SMEAN2 omgezet 
worden naar een 3D mantel viscositeit. Niet-lineaire reologie gebaseerde 
stromingswetten vastgesteld voor olivijn, zijn geïmplementeerd in ons 3D GIA-model. 
Een temperatuur profiel zoals bijvoorbeeld gegeven wordt in WINTERC-G, in 
combinatie met een stromingswet en de materiaalparameters korrelgrootte en 
hoeveelheid water in de mantel, worden omgezet in diffusie- en dislocatieparameters. 
De effectieve viscositeit in een element in het model hangt af van deze beide 
parameters en de equivalente spanning. Door middel van een gespecificeerd hoge 
resolutie gebied in de mesh van het model, kan het model lokaal een gridgrootte van 
20 km bereiken voor specifieke onderzoeksgebieden. Dit is een sterke verbetering ten 
opzichte van andere op ABAQUS gebaseerde modellen die gridgroottes van 55 km 
haalden (Li et al., 2020; Zhong et al., 2022). Mede dankzij het hoge resolutie gebied 
dat toegepast kan worden op ieder gebied, heeft het model een grotere mate van 
flexibiliteit gekregen. Zodoende kan het model zowel gebruikt worden voor kleine 
gebieden evenals grote gebieden, iets wat voorheen aparte gespecialiseerde modellen 
vereiste. De mesh voor het zeeniveau en het FEM-model zelf zijn onafhankelijk van 
elkaar, waardoor beide in resolutie verlaagd zouden kunnen worden mocht dat in een 
specifiek geval beter passen. 

De Amundsenbaai, Engels: Amundsen Sea Embayment (ASE), is een relatief kleine 
regio in West-Antarctica met een beperkt aantal metingen. De regio verliest massa in 
een tempo dat bijna ongeëvenaard wordt door welke andere regio dan ook en ervaart 
grote verticale grondbeweging als gevolg van de ijskappen die daar gedurende de 
laatste eeuw zijn geslonken. In Barletta et al. (2018) wordt een GIA-schatting op basis 
van de gemeten verticale grondbeweging gegeven door middel van het variëren van de 
bovenmantel in een 1D model. In ons onderzoek tonen we aan dat een 1D model 
volstaat voor de ASE omdat het effect van 3D reologie te klein is om in de beperkte 
dataset significant te onderscheiden van een model met 1D viscositeit. In het 
gemodelleerde GIA-signaal zelf is echter een duidelijk verschil te zien tussen 1D en 
3D modellen in de ASE, zeker wanneer spanningsafhankelijke niet-lineaire reologie 
wordt gebruikt.  Vanwege de verhoogde spanning, die het gevolg is van het snelle 
verdwijnen van de ijskappen in de laatste decenia, zal de verticale grondbeweging op 
het punt waar het meeste ijs is verdwenen een stuk hoger zijn dan tot nu toe wordt 
aangenomen. Dit betekent dat het lokale ijsmassaverlies dat overblijft na een GIA-
correctie op basis van 3D modellen groter is dan wanneer we de correctie toepassen op 
basis van simpelere GIA-modellen. Een belangrijke vraag wanneer je niet-lineaire 
reologie toepast is niet alleen hoeveel spanning van het proces zelf effect heeft maar 
ook hoe de achtergrondspanning effect heeft op het proces. Het feit dat we een globaal 
model gebruiken betekent dat we de laatste glaciale cyclus in het model kunnen 
toevoegen en dus ook de achtergrondspanning die daaruit voortkomt en hoe deze 
bijdraagt aan de recente terugvering in de ASE. Dit heeft aangetoond dat de 
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terugveringspatronen die we in de data zien alleen reproduceerbaar zijn met lokale 
lage viscositeit of een sterk niet-lineair effect. Wanneer we reologieparameters zouden 
gebruiken met een gemiddeld hogere viscositeit en beperkte niet-lineaire effecten zou 
een overmaat aan in de mantel aanwezige achtergrondspanning het reproduceren van 
de geobserveerde opveringspatronen voorkomen.   

In tegenstelling tot de ASE, is Europe een veel groter gebied veel meer beschikbare 
VLM- en RSL-data. Europa ondervindt ook GIA als gevolg van de verdwenen 
ijskappen in Scandinavië en het noorden van Groot-Brittannië. Verder vult smeltwater 
van ijskappen en gletsjers over de hele wereld de Noordzee en Baltische Zee. 
Tomografische studies hebben geïdentificeerd dat er een koude mantel aanwezig is 
onder Oost-Europa en Oost-Scandinavië en een warmere mantel onder Groot-
Brittannië en West-Europa. Dit verschil tussen de mantel in Oost- en West-Europa 
komt echter niet naar voren in 1D GIA-studies. GIA-studies over Europa vinden een 
viscositeit van ongeveer het globale gemiddelde van 0.5 1021 Pa·s. Voor de gehele 
Europese Noordkust en zelfs gebieden in de Noordzee is er RSL-data beschikbaar, en 
VLM-data is beschikbaar voor een groot deel van Noord-Europa. Gebruikmakend van 
al deze data onderzochten we of we een duidelijk signaal van 3D reologie konden 
ontdekken in de gecombineerde dataset, en of individuele regio’s voorkeuren zouden 
laten zien voor verschillende reologieparameters wanneer we ze afzonderlijk 
evalueren. De beste overeenkomst met de data is gevonden door gebruik te maken van 
het 1D model VM5a in combinatie met de ICE-6G ijshistorie, wat op zich niet 
verrassend is omdat de ijshistorie ICE-6G is gecreëerd in combinatie met VM5a. 
Desalniettemin blijkt dat de fit ten opzichte van de data verbetert in Oost-Scandinavië 
als 3D modellen gebruikt worden in plaats van VM5a. Bovendien, wanneer ijshistories 
gebruikt worden die onafhankelijk van VM5a zijn ontwikkeld, zien we dat 3D 
modellen een algehele verbetering in de fit laten zien. In de best-fittende modellen 
vinden we voor het Noordzeegebied en Groot-Brittannië een viscositeit dicht bij het 
globale gemiddelde van 0.5 1021 Pa·s (0.53 1021 Pa·s en 0.50 1021 Pa·s voor de 
ondiepe en diepere bovenmantel respectievelijk), maar dat de data in Scandinavië een 
voorkeur toont voor hogere viscositeiten (4.9 1021 Pa·s en 1.3 1021 Pa·s voor de 
ondiepe en diepere bovenmantel respectievelijk). Dit staat haaks op bevindingen van 
1D modellen die tussen Groot-Brittannië en Scandinavië geen verschillen vinden. 
Modellen met een hoge gemiddelde elastische lithosfeer dikte (100-160 km) passen 
ook goed voor Scandinavië. Verder blijkt dat natte reologie mogelijk is voor Groot-
Brittannië maar kan worden uitgesloten voor Scandinavië, wat consistent is met 
petrologische bevindingen op basis van xenolieten.  

Buiten de studies die gedaan zijn in de context van deze dissertatie, heeft het werk uit 
deze dissertatie ook een belangrijke bijdrage kunnen leveren aan andere studies. Het 
Noordzeegebied is specifieke onderzocht in een aparte studie bijvoorbeeld. As 
onderdeel van deze studie hebben we de flexibele mesh veranderd zodat het een grid-
grootte had van ~25 km over het Noordzeegebied. Dit onderstreept nogmaals de 
flexibiliteit die de huidige mesh-opzet biedt. We vergeleken onze modelresultaten met 
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de resultaten van 1D modellen en bevestigen nogmaals dat voor het Noordzeegebied 
zelf, 3D reologie de fit ten opzichte van RSL-data niet verbeterd. Dit op zichzelf roept 
vragen op over de interpretatie van seismische tomografie, zoals in WINTERC 5.2, 
die anomalieën in seismische golfsnelheden onder de Noordzee interpreteren als 
temperatuurverschillen. Het modulaire karakter van het model zorgt ervoor dat 
onderdelen gebruikt kunnen worden in andere studies. De zelfgravitatie is in een 
PYTHON routine gebouwd die vervolgens ook gebruikt is in Nield et al. (2022). 
Vanwege de veelzijdigheid, is het model ook gekoppeld aan andere fysieke 
processen. In die context heeft het werk in deze dissertatie geleidt tot de eerste 
stappen van het uitbreiden van het model in samenwerkingsverband om poolvlucht en 
manteldynamica er in aparte onderzoeken in te voegen. Omdat ABAQUS CAE wordt 
gebruik, kan gebruik gemaakt worden van de RESTART optie, die er voor zorgt dat 
het probleem stap voor stap opgelost kan worden zodat het oplossen van de 
poolbeweging gelijktijdig met het oplossen voor GIA kan gebeuren. Er is ook een 
model ontwikkeld waar de voorspanningen in een kleine regio ingevoerd kunnen 
worden dankzij het hoge resolutie gebied (grid-grootte van 25 km) dat voor het model 
in deze dissertatie is ontwikkeld. Dit model kan uitgebreid worden zodat spanning die 
door mantelconvectie ontstaan ingevoegd kan worden. Het gevolg is dat het model uit 
deze dissertatie dan gekoppeld zou kunnen worden met een mantelconvectie model 
zodat kleinere mantelkenmerken zoals pluimen toegevoegd kunnen worden. Het GIA-
model is inmiddels ook al succesvol gekoppeld aan een ijsevolutie model om de 
interactie te onderzoeken tussen aardmechnica en de cryosfeer als niet-lineaire 
reologie wordt gebruikt. In dit geval is de fijnere mesh voor de zeeniveau vergelijking 
een voordeel omdat het zeeniveau en dus de aardingslijn van een ijskap met een 
hogere resolutie gevonden lan worden dan wat met het FEM-model zou kunnen. De 
aardingslijn moet met een hoge mate van precisie berekend worden. In van Calcar et 
al. (2023) wordt aangegeven dat een resolutie van 15-30 km goed genoeg zou moeten 
zijn om een oplossing te vinden die in voldoende mate geconvergeerd is. In beide 
gevallen zou een resolutie van ~55 km, zoals bij eerdere ABAQUS gebaseerde FEM-
modellen het geval is, te kort schieten.  

We kunnen concluderen dat het model in deze dissertatie een flexibel model is dat 
aangepast kan worden voor verschillende onderzoeksgebieden en uitgebreid kan 
worden om verschillende fysieke processen mee te nemen, zoals ijsevolutie of 
rotatiedynamica. We hebben zelf deze flexibiliteit gebruikt om ons te focussen op 
zowel de ASE als Europa om te onderzoeken of 3D reologie leidt tot andere 
landbewegingen en opveringspatronen ten opzichte van 1D modellen en of we deze 
verschillen kunnen waarnemen in de data. Voor beide gebieden kunnen we 
concluderen dat 3D een duidelijk verschil kan maken en dat het 3D effect niet met 
een enkel 1D model of een combinatie van 1D modellen kan worden nagebootst. Dit 
betekent dat de heterogeniteit in de mantel van de Aarde leidt tot een uniek GIA-
signaal, meer nog dan eerder werd aangenomen. 
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Dit betekent dat op GIA gebaseerde schattingen zoals het hedendaagse ijsmassa 
verlies of de toekomstige zeespiegelstijging wellicht minder zeker zijn dan eerder 
aangenomen. Voor niet-lineaire reologie is aangetoond dat het GIA meer lokaliseert 
dan 1D-model gebaseerde schattingen laten zien. Als zo’n 1D model gebuikt wordt 
om het ijsverlies te corrigeren leidt dit tot een onderschatting van zowel het verlies in 
ijsmassa van de afgelopen jaren en een kleine onderschatting van de massacomponent 
in voorspelingen van de zeespiegelstijging. Voor de ASE moet niet-lineaire reologie 
gebaseerde GIA-schattingen meegenomen worden, alhoewel een toename aan GPS-
metingen in de ASE en aangrenzende gebieden nodig is om de lokale 
mantelparameters met een hogere precisie te kunnen bepalen. Voor Europa moet een 
droge en hoog viskeuze mantel gebruikt worden onder Scandinavië terwijl een mantel 
met een viscositeit dichtbij het mondiaal gemiddelde, mogelijk met een niet-lineaire 
component, gebruikt moet worden voor West-Europa. 

Wij zijn van mening dat verbeteringen in zowel modellen als datavergaring nodig zijn 
om de precisie van het GIA-signaal in de toekomst te kunnen verbeteren. IJshistories 
gebaseerd op 3D reologie zijn nodig om het 3D effect onafhankelijk van 1D 
aannames te kunnen vaststellen. Modellen met geüpdatete stromingswetten voor niet-
lineaire reologie, compressibiliteit en beter gekalibreerde methodes om seismische 
golf anomalieën om te zetten naar viscositeit zullen zorgen dat de daadwerkelijke 
aardstructuren beter gemodelleerd kunnen worden. Het gevolg zal zijn dat we GIA-
oplossingen vinden met een hogere precisie en we meer te weten zullen komen over 
de opmaak van de mantel van de Aarde. 
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Introduction 
In the early 1700’s the Swedish government was faced with complaints from fish 
communities on the Baltic Sea shore that they had to keep moving their docks every few 
years. The fishing communities believed the water level in the Baltic Sea was dropping 
(Ekman, 2016). The Swedish government tasked the renowned scientist Anders Celsius 
to investigate the phenomenon. Celsius went around the shores of the Baltic Sea 
inquiring about the flat stones that seals could be seen resting on just above the waves 
and asked when the seals moved to new stones. From this, Celius deduced that the sea 
level in the Baltic must be dropping at a rate of 1.4 cm/y. To later validate these findings, 
Celsius marked a stone in Lövgrund at the height of the current sea level in 1731. It later 
turned out that Celsius’ estimation was only a bit off; we now know the Baltic Sea level 
drop near the Celsius stone is about 1 cm/y.  

We now understand what caused the apparent sea level drop that Celsius observed. 
When the ice cap in Scandinavia receded, the local force on the Earth’s crust and mantle 
was removed and the pressure inside the Earth around the ice-covered region pushed 
mantle material back underneath the location of the receded ice cap. This causes local 
land uplift and is called glacial isostatic uplift (GIA). As water will simply flow away 
when land is elevated, the sea level of the Baltic Sea effectively dropped as observed by 
Celsius.  Thus, GIA causes sea level change because the land moves up or down. 
However, GIA also affects sea level because it induces changes in the gravitational field. 
The movement of mantle mass changes the Earth’s gravitational field and with it the 
geoid, the gravitational equipotential surface that the Earth’s oceans surface would 
conform to in the absence of other forces such as tides and winds. The difference 
between this surface and local bathymetry is the ocean depth, and changes to that depth 
compared to present day ocean depth what is known as relative sea level (RSL).   

Coastal towns and cities in Europe and in the rest of the world are still threatened by 
changing sea levels. With 600 million people living in these areas (Nicholls & Cazenave, 
2010) policy makers and engineers need to know how much the sea level change will 
be. The vertical land motion and in particular the GIA contribution to sea level to it is 
significant in many parts of the world. The GIA effect is not as straightforward as when 
land simply moves up where ice was located. Around the deflected crust a bulge of 
pushed away mantle material will form. This forebulge will start to collapse when 
deglaciation occurs. At the same time rising sea levels will increase pressure on the 
crust, especially on locations where the coastlines have shifted due to sea level rise. 

Celsius’ investigation was arguably the first time there had been a scientific inquiry into 
rising sea level. Today sea level is measured at many locations in the world. One of the 
ways to measure sea level changes during history is through archeological 
measurements. By dating marine fossils, a range for the sea level height at a specific 
time can be constructed (Muhs et al., 2014; Thompson et al., 2011; Ward et al., 2006). 
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Measurements that form upper or lower limits to the sea level are called limiting data, 
while data specifying the height itself are sea level indicator points (SLIPS).  

Another way to measure sea level changes, albeit over shorter temporal range, is through 
tide gauges. They typically record water pressure, which can then be converted into RSL 
measurements. Although tide gauge data lacks the temporal range that a set of SLIPS 
can provide, they are relatively accurate. These measurements are crucial for 
understanding global sea level rise and its impact on coastal regions. While the data can 
be used to constrain GIA models (Davis et al., 1999) it is typically also used the other 
way around when monitoring climate change induced sea level rise. In these cases, GIA 
models are a vital tool to correct for the GIA effect in the tidal gauge data (Davis & 
Mitrovica, 1996; Spada & Galassi, 2012).  

With the introduction of space-based measurements, sea level changes could be 
measured even more accurately. Radar and laser altimetry were introduced to measure 
the height of the sea surface using satellites. The TOPEX/Poseidon satellite, launched 
in 1992, was the first satellite dedicated to sea level altimetry and could measure sea 
level with the accuracy of a decimeter (Fu et al., 1994). Nowadays this accuracy has 
improved to the centimeter level with new technology and increased amounts of data 
collected (Escudier et al., 2017; Legeais et al., 2018).  

In addition to space-based sea level altimetry, vertical land motion (VLM) could also be 
directly measured through geodetic leveling and Global Positioning System (GPS) 
stations, with their accuracies of about 0.5 mm/y depending on the region and the length 
of the time series (e.g. Texas 0.6 mm/y (Qiao et al., 2023), Scandinavia <0.4 mm/y 
(Kierulf et al., 2021)). Although measurement techniques have evolved greatly from the 
days of Celsius each technique still has its drawbacks. Satellite altimetry is expensive 
and has reduced coverage near the poles, which are important areas for GIA. 
Measurements on GIA through GPS stations and tide gauges are not available 
everywhere and sometimes the GIA signal is not as dominant in vertical motion as in 
the Baltic Sea. This means numerical models are used to correct for and to predict the 
GIA contribution to sea level change.  

Not only do the different measurement techniques have their own advantages and 
disadvantages, but for the data, both RSL and VLM data sets, the same holds true. RSL 
measurements can only be taken near shores and in shallow seas, while GPS stations 
have to be installed on bedrock on land. This means that spatial coverage of both types 
of data can complement each other. Furthermore, they are in essence two different types 
of observations as GPS measures the motion of the bedrock, whereas SLIPS form a 
historical record of the height of the sea level. For this reason, SLIPS have an uncertainty 
in both the time dimension and height dimension. The downside of GPS measurements 
is that the record of most GPS points is not more than several decades, which basically 
means that it is snapshot of velocity on a GIA time scale, compared to RSL records 
which cover a substantial part of the deglaciation. Additionally, vertical land motion 
(VLM) can be caused by more processes than just GIA, such as tectonic movement or 
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local compaction making it often more complicated to filter out the GIA effect from the 
data.   

GIA is also essential to establish historical ice mass change as the ice mass is the driving 
factor for the process to begin with. Uplift and sea level change depend on the interior 
properties of the Earth and the deglaciation history. If the Earth model can be estimated 
through means of e.g. tomography, the ice can be estimated such that it fits the observed 
uplift and sea level changes. In reality, the viscosity of Earth models is also often 
reconstructed using GIA, making finding an ice history and an Earth model an iterative 
process where both the ice history and Earth models are tailored to one another (e.g. 
Peltier et al., 2015). Ice models, on the other hand, are often also constructed with more 
data than just the GIA signal. Geological evidence on landforms, lake forms and 
dispersed glacier rocks are often used to estimate the extent of the ice sheet at different 
points in time (e.g. Clark et al., 2018). Instead of a purely data driven reconstruction, an 
ice history can also be constructed using ice evolution models on top of available data. 
Ice evolution models incorporate climate effects and ice dynamics to simulate ice 
growth and decline (De Boer et al., 2014). GIA models can be used as a constraint for 
both ice evolution models as well as empirical ice sheet reconstructions, as GIA can be 
used to determine the ice thickness at every location (e.g. Patton et al., 2017).  

However, GIA is also invaluable to determine current ice mass loss. In this context GIA 
models are used to correct satellite measurements of mass changes by the satellite 
gravimetry measurement missions: GRACE and GRACE FO. In some regions, where 
GIA is the dominant signal, models can be constrained by time-variable satellite gravity 
data such as North America (Tamisiea et al., 2007; van der Wal et al., 2008) and 
Scandinavia (Steffen et al., 2008). In other regions GIA is a significant signal, that 
obscures the climate change signal from melting ice sheets such as in Antarctica and 
Greenland (Velicogna et al., 2014; Velicogna & Wahr, 2013).  

Static gravity anomalies are local changes in gravity with respect to the gravity field of 
an ellipsoid. Their interpretation is more ambiguous than time-variable gravity as they 
contain contributions from the crustal and mantle structure, dynamic topography as well 
as GIA because the Earth’s surface and deeper layers are still deflected. Here, 
interpretation of the gravity anomalies could benefit from more accurate GIA models to 
disentangle different contributions and answer questions on the support for observed 
high topography (e.g. in Scandinavia (Root et al., 2015), North America (Lambert et al., 
2006), and the Transantarctic Mountains (Haeger & Kaban, 2019)).  

Thus, we see that in some cases GIA is a source of signal noise that obscures the signal 
of interest, such as ice mass and sea level changes, or in finding the contribution of the 
mantle to topography. Therefore, GIA models are used to remove the GIA contribution. 
This thesis aims to add to the field of GIA studies Celsius started by establishing the 
GIA contributions in the Amundsen Sea Embayment (ASE), in Antarctica, and Europe. 
While traditionally GIA models only assume radial variation, many of the applications 
of prediction GIA models are in areas of considerable lateral variation in Earth structure 
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(West-Antarctica, Alaska, Scandinavia, European Alps). In this thesis we focus on 
creating a model that can model GIA with 3D variation in Earth parameters and has a 
multipurpose nature in terms of applications as well as study area. 

The next section reviews the development of GIA models that can deal with variation 
in Earth structure.  

1.1 Development of 3D GIA Models 
Classically, in GIA models the Earth was considered to have a layered structure, with 
parameters only varying from one model layer to another and not in lateral direction 
(Peltier & Andrews, 1976). These models, where there is only 1 dimension in which the 
Earth parameters can vary, are henceforth referred to as 1D models.  This is a 
simplification of reality as Earth’s structural parameters vary not only in depth but also 
in lateral direction. However, this simplification was needed early in GIA model 
development as 3D models are complex and computationally expensive beyond what 
was possible before the 1980’s. In reality, we know for example that areas with older 
continental crust or mountains typically have a thick cold lithosphere, whereas oceanic 
lithosphere is thinner and warmer.  

3D anomalies in the mantle have been confirmed by seismic tomography studies (Celli 
et al., 2021; Debayle et al., 2016; Fichtner et al., 2018; French et al., 2013; Schaeffer & 
Lebedev, 2013). Seismic wave speed propagation is sensitive to density differences. 
These density differences can occur due to differences in temperature which translate 
into viscosity differences.  

Density anomalies in the mantle are also seen with gravity measurements. Although 
observations of the gravity field are insensitive to density anomalies in radial direction 
for large wavelength features in lateral direction there is a high correlation between the 
indicated locations of density anomalies for both data sets (Root, 2020).  

An additional downside of using gravity observations in GIA areas is that GIA itself 
influences gravitational observations and must be removed from the signal first. Gravity 
and seismic observations can be combined to create a model of the mantle with smaller 
wavelength features than are present in just tomographic models (Root, 2020). Some 
models that are based on inverting these data with additional data, like heat flux data, in 
geophysical and petrological consistent manner are models like the global model 
WINTERC-G (Fullea et al., 2021) and the GOCE+ model for Antarctica (Pappa et al., 
2019). 

With the advent of computing power, the assumption of homogenous Earth parameters 
for each depth could be dropped by using numerical models. The first models in which 
Earth parameters could be varied for all 3 dimensions, so called 3D models, were 
presented in the 1980’s. The models utilized the finite element method (FEM) (e.g. 
Sabadini et al., 1986). The FEM is in its origins an engineering tool, in which a structure 
is modelled by a finite number of elements that can each have their own material 
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properties. The first FE models were flat Earth models, because of computational 
limitations (Kaufmann et al., 1997; Kaufmann & Lambeck, 2000). More realistic 
spherical 3D models were first proposed in the early 2000’s (e.g. Wu, 2002; Zhong et 
al., 2003).  

Not only did the models account for lateral variations, but the modelled physics 
simulating the GIA became more realistic. Most models used Maxwell rheology to 
model GIA (Kaufmann et al., 1997), an approach where the response of the system is 
conceptually modelled as that of a spring and a damper in series, where the spring 
simulates the elastic and the damper Newtonian viscous deformation GIA (see, section 
2.4). More complicated transient rheology, like Burger rheology was initially dismissed 
as over complicated and of little impact on GIA, especially concerning the upper mantle 
viscosity (Mitrovica & Forte, 1998; Yuen et al., 1986). As the sophistication of both 
models and data sets progressed, more studies have challenged this notion (Boughanemi 
& Mémin, 2024; Lau, 2023; Simon et al., 2022), stating that simulation of regions with 
rapid changes in loading can be improved by applying transient rheology. 

Mantle viscosity can be modelled using so-called flow laws. Flows laws originated from 
laboratory experiments (Hirth & Kohlstedt, 2003) on mantle rocks bring more complex 
rheology theory into the model. These flow laws are not perfect representations of 
mantle deformation as the laboratory experiments are not performed over the timescale 
over which these processes normally take place. Simulating the molecular level creep 
processes of diffusion and dislocation through flow laws allowed for non-linear 
rheology to be implemented in 3D models (Barnhoorn et al., 2011). In non-linear 
rheology stress, e.g. from deglaciation, can influence the effective viscosity (see, section 
2.4) creating dependence of the rheology on the ice history which can influence the 
inference of ice thickness (van der Wal et al., 2010). Another source for high stresses in 
the mantle is from mantle dynamics. Locations such as Iceland are stressed by the mantle 
plume underneath it, which adds an extra ~25 MPa of stress to the mantle (Schiffer & 
Nielsen, 2016). Non-linear rheology is also dependent on the dominant creep mode in 
the mantle (See, section 2.4), which is influenced by temperature, pressure and mantle 
composition. As such it is important for regions where stresses are expected to be high 
because of rapid deglaciation or sudden ocean loading as well as regions with mantle 
compositions that support dislocation creep (e.g. oceanic lithosphere). 

Increase in computation power did not only mean more sophisticated rheology could be 
incorporated but also that larger models in general could be handled. For example, in 
Kaufmann et al. (1997) and Kaufmann & Lambeck (2000) the model consisted of 600 
elements, while current models can consist of about two hundred thousand elements 
(Blank et al., 2021; Huang et al., 2023). A higher number of elements in a model allows 
for the modelling of smaller features, and therefore, in general, the model accuracy and 
number of applications will increase. 

While global 3D FEM based models with a resolution of ~200 km can be used to study 
the effect of large ice sheets and continental scale dichotomies in mantle structure, like 
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between East- and West-Antarctica, the low resolution of the models has hampered the 
study of GIA effects on smaller scale ice sheets or smaller scale differences in the Earth 
model. For ice caps that are only a few hundred kilometers across, like sets of glaciers, 
as found in Iceland or the European Alps (as shown in Figure 1.1a), a resolution of 110 
km would mean that the entire ice cap is modelled with less than 10 pixels. The problem 
is exacerbated in these regions by the fact that important GIA features like the forebulge 
have a width an order of magnitude smaller (~100 km for Northern Europe, Blank et al., 
TBP) than the width of the ice cap. As such, the deflection cannot be accurately 
modelled with elements that are the same size as these features as a single element 
cannot model a bulge (see Section 3.5.2), regardless of how accurately the ice cap would 
have been discretized. A similar argument can also be made for other surface features 
such as complex coastlines that determine sea level induced loads on the model, as are 
found in Europe with the English Channel and Baltic Sea. But also, for features 
underneath the surface, such as possible small mantle anomalies, as is the case with part 
of the Iceland hotspot migration trajectory under Greenland (As shown in Figure 1.1b) 
and the hotspot itself in Iceland. For most of these features, grid-sizes that are in the 
order of 50-25 km would likely better capture these features. The challenge is to have a 
model with high resolution with small enough computation time to be able to explore a 
wide parameter range. 

 

Figure 1.1: Examples of it GIA features in different regions that measure only a few hundred kilometers 
in size. In panel a) we can observe the extent (blue area) of the Alpine ice sheet during LGM (figure 
taken from Seguinot et al., 2018). In panel b) the viscosity is shown based on seismic anomalies for the 
lithosphere under Greenland at a depth of 180 km (figure taken from Mordret, 2018).  

In this thesis we use a model based on the methodology of Wu, (2004) which couples a 
commercial FEM package ABAQUS to a method to solve the effect of deflection on the 
gravitational field (by finding a solution for the Laplace equation on a self-gravitating 
Earth). Subsequent applications of this method utilize an element size with surfaces of 
2° by 2° (~220 by 220 km) (Wang and Wu 2006; van der Wal et al., 2015;Kierulf et al., 
2014). More recent models managed to reduce the element size to about 55 by 55 km 
(Li et al., 2020; Zhong et al., 2022). The FEM is not the only approach to compute 3D 
GIA. Spectral finite element method (SFEM) based models, which use spherical 
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harmonic basis functions (see Section 2.2), have a comparable resolution as FEM based 
models, e.g. the VILMA model has a gird size of 120 km (Bagge et al., 2021; Klemann 
et al., 2008). The Finite volume method (FVM) has also been used to develop 3D GIA 
models (Latychev et al., 2005). The main difference between FVM and FEM is that for 
the FVM method volumes are defined for which fluxes are computed, making it a 
capable tool when modelling flow as it is conservative for every volume and thus the 
entire system in contrast to FEM. It also does not require a structured mesh. FVM, 
however, lacks the accuracy for structural stress analysis that FEM can provide. 
Latychev et al., (2005) were at the time already able to implement a model with an 
average grid-size of 60 km size, with recent versions managing to adopt elements of up 
to ~4 by 4 km for the local region of interest (Peak et al., 2022). However, as the FVM 
struggles more with local stresses than a FEM model these models do not use non-linear 
rheology and thus a FEM model is still preferred in areas where non-linear rheology is 
studied. 

1.2 Applications of 3D GIA models 
Improvements in computation time allowed 3D models to be used in different regions. 
Multiple studies demonstrate that including 3D rheology can yield significant 
differences in local uplift (Gomez et al., 2018; Kierulf et al., 2014; Nield et al., 2018; 
van Der Wal et al., 2013; van der Wal et al., 2015). Furthermore, it has become clear 
that 3D GIA can influence the corrections of tide gauge data to a significant level, while 
at the same time still falling short of providing a significant improvement (Davis et al., 
2008). 

Although 3D models can better represent the 3D variations that are thought to exist in 
the real Earth, these models did not show an unambiguous improvement compared to 
1D models when they are compared to RSL data or VLM data. Studies for North 
America (Kuchar et al., 2019; Yousefi et al., 2021), Europe (Kierulf et al., 2014; Steffen 
et al., 2006) or Antarctica (Powell et al., 2022) showed mixed results in terms of 
improving the model fit to observations when including 3D variations. Both Powell et 
al. (2022) and  Kuchar et al. (2019) argued that 3D models could improve the fit to data 
in respectively West-Antarctica and the Eastern US. In Kierulf et al. (2014) it was found 
that 1D rheology outperformed the 3D rheology in terms of the model fit to the data, 
although locally in Scandinavia the 3D model did lead to a lower misfit. In Yousefi et 
al. (2021)  no improvement of the model fit to the RSL was found when applying 3D 
rheology. Part of the reason for the mixed success when implementing 3D rheology is 
that ice histories used in the modelling are being based on 1D models, such as ICE-6G 
(Peltier et al., 2015) and earlier versions of this ice loading history. Additionally, there 
can be large uncertainty in the Earth models used in the 3D GIA models as they can 
contain many parameters. The parameter space that is explored with 3D models is small 
compared to that explored with 1D models. Most 3D models use the 3D structure on 
observations of variations in seismic wave speed which is not linked uniquely to 
properties such as viscosity. 



 Chapter 1: Introduction 
 

 

9 
 

All these downsides have led to 3D models often only given marginal and local 
improvements compared to 1D models (Steffen et al., 2006). This means that there is a 
need for a 3D GIA model that offers improved accuracy compared to 1D models. This 
requires both increased resolution as well as a capability to simulate new flow laws and 
explore parameter space. This is the motivation for the research in this thesis. We focus 
on two regions where improvements from 3D model are both useful and expected. The 
first is Antarctica, as it boasts some of the highest contemporary deglaciation, especially 
in the ASE. Mass loss data obtained through satellite gravimetry like the GRACE 
mission has been essential in monitoring the year-on-year deglaciation accurately. As 
mentioned earlier, the most important correction for this data is the GIA correction, 
making accurate models of the area vital. At the same time Antarctica boasts very large 
differences in mantle structure between regions on the continent (Ivins et al., 2023). 
West-Antarctica has a thinner and warmer, relatively young, lithosphere and East-
Antarctica consists of old and cold cratonic lithosphere. Within West-Antarctica there 
are regions that are seismically active and have a warmer and presumably less viscous 
upper mantle than in other regions.  

Bedrock uplift influences the deglaciation speed of an ice sheet (Gomez et al., 2015; 
Konrad et al., 2015; Pollard & DeConto, 2012), therefore ice sheets include (simplified) 
GIA models. However, such simplified models cannot capture the large differences in 
mantle structure. The inclusion of 3D rheology has been shown to be relevant for ice 
sheet growth and deglaciation when a dynamic ice sheet model was coupled to a 3D 
GIA model in Antarctica (Gomez et al., 2018, van Calcar et al. 2023). 

1.2.1 3D GIA in Antarctica 
Antarctica has the largest mass of land-based ice on Earth with an average ice sheet 
thickness of 2 km and a volume of 25 M km3 (Rapley, 2006), which saw considerable 
fluctuations in the past resulting in ongoing uplift. Its harsh climate makes research 
expeditions expensive to conduct, and its ice cover limits the number of locations where 
one can install GPS stations on bedrock. At the same time, it is especially relevant to 
quantify GIA because it affects measurements of current ice mass changes by satellite 
gravimetry (e.g. Schrama et al., 2014).  Especially in West-Antarctica this is an issue as 
the measured high local uplift rates (up to 29.9 mm/y (Barletta et al., 2018)) have proven 
difficult to reconcile with most GIA models. As such, it forms an important part of the 
uncertainty in the number for current ice loss (Shepherd et al., 2018). Moreover, our 
understanding of the evolution of the ASE is limited by our understanding of GIA. That 
is because of the feedback mechanism between GIA and ice sheet dynamics. Ice mass 
loss will incur an uplift of the crust, moving the ice sheet into a colder atmosphere and 
more importantly reducing the RSL at the grounding line, moving the grounding line 
position outward and thus reducing calving (Coulon et al., 2021; Gomez et al., 2015; 
Konrad et al., 2015). 

We know through tomography studies (An et al., 2015; Schaeffer & Lebedev, 2013) that 
there is a strong dichotomy in the Earth structure of Antarctica. The Transantarctic 
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Mountains separate East Antarctica with a cold and thick lithosphere from West 
Antarctica with a warmer and thinner lithosphere (Ivins et al., 2023; Pappa et al., 2019; 
Pappa & Ebbing, 2023). A stark difference in topography can already be observed on 
both sides of this divide, indicating the geological differences between East- and West-
Antarctica (Paxman, 2023). In the ASE, located in West-Antarctica, the viscosity is 
probably even lower than neighboring regions, with the possible exception of the 
volcanically active Marie Byrd Land (MBL). Slow seismic wave speed found 
underneath the ASE using tomography (Shen et al., 2018) is an indication of higher 
upper mantle temperature. Moreover, space observed variations in the gravity field 
(Pappa et al., 2019; Pappa & Ebbing, 2023) and heat flux estimates for the ASE also 
point to higher-than-average temperatures, especially underneath the main ASE glacier, 
the Thwaites Glacier (Fisher et al., 2023).  

Studies have been done on Antarctica to assess the effect of 3D rheology on the GIA in 
the region. In van der Wal et al., (2015) it is found that 3D rheology mainly effects the 
areas around the Amundsen and Weddell Sea when compared to 1D rheology, with 
differences in uplift around 5-6 mm/y maximum. In Nield et al. (2018) the effect of the 
east-west dichotomy was studied again, but with a finer grid for West-Antarctica. With 
a slightly different Earth model a ±3 mm/y difference was found between flat 3D and 
1D models. Nield et al. (2018) also looked at the gradient of the uplift and found that 
3D rheology in combination with non-linear rheology results in shorter wavelength 
responses than 1D models give. Yet, the aforementioned 3D models along with 1D 
models, see Figure 1.2, fall short of predicting the high uplift rates of up to 29.9 mm/y 
(Barletta et al., 2018) measured by GPS stations in the ASE area. 
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Figure 1.2: GIA induced uplift rate in Antarctica predicted by an assortment of models. (a) 
IJ05_R2(Ivins et al., 2013), (b) W12 (Whitehouse et al., 2012), (c) AGE-1b (Sasgen et al., 2013), (d) 
A13 (A et al., 2013), ICE-6G_C (VM5a) (Peltier et al., 2015), (f) R09 (Riva et al., 2009), (g) G14 (Gunter 
et al., 2014), and (h) RATES (Martín‐Español et al., 2016). Figure from Martín‐Español et al. (2016) 

In Hay et al. (2017) it was found using a 3D model that measured high uplift rate (>25 
mm/y) in West Antarctica can be replicated when using low local viscosities (~1018 
Pa·s), however in the model the high uplift also extends to the Southern part of the 
Antarctic Peninsula and MBL, the latter of which also has a low viscosity in the model 
of Hay et al. (2017) and similar deglaciation. However, this modelled widespread large 
uplift is not in agreement with the low VLM (<5mm/y) measured in West Antarctica 
outside of the ASE (Whitehouse et al., 2012).  

Thus, no GIA model matched the high uplift rate until Barletta et al. (2018) showed that 
low local viscosity in combination with recent (< 200 year) rapid local deglaciation are 
needed to fit these measurements (Barletta et al., 2018). In Barletta et al. (2018) a 1D 
model was used, which allowed for the grid search of large number of viscosities in 
upper mantle layers to establish the best fitting model used in the paper. The downside 
is that it did not include any effects due to 3D variations in the mantle below the region. 
3D variations can be expected because the temperature WINTERC 3.2 shows 
temperature variations immediately underneath the crust and stress concentration 
underneath the deglaciating glaciers could lower viscosity through non-linear rheology. 
Furthermore, non-linear rheology influences how uplift can be localized, especially in 
these areas with high stress due to rapid deglaciation (Nield et al., 2018). The work in 
this thesis (Chapter 3, Blank et al., 2021) investigates whether 3D models could lead to 
changes in uplift that are statistically discernable from 1D models with the current GPS 
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stations in the region. It is a first step towards building an ice sheet history that is 
consistent with the rheology of Antarctica as shown by seismic and gravity studies. 

Both van der Wal et al., 2015 and Nield et al., 2018  suggest that the changes in GIA 
depending on the lateral variations in Earth structure can potentially significantly affect 
ice sheet stability and evolution as earlier described in Pollard & DeConto (2012), and 
is demonstrated in Gomez et al. (2018). Using a model that couples ice sheet evolution 
to GIA showed that especially the ASE would have a significantly different local ice 
history than 1D models would imply (Gomez et al., 2018). Later work by van Calcar et 
al. (2023) to which this thesis contributed is discussed in chapter 2. 

1.2.2 3D GIA in Europe 
Europe is a densely populated continent, where a large number of people live near the 
coast. Accurate sea level observations and predictions are required for making policy 
decisions on coastal construction projects or water defenses. GIA models can be used to 
correct observations of sea level change to find the climate change induced sea level 
change, and GIA models can be used to project land subsidence and uplift in the future 
(Love et al., 2016).  

 

Figure 1.3: The maximum extent of the Eurasian ice sheet during the LGM and its subdivision in the 
smaller ice sheets: the British Isles Ice Sheet (BIIS), the Scandinavian Ice Sheet (SIS) and the Barents-
Kara Ice Sheet. Figure from (Hughes et al., (2022) 
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The GIA signal in Europe is complex as the Eurasian ice sheet is composed of three 
smaller ice sheets, which disconnect at some point during deglaciation (Figure 1.3): the 
British Isles Ice Sheet (BIIS), the Scandinavian Ice Sheet (SIS) and the Barents-Kara 
Ice Sheet (BKIS). That means crustal movement can be due to one or more ice sheets, 
each with its uncertainty in ice thickness. The uncertainties become evident when 
comparing the ice reconstructions. In ICE-6G (Peltier et al., 2015) for example, ice sheet 
is thickness is the largest at the BKIS, while regional models like GLAC-1D (Tarasov 
et al., 2012), BRITICE CHRONO (Clark et al., 2022; Gowan et al., 2016), ANU 
(Lambeck et al., 2014) and the model of (Patton et al., 2017) have the largest ice 
thickness in the SIS. ICE-6G in general also shows a larger LGM ice volume in its 
reconstruction compared to e.g. GLAC-1D (Pollard et al., 2023). When we consider ice 
sheet reconstructions based on climate forcing models, independent from RSL data that 
GIA based reconstructions such as ICE-6G use, we still have the same uncertainties with 
the N05 (Näslund et al., 2005) and S04 (Siegert & Dowdeswell, 2004) reconstructions 
estimating the largest ice thickness in the SIS while UiT (Hubbard, 2006) again point 
towards the BKIS as being the most massive. An overview of some of these ice sheet 
reconstructions can be seen in Figure 1.4. 

  

Figure 1.4: Ice height during last glacial maximum (LGM) ( Figures a), c), e), g), i) and k) ) and at 12.5 
ky BP ( Figures b), d), f), h), j) and l) ) for six different ice sheet reconstructions of Europe. Figures a) 
and b) show ICE-5G (Peltier, 2004), c) and d) show ICE-6G (Peltier et al., 2015), e) and f) show ANU 
(Lambeck et al., 2014), g) and h) show N05  (Näslund et al., 2005), i) and j) show S04 (Siegert & 
Dowdeswell, 2004), k) and l) show UiT (Hubbard, 2006). Figure modified from Auriac et al. (2016).  

The complexity in reconstructing the European GIA process is compounded by the 
shallow Baltic Sea and North Sea, which have at some point been open sea and land 
with grounded ice. This creates a dispersed sea level record as data is only available for 
certain epochs and at the coast, which might presently be submerged. Furthermore, the 
Baltic Sea has also been a lake at stages between 16 ky (Houmark‐Nielsen & Henrik 
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Kjaer, 2003) and 8.5 ky (Berglund et al., 2005). This adds an additional problem for sea 
level records as the local water level will not match the global sea level at these times. 
Still, many sea level records have been collected for Britain (Shennan et al., 2018), the 
Atlantic Coast (García-Artola et al., 2018), the North Sea and Dutch coast (Hijma & 
Cohen, 2019), the Norwegian coasts (Creel et al., 2022), the Russian Arctic coast 
(Baranskaya et al., 2018), and the Baltic shores (Rosentau et al., 2021), creating a vast 
RSL dataset for the period of ±12.5 ky until present. The combination of these data has 
not been used in a single GIA analysis, although combined RSL data sets for 
Scandinavia and the North Sea coast (excluding Brittain) have been used in studies as 
Caron et al. (2018) . 

Aside from RSL data, Europe has an abundance of GPS stations. Stations from the Tide 
Gauge working group (TIGA), BIFROST project (Kierulf et al., 2021) and the global 
study on stations from various working groups by Schumacher et al. (2018) give a dense 
coverage over the entirety of Europe. The vertical land motion measured by these GPS 
stations shows large uplift in central Fennoscandia of up to 9.8 mm/y (Kierulf et al., 
2021). For the British Isles a slight uplift of around 1.8 mm/y can be found in Scotland 
(Bradley et al., 2009). Forebulge collapse can be observed north of the Netherlands and 
Germany (Kierulf et al., 2021).  

Another complication for GIA modelling in Europe is that the ice sheets and signal cover 
a large area below which are large seismic velocity differences which imply rheological 
variations, see Figure 1.5. For example, a difference is observed between the lithosphere 
in the north-west of Europe and the Eastern European craton, with the region of the 
Eastern European craton showing higher seismic wave speeds (Celli et al., 2021; 
Debayle et al., 2016; Fichtner et al., 2018; French et al., 2013; Schaeffer & Lebedev, 
2013; Shapiro & Ritzwoller, 2002). This results in thicker elastic lithosphere and higher 
viscosity mantle compared to the rest of Europe, see e.g. viscosity estimates in 
Barnhoorn et al. (2011) and van der Wal et al. (2013). However, GIA studies in which 
GIA models are fit to observations separately for different regions do not appear to show 
differences in viscosity. The viscosity is constrained to 0.4 – 0.6· 1021 Pa·s for the upper 
mantle underneath the British Isles (Bradley et al., 2011; Simms et al., 2022), and 0.3 – 
0.7· 1021 Pa·s for the upper mantle beneath Fennoscandia (Kierulf et al., 2014; Lambeck 
et al., 1998; Steffen et al., 2008) by 1D GIA models. A notable indication from 1D 
modelling that different regions in Europe fit different average effective viscosities is 
given in Rovira-Navarro et al. (2020). By fitting 1D model results to GRACE data, the 
best fitting effective viscosity underneath Scandinavia is found to be twice as large as 
the viscosity underneath the Barents Sea. 

Finally, the surface loading signal associated with GIA in Europe is a combination of 
ice loading, water loading (Johnston, 1995)  and even erosion and sedimentation (Van 
Der Wal & IJpelaar, 2017). Thus, from a model perspective, multiple different loading 
sources are placed on the model, each requiring a fine resolution to be resolved 
accurately or else the model results will become unreliable.  
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Figure 1.5: a) Lithosphere Asthenosphere boundary derived from seismic wave speed anomalies 
(Shapiro & Ritzwoller (2002) b) The seismic wave speed at a reference depth of 150 km according to 
Shaeffer & Lebedev (2015). Figure by Artemieva (2019). 

3D GIA modeling has been applied to Europe (Kierulf et al., 2014; Van Der Wal et al., 
2013). In Kierulf et al. (2014) it is found that 1D models in general outperform 3D 
models in Scandinavia when comparing the fit to VLM data, but that in certain areas, 
such as Northern Norway, 3D models managed to improve local fit. Van Der Wal et al. 
(2013) conclude that 3D models can show improvement in fit to RSL data compared to 
1D models, but such models do not improve fit to the GPS data. Both studies, focused 
on the Scandinavian ice sheet and did not incorporate the British ice sheet in their 
models. Moreover, the spatial resolution of both studies was relatively low as van der 
Wal et al., (2013) and Kierulf et al, (2014) used 2° by 2° (~220x220 km) elements, while 
possibly important topographic features are already smaller (the width of the Baltic Sea 
in many places for example). This raises the question of whether it is possible to develop 
a more accurate GIA model with 3D viscosities and if such a model improves the fit to 
the RSL and VLM data in a larger region when using a 3D FEM model with a better 
resolution.  In this thesis we combine VLM and RSL data sets from a larger region and 
use higher model resolution than the previous studies. Additionally, we have used newly 
created 3D rheology models for Europe and investigate a larger parameter space. 

1.3 Research Questions  
Based on the state-of the art describe in the previous sections We extracted 3 research 
questions that will be answered in the following chapters: 

In this thesis we follow Wu’s method which is partly based on a commercial FE 
program, for reasons explained in Chapter 2. Higher spatial resolution is required to 
make it suitable for more applications such as small ice sheets or complicated geometries 
for either the coastline or Earth structure, while at the same time the model should 
include larger scale loading such as sea level and possibly erosion. 
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 How can we improve the ABAQUS based 3D GIA model such that it can be 
tailored to GIA in different areas for different ice sheet sizes?  

We will discuss the adaptation of the model in Chapter 2, specifically the 
implementation of 3D rheology, FEM mesh, and self-gravitation. Finally, we will 
discuss the applications that benefited from this model or modules of it, specifically the 
creation of a 3D GIA model coupled to ice evolution (Van Calcar et al., 2023) and 
additional regions that have been investigated, such as the North Sea (Hijma et al., 2025) 
and Greenland (Faure, 2022; Kempenaar, 2022).  

 How will GIA estimates improve when using 3D rheology on smaller scale 
regions, specifically the Amundsen Sea Embayment, compared to 1D models? 

In Chapter 3 a published study (Blank et al., 2021) is presented regarding the Amundsen 
Sea sector in Antarctica, where we use the model and compare it to the local 1D study 
of (Barletta et al., 2018). Here we investigate what we can learn from global 3D models 
for small regions like the Amundsen Sea sector.   

 Can we improve the fit to RSL and VLM data by applying 3D rheology in north-
western Europe? 

A region with a wealth of both VLM and RSL data on large scale GIA can be found in 
the case of north-western Europe. In Chapter 4 we present a study using the model for 
Europe. Here we specifically try to answer if we can use the RSL and VLM data 
available for Europe, which has previously not been combined in a single GIA study to 
discover 3D effects in the data. We aim to find a 3D model that improves the fit to all 
the available data compared to 1D models, which can serve as GIA model for correcting 
for GIA effects. 

In Chapter 5 we evaluate how well the research questions are answered as well as discuss 
future applications for the model, possible ways to improve 3D modelling relevant to 
the model-data fit, as well as broader recommendations for the study of GIA as a whole.
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2.1 Basic ingredients of FEM  
The FEM is a tool with which approximate solutions can be obtained for models with a 
high complexity, such as airplanes and composite structures. Different material 
properties and behavior can be dealt with, as such it lends itself well for GIA models 
with lateral varying parameters. However, it is necessary to correctly model the 
equations of motion. Here we use the method of Wu (2004) to do so, in combination 
with the finite element software package ABAQUS. In this section we will introduce 
the basic concepts of a finite element method (FEM) that are relevant to understanding 
the modelling of surface loading on a self-gravitating spherical incompressible Earth. 
We start by describing the shape function, the implementation of boundary conditions, 
followed by how forces, deformation and stress relate in a FEM.  

The FEM is based on the approximation of the exact solution of the partial differential 
equations (PDEs) using the integral of the product of a set of weight functions with the 
partial derivatives to create a set of simpler integral equations valid for smaller 
subdomains, the so-called weak formulation (Zienkiewicz et al., 2005). The weight 
functions or test functions are based on the boundary conditions of the system and the 
principle of minimizing the error in the PDE.  Each element is defined by a set of nodes, 
where the numerical solution of the PDE is calculated. Shape functions are used to 
interpolate the solution of the PDEs within each element using nodal values. The shape 
functions are chosen to satisfy conditions, such as the continuity of the solution at the 

Abstract/summary 
In this chapter we will first elaborate on the fundamental concept of the FEM and 
how equations of GIA can be translated to the FEM (Section 2.1). Secondly, we will 
discuss which elements and mesh in ABAQUS are used to create the 3D GIA model 
presented in this thesis in Section 2.2. It will be discussed how the model in this thesis 
improves the resolution in areas of interest compared to previous implementations of 
a 3D GIA model in combination with a FEM. Additionally, we discuss our choice 
for type of elements. Thirdly, we will explain how 3D rheology is implemented 
within the ABAQUS framework to create an Earth model with 3D varying 
parameters for diffusion and dislocation creep (Section 2.3). Alternatively, scaled 3D 
rheology has also been implemented to model 3D viscosity differences. Finally, we 
will discuss the applications this model or parts of it has been used for Chapter 3 and 
Chapter 4 in this thesis in Section 2.4. The applications relied on the model being 
easy to customize to different areas such as Greenland (Faure, 2022; Kempenaar, 
2022) or the North Sea (Hijma et al., 2025). The model’s modularity, which allows 
for the removal of options, was useful when only the self-gravitation module was 
needed in Nield et al. (2022), as well as leaving room to add extra functionality as is 
demonstrated e.g. in van Calcar et al. (2023) when an ice dynamic model was 
integrated with this model. 
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connecting nodes and nodes within the elements (integration points). The shape 
functions are typically chosen to be polynomial functions of the coordinates of the nodes 
such as linear or quadratic. The difference between both methods and the effect on the 
solution for our applications will be discussed in 2.3. 

To solve the system, the FEM computes a stiffness matrix to relate the forces on the 
system to the nodal displacements. The individual stiffness matrix k of each element is 
based on the material properties of each individual element, the shape functions used to 
relate the nodes in that element and the element geometry. The stiffness matrix can 
therefore be seen as a quantification of how resistant an element is to deformation in 
every direction as a result of every possible load applied to it. The general equation that 
relates the nodal displacements matrix 𝒖 of an element 𝑖 to the forces 𝐹 within the 
element is (Zienkiewicz et al., 2005): 

𝑭𝒆𝒙𝒊
= 𝒌𝒊𝒖𝒊 + 𝑭𝒊 Eq. 2.1 

 

Where 𝐹௘௫௜
 is the matrix of external forces applied to each node of the element when all 

displacements are still zero. The principal strain tensor at each integration point is 
related to nodal displacement matrix in principal directions by: 

𝝐 = ∇𝒖 Eq. 2.2 
  

In turn the strain is then related to the internal stress, 𝑞, in an element through the 
generalized Maxwell Model, which can be discretized to make it usable in our numerical 
code (Zienkiewicz et al., 2005): 

𝜹𝝐

𝛿𝑡
= 𝑫ି𝟏𝒒 +

𝟏

𝐸

𝜹𝒒

𝛿𝑡
 

↓ 
𝚫𝝐

Δ𝑡
= 𝑫ି𝟏𝒒 +

𝟏

𝐸

𝚫𝒒

Δ𝑡
 

 
Eq. 2.3 

  
Here D is the visco-elastic stiffness matrix, which denotes the relation between stress 
and plastic strain rate for Maxwell materials in the form of relaxation times. As such 𝐷 
is related to the effective viscosity, as will be explained in Section 2.3, and is therefore 
material dependent. E is the elastic modulus which is also material dependent. Taking 
only the first term in Equation 2.3, it can be rewritten for the change of plastic strain 
(Δ𝝐𝒑) in a given time increment (Δ𝑡) which leads us to the following equation that is 
also used in ABAQUS to calculate the plastic deformation or creep for each time 
increment: 

∆𝝐𝒑 = 𝑫ି𝟏𝒒∆𝑡 Eq. 2.4 
  

It is here that one can implement the laterally varying properties by assigning different 
material properties to an element. We will elaborate further on this in section 2.4.  
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When the stiffness matrix is known for each element, the PDE is then obtained by 
assembling the global stiffness matrix K from the element stiffness matrices, imposing 
the boundary conditions, and solving the resulting system of linear equations for the 
nodal displacements U given the forces F applied to the model: 

𝑭 = 𝑲𝑼 
 

Eq. 2.5 

As the FEM is an approximation, the accuracy largely depends on the number of 
elements and their shape function. A model with more nodal integrations points built-
in, either through the element types used or the number of elements used in total, will 
require more computational resources. Thus, the mesh and element type choices will be 
the result of trade-off between the accuracy of the model on the one hand and the 
computational load on the other. Having an efficient mesh and elements with high 
resolution only where required, reduces the accuracy versus the computational load of a 
model, allowing for better accuracy, a faster model or both.  

To solve the PDE’s, the system must be prescribed boundary conditions. In the FEM, 
the boundary conditions are specified either as essential or natural. While natural 
boundary conditions follow automatically at the boundary of a domain if the solution is 
satisfied, essential boundary conditions are prescribed at the boundary of the domain, 
and they are necessary for the uniqueness of the solution. The boundary conditions used 
in our model are obtained from Wu (2004) and follow from physical limitations to the 
types of stress that can be present in some media and continuity that must exist between 
layers in terms of deflection and gravitational potential. First, we must consider that we 
can rewrite Equation 2.5 to (principle of virtual work):  

𝑭 − 𝑲𝑼 = 𝟎 
↓ 

𝛁 ⋅ 𝝉 = 0 
 

 
Eq. 2.6 

Where 𝛁 ⋅ 𝝉 is the change in stress in all directions, indicating that internal and external 
stresses should be in equilibrium in order to solve the system in FEM. However, in case 
of the Earth, we should also consider that the mantle can be pre-stressed by the 
hydrostatic background stress that is redistributed as the mantle material is forced to 
move around. This is effectively the term that introduces isostatic forces in the equation 
of motion. Additionally, each element should be subjected to the self-gravitation in the 
model. Including both the stress in an element, isostatic forces and self-gravitation 
results, respectively, in the equation of motions for the spherical incompressible self-
gravitating Earth results in (Wu, 2004): 

𝛁𝝉 − 𝛁(𝒖 ⋅ 𝜌௜𝑔௜𝐫ො) − 𝛁𝜙௣𝜌௜ = 0 
 

Eq. 2.7 

With 𝑔௜ being the gravitational acceleration in the initial unperturbed state and 𝜌௜ the 
initial material densities of all elements in the model in the unperturbed state. 
Furthermore, ∇𝜙௣ is the gradient of the gravitational potential after the model is 
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perturbed, 𝐫ො is a unit vector in the radial direction and 𝒖 being the displacement vector 
of a single point. In order for equation 2.7 to be solved in a FEM environment it must 
adhere to the form of equation 2.6. Therefore, a new stress tensor 𝒒, that represents the 
combined stress in the FEM elements, is defined as a result of combining equation 2.6 
and 2.7: 

𝒒 = 𝝉 − (𝐮 ⋅ 𝜌௜𝑔௜𝐫ො + 𝜙௣𝜌௜)𝑰 
 

Eq. 2.8 

with 𝐼 being a 3 by 3 identity matrix. At the surface the only forces present are the 
surface loads (L), in kg/m2, that act in the radial direction; in the lateral direction, 𝜃 (as 
well as the longitudinal direction) there is no transfer of stress as the oceans and 
atmosphere cannot maintain shear stress, which means that: 

𝜏௥௥ =  −𝐿𝑔଴,   𝜏௥ఏ = 0 Eq. 2.9 

 

with 𝑔଴ being the gravitational acceleration and 𝜌଴ being the density at the surface of 
the unperturbed model. Combining equation 2.8 with 2.9 then results in how the element 
stress is related to the geophysical properties of the model: 

𝑞௥௥ =  −𝐿𝑔଴ − 𝐮 ⋅ 𝜌଴𝑔଴𝐫ො − 𝜙௣𝜌଴, 𝑞௥ఏ = 0 Eq. 2.10 

 

The second term governing isostatic forces can be modelled with a spring system in the 
FEM model, where 𝜌଴𝑔଴, can be considered the spring constant. As a result, the 
boundary condition for the surface loads on the model simplifies to: 

𝑞௥௥ =  −𝐿𝑔଴ − 𝜙௣𝜌଴ Eq. 2.11 

 

These loads are applied in the form of a field, a grid in which the value of both terms is 
computed for each grid cell. ABAQUS applies a pressure to the surface elements based 
on an interpolation from the field values to the element face geometry in the final mesh. 
While −𝐿𝑔଴ can be calculated and placed on the model, the model at the initialization, 
the perturbed gravitational potential,  𝜙௣, needs to be computed in an iterative scheme 
as it depends on the model deformation. Using the solution to the Laplace equation to 
solve for 𝝓𝒑 (Wu, 2004) will change the initial loads on the model and thus this process 
has to be iterated until convergence in the model solution is reached. The change in 
gravitational potential should be equal to the combined contribution of the change in 
gravitational potential caused by surface loads and the change in potential caused by the 
Earth’s surface layer displacement: 

𝛻𝜙௣ ⋅ 𝐫ො = 4𝜋𝐺𝐿 − 4𝜋𝐺𝜌௜𝑢௥ Eq. 2.12 
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Here, 𝐺 the gravitational constant, 𝜌଴ the density of the top layer and 𝑢௥ the 
displacement in radial direction. 

At each interface between layers the continuity principle must hold. There should be no 
difference in gravitational potential, displacement, and stress, between the bottom of 
one layer and the top of the next layer. As a boundary condition this translates to: 

[𝝉 ⋅ 𝐫ො]ି
ା = 0, [𝒖]ି

ା = 0, [𝛻𝝓𝒑 ⋅ 𝐫ො + 4𝜋𝐺𝜌௟𝑢௥]ି
ା = 0 Eq. 2.13 

 

where 𝜌௟ is the density of a layer. Applying the stress convention from equation 2.8 on 
Equation 2.13 results in:    

ൣ𝑞௥௥ − 𝑢௥𝜌௜𝑔௜ − 𝜙௣𝜌௜൧
ି

ା
= 0 

[𝑞௥௥]ି
ା = Δ𝜌(𝑢௥𝑔௜ + 𝜙௣) 

 
Eq. 2.14 

 

where Δ𝜌  has become the density contrast between layers. At the core mantle boundary 
(CMB) only normal stress is transferred and no shear stresses as the outer core is fluid. 
When we apply this to equation 2.14 we obtain: 

[𝑞௥௥]ା = (𝜌௙ − 𝜌௠)𝑔௜𝑢௥ − 𝜌௠𝜙௣ Eq. 2.15 
 

here, 𝜌௙ is the density of the outer core and 𝜌௠ of the mantle. Additionally, as this is the 
deepest density difference that is modelled, the change in gravitational potential is 
directly proportional to the radial displacement at this boundary, resulting in the 
following boundary condition at the CMB as also presented in Wu, 2004: 

𝛻𝜙 ⋅ 𝐫ො =  −4𝜋𝐺(𝜌௙ − 𝜌௠)𝑢௥ Eq. 2.16 

 

2.2 ABAQUS mesh and elements 
In this section we will look more in depth at the elements and mesh used in the model 
in this thesis. When choosing elements for the model the family of continuum elements 
is the only possible choice as it is the only element type that can have a volume and has 
a shape function that conveys all stresses from the full stress tensor, which are all needed 
when modeling Earth layers.  

Continuum elements can be linear elements or quadratic elements. Linear elements have 
linear shape functions, while quadratic elements have quadratic shape functions. In order 
to fit the quadratic shape functions, the quadratic element also has integration points in 
between nodes, see the example of Figure 2.1.  
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Figure 2.1: Two hexagonal continuum elements with their integration points denoted as dots. In a) the 
linear element C3D8 is depicted. In b) the quadratic element C3D20 is depicted. (Taken from the 
ABAQUS/CAE 6.1 user manual) 

Quadratic elements can deal with bending as the quadratic shape function allows them 
to approximate a true bending element better than a linear element could. This means 
that an FEM model with quadratic elements can be built with less elements while 
reaching the same accuracy, but at the cost of higher computation time per element. 
However, this is a downside in the context of GIA model as less elements mean that 
surface loads, self-gravitation, and 3D rheology will also be evaluated at a lower 
resolution. Testing showed that an increased number of linear elements in both the radial 
and longitudinal direction will mitigate typical shortcomings associated with linear 
elements and approach solutions of benchmarks to a high degree of accuracy (Section 
3.5.2) at a fraction of the computation time compared to quadratic elements. 

One of the shortcomings associated with linear elements is shear locking, which occurs 
because the elements are unable to model the bending of an element accurately. As the 
element cannot bend when subjected to a moment it will generate artificial shear strain. 
These artificial shear strains result in elements that resist bending moment more than 
they would without the artificial shear strains. While the best solution is to use quadratic 
elements to avoid the issue altogether, creating a mesh with elements that are not overly 
thin will mitigate the issue.  

Another consideration when selecting elements is volumetric locking that can occur on 
nearly incompressible elements. Incompressible elements can artificially cause high 
stiffness as the incompressibility condition cannot be estimated properly throughout the 
element by the shape functions. Hybrid elements can be used to mitigate this issue. 
Hybrid elements use multiple different interpolation functions. In ABAQUS not only 
displacements are computed, but an independent interpolated pressure stress variable is 
used alongside the displacements. Both variables are coupled through an additional 
variation principle to determine equilibrium equations and compatibility conditions 
(ABAQUS Theory Manual (2016)).  

Additionally, reduced integration elements mitigate the volumetric locking as well (Doll 
et al., 2000). These elements have fewer integration points and are less prone to be 
distorted to such an extent that volumetric locking would be a problem. The downside 
of these elements is that they are more prone to hourglassing, which is a phenomenon 
that can occur in elements with a low number of integration points, unless hourglassing 
controls are implemented (Cangiani et al., 2015). As a result of the low number of 
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integration points, strain will not be calculated correctly throughout the element. The 
result is often a solution with elements forming hourglass shapes (see Figure 2.2). 
ABAQUS has forms of hourglassing controls on their reduced integration elements 
(ABAQUS Analysis user’s manual 6.13, but it is good practice to check solution for 
these zigzag patterns that could indicate hourglassing. Thus, we have chosen hybrid 
linear reduced integration elements to be used in the 3D GIA model. 

 

Figure 2.2: Schematic 2D representation of how hourglassing would look like for a single solid linear 
reduced integration element (left), which is prone to hourglassing, and the resulting grid (2D) of a 
structure in a FEM that experiences hourglassing (right). 

The FEM model from this thesis has been benchmarked against the previously 
benchmarked VEGA model (Martinec, 2000), which is a spectral finite element method 
(SFEM) model. SFEM models use spherical harmonic basis functions instead of the 
regular polynomial basis function FEM uses. This can lead to computational demanding 
models, but SFEM models can be more accurate than FEM models (Liu et al., 2014).  

As can be seen in benchmark B in section 3.5.2, the FEM model with linear elements 
approaches the deflection of the VEGA model (Martinec, 2000) with a maximum 
difference of 1.3% at the location of maximum deformation, but in all setups the FEM 
model always underestimates the deflection. This points to the linear elements still being 
slightly too stiff under bending. A difference in the effective second moment of inertia 
(about 1.3% in Couturier et al. (2015)), which determines the resistance to bending of 
the model, or maximum deflection (5% in Amirpour et al. (2017)) are known to occur 
when using solid elements for bending problems in FEM; meshing strategies can 
mitigate this issue (Couturier et al., 2015). However, both of these models are rather too 
flexible than too stiff, which means that these inaccuracies do not consistently lead to 
excess stiffness. We do see the excess stiffness when the model is compared with other 
incompressible FEM model solutions (section 3.5). The model in this thesis is able to 
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approach a high-resolution axisymmetric FEM model solutions within 0.2% difference 
in maximum deformation. Thus, it is likely that volumetric locking still plays a role in 
making the models overly stiff.  

Now that the element type has been decided, three different meshes were tested. The 
first mesh is a sphere with all nodes placed at approximately the same distance from 
another. Almost all elements are hexagonal elements. This mesh will be referred to as 
the equi-distance mesh. The second mesh has nodes that are separated by the same 
angular distance. To increase resolution in a small area, a cone is constructed that can 
encompass the region of interest within which the angular distance between nodes is 
smaller. The central elements around the rotational axis of the cone are wedge elements, 
the rest of the elements is a mix of mainly hexagonal elements and some tetrahedral 
elements. This mesh will be referred to as the equi-angular mesh. Finally, we have a 
mixed model where the far field elements are based on equi-angular nodal placement 
and the elements within the cone have equi-distant nodal placement. This will be called 
the cone mesh. 

 

Figure 2.3: Overview of different meshes tested. In a) a mesh where all nodes are approximately the 
same distance from another, also called the equi-distance mesh. b) a mesh where all nodes are 
approximately the same angular distance from another with smaller angular distance applied for a cone 
region around the location of interest, also called the equi-angular mesh. In c) a mesh is shown where 
all nodes are approximately the same angular distance from another, but within the cone the nodes are 
equi-distance spaced. This is called the cone mesh. 

When we apply benchmark A, an oceanless model with a cone shape ice load of 1500 
m high and radius of 20° on the pole (full description in 3.5.2), to these three mesh types 
and compare them with the VEGA model. we see that the cone mesh (See Figure 2.3) 
in general performs better than the other models (Figure 2.4). The equi-angular mesh 
performs poorly on the point of maximum deflection compared to the other models. The 
central node on the rotation axis experiences compressive stresses from all adjacent 
wedge elements. Volumetric locking seems to occur around the central node and as a 
result it is unable to move. Near the forebulge the equi-distance mesh also displays an 
undesired locking effect. Here the wavelength of the forebulge is too small for the equi-
distance mesh, and the elements start hourglassing. The cone mesh does not have issues 
with the point of maximum deflection as it does not have a node directly on the rotational 
axis. Furthermore, the cone model has the resolution required to prevent hour glassing 
at the forebulge. It does in the end underestimate the maximum deflection by 3.4% as 
computed by the SFEM model.  
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Figure 2.4: Deflection for 4 models when the cone load is applied to the south pole (Benchmark A from 
Martinec et al., (2018)). The normal mode model in blue is the VEGA model (Martinec, 2000) which is 
used as a reference for the other 3 models, which are all FEM models. The equi-angular mesh and equi-
distance mesh have approximately the same amount of elements, with the cone mesh having more 
elements than both other FEM meshes. 

If we not only look at surface deflection but also examine the deflection of the layer 
below the top layer in the model (figure 2.5), we see that the equi-angular model has 
some undesired effects there as well. We observe zigzag patterns in the deflection that 
are not present when we use an equi-distance mesh. This again indicates that 
hourglassing is happening, which is detrimental to the model accuracy. 
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Figure 2.5: Deformation for different meshes with identical loading. a) shows the deformation when 
benchmark A is applied to the equi-angular mesh. b) shows the deformation when benchmark A is 
applied to the equi-distance mesh.  

The mesh itself affects the solution also through discretization of the load applied to the 
model. The load input for the 3D GIA model is always on a standard predefined equi-
angular grid to allow for the spherical harmonics synthesis. The ice load on the model 
is applied by pressure loads exerted on the elements outer surface. In order to obtain 
pressures for each element in our variable mesh, ABAQUS transforms the load input to 
a field. The input loads are the change in ice load, the change in gravitational potential 
and the change in sea level, all with respect to the start of the simulation where we 
assume all forces are in isostatic equilibrium. These loads are all calculated on a finer 
grid than the grid of the FEM model (0.25° x 0.25°). The fields containing these input 
values are used to compute the average pressure on each element face. Hence, changing 
the mesh also changes the discretization and thus the exact load applied at every location 
of the model. Having a high resolution in the region of interest mitigates this potential 
problem as a finer mesh decreases the differences between the input load and the actual 
applied load and thus it decreases the possible error made when calculating the final 
solution. 

The cone mesh allows us to make a high-resolution area around our region of interest, 
however the high resolution in the cone meshed will give diminishing returns on 
accuracy improvement the deeper we evaluate the mesh. Therefore, we have combined 
the cone mesh with a reduction in elements in radial direction to reduce the total amount 
of elements without sacrificing accuracy. This reduction in resolution happens at the 
boundary between the upper and lower mantle (to elements sized 2° in all directions) 
and again at the core-mantle boundary (to elements sized 4° in all directions). We 
achieve this by implementing so-called ties between node layers in the model. The tie 
forms a surface from the nodes on one layer (master layer) to constrain (within a set 
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tolerance) the nodes on the tied layer (slave layer). As such the nodes do not need to be 
directly connected but can still transfer loads and deformation between nodes on 
different layers in both directions. 

In the end, this resulted in a lateral resolution of around 25 km by 25 km for the ASE, 
as can be seen in chapter 3, and 40 km by 40 km for Europe, as can be seen in Chapter 
4. While this cannot contest the resolution of other models that manage to go down to a 
grid resolution of FVM models that go as low as 4 km (Peak et al., 2022), our model is 
not bound to some of the downsides the FVM models have and can implement for 
example non-linear rheology. At the same time, our grid-size of 40 km it is an 
improvement to the ~55 km grid resolution (Li et al., 2020; Zhong et al., 2022) of FEM 
models based on ABAQUS and it allows us to investigate smaller regions such as the 
ASE with non-linear rheology. 

2.3 Modelling 3D rheology within ABAQUS 
To model the rheology of the Earth, multiple theoretical models have been proposed 
(Boughanemi & Mémin, 2024; Hirth & Kohlstedt, 2003; Karato, 2010; Kaufmann & 
Lambeck, 2000; Ohuchi et al., 2015; Ranalli, 2001; Tesauro et al., 2009). The most 
straightforward model of rheology is Maxwell rheology. Maxwell rheology can be 
visualized as a spring and damper system placed in series. The spring represents the 
elastic component of deformation, which is instantaneous and recoverable. The spring 
constant depends on the shear moduli of materials in each layer. The damper represents 
viscous steady-state deformation and simulates an energy loss in the form of permanent 
deformation. This type of deformation is non-recoverable even after stresses have been 
lifted.  

While Maxwell rheology has proven to work well over longer geological timescales 
(Kaufmann & Lambeck, 2000) it does not model deformation over short timescales well, 
as GPS observations on post-seismic deformation show transient creep fitting better 
(Agata et al., 2019). To solve this problem so-called Burgers rheology has also been 
used in Earth models. In addition to the elements present in Maxwell rheology the 
schematic model of the Burgers rheology also contains a Kelvin-Voigt element. Kelvin-
Voigt elements are a spring and damper in parallel. As a result, Burgers rheology has 
two viscosities: one for short term deformation and one for long term deformation. 
Burger rheology has been used in post-seismic deformation models where they are 
shown to fit observations better (Cannelli et al., 2010), as well as for GIA purposes 
(Boughanemi & Mémin, 2024).  

Both rheologies are continuum approaches where the large-scale behavior of a system 
is described. With laboratory experiments deformation at micro-scale has been 
investigated. The most important types of deformation at mantle conditions have been 
identified as diffusion creep, dislocation creep (mainly in the upper mantle) and grain 
boundary sliding (in the middle and lower regions of the upper mantle) (Ohuchi et al., 
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2015). The relation between mantle conditions and dominant creep mechanics can be 
seen in Figure 2.6. 

 

Figure 2.6: Dominant creep mechanisms for different grain sizes, a) 10 𝜇𝑚 and b) 1 mm, in dunite (90% 
olivine) depending on stress and temperature. The thin contour lines represent constant strain, while 
thick contour lines form the boundaries between the different creep modes: low temperature plasticity 
or ductile deformation, diffusion creep, dislocation creep, and grain boundary sliding (GBS). Figure 
taken from Hansen & Kohlstedt (2015) 

Diffusion creep is characterized by diffusion of vacancies in the crystalline structure of 
a material. As this movement becomes easier when individual particles have more 
energy it is sensitive to the temperature of a crystalline material. Diffusion creep is the 
dominant creep mechanism for low stress (Hansen & Kohlstedt, 2015). 

In dislocation creep a dislocation in the crystalline structure moves under the influence 
of stress. For a dislocation to move in the crystalline structure the bonds along the so-
called slip plane need to be broken and reformed one lattice point further. As the energy 
required to break and reform these boundaries comes from the work exerted on them, 
the dislocation mechanism is sensitive to the internal stress of a crystalline material. 
When a mantle material experiences high stress and low temperatures, dislocation creep 
is the dominant stress mechanism.  

When a polycrystalline material, such as the composites in the mantle, has a homologous 
temperature that is greater than ~0.4 (40% of its melting point), grain boundary sliding 
can play a significant role in viscous deformation (Ballo et al., 2001). Grain boundaries 
are the planes in the crystalline structure that have a larger number of defects in the 
crystalline structure compared to regions within those planes or borders, called grains. 
While the aforementioned dislocation and diffusion creep focus on the movement of 
individual vacancies or dislocations within the crystalline structure, grain boundary 
sliding represents the movement along a grain boundary. These movements can be 
accommodated by dislocation or diffusion flow. The conditions for grain boundary 
sliding occur in the upper mantle and it can therefore not be dismissed (Ohuchi et al., 
2015).  
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The relation for diffusion creep, or more specifically the diffusion creep parameter 
𝐵ௗ௜௙௙,  and the dislocation creep parameter 𝐵ௗ௜௦௟ to the stress-strain rate relation in 

Equation 2.3 through 𝐷ିଵ  for each element 𝑖, is as follows: 

𝐷ିଵ = 𝑀 

𝑀௜ = 𝐵ௗ௜௙௙೔
+ 𝐵ௗ௜௦௟೔

𝑞ప෥ ௡ିଵ 
 

 
Eq. 2.17 

Here it must be noted that there is a non-linear dependence on the equivalent stress, 𝑞෤, 
involved for dislocation creep. Where 𝑛 is the creep exponent which is 3.5 for 
dislocation creep. In order to calculate 𝐵ௗ௜௙௙ and 𝐵ௗ௜௦௟ for every element in the model 
we have incorporated an experimentally based rheology that incorporates diffusion and 
dislocation creep equations which can be represented by (Hirth & Kohlstedt, 2003): 

𝐵 = 𝐴𝑑ି௣𝑓ுమ௢
௥ 𝑒ି

ாା௉௏
ோ்   

Eq. 2.18 
 

Here 𝑑 is the grainsize, 𝑓ுమ଴ the water content in parts per million, 𝐸 the activation 

energy of the material, 𝑉 the activation volume,  𝑅 the universal gas constant, 𝑃 the 
local pressure and 𝑇 the local temperature. The parameters in Equation 2.18, and as such 
the obtained 𝐵ௗ௜௙௙ and 𝐵ௗ௜௦௟, are subject to uncertainties as the parameters are obtained 
through laboratory experiments (Hirth & Kohlstedt, 2003). Laboratory experiments 
suffer from scaling issues, where mantle conditions (most notably pressure) cannot be 
recreated in the laboratory and the experiments themselves must be done on timescales 
that are orders of magnitude smaller than the geological timescales the mantle relaxation 
times commonly are (Karato, 2010). The flow law from Equation 2.18 has also been 
used for other processes than GIA to model visco-elastic flow in the mantle (Agata et 
al., 2019; Freed & Bürgmann, 2004). An update for Equation 2.18 and its parameters is 
provided in Hansen & Kohlstedt, (2015), so that grain boundary sliding is included in 
the flow law and a distinction can be made between different forms of diffusion. We 
have chosen to use the flow law in Equation 2.18 as to not overcomplicate rheology with 
more assumptions on mantle properties than are required. The equivalent stress 𝑞෤, or 
von Mises Stress, used in Equation 2.17 can be calculated from the tensor components 
𝑞௜௝: 

𝑞෤ = ඨ
3

2
𝑞௜௝𝑞௜௝ 

 

 
Eq. 2.19 
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ABAQUS works with strain increments Δ𝜖, so combining the governing Equation 2.4 
with 2.18 and 2.19 leads to an equation we can implement in ABAQUS to simulate non-
linear rheology (Blank et al., 2021): 

Δ𝜖௜௝ =  
3

2
൫𝐵ௗ௜௙௙ + 𝐵ௗ௜௦௟𝑞෤

௡ିଵ൯ 𝑞௜௝Δ𝑡 

𝜖ሚ̇ =  
3

2
൫𝐵ௗ௜௙௙ + 𝐵ௗ௜௦௟𝑞෤

௡൯ Δ𝑡 

 

 
 
Eq. 2.20 

Where 𝜖ሚ̇ is the uni-axial strain rate. The uniaxial strain rate is applied to the stress tensor 
to obtain the eventual strain tensor as to model element deformation. Equation 2.19 
needs to be solved for every time increment Δ𝑡 in ABAQUS. The values of 𝐵ௗ௜௙௙ and 

𝐵ௗ௜௦௟ are provided to ABAQUS as input while stress and strain are solved in ABAQUS 
using Equation 2.19. It follows that effective viscosity is (Van Der Wal et al., 2013): 

𝜂௘௙௙ =
1

3𝐵ௗ௜௙௙ + 3𝐵ௗ௜௦௟𝑞෤௡ିଵ
 

 

 
Eq. 2.21 

Equation 2.20 implies that viscosity depends on stress, and it has to be computed after 
the simulation is completed to include all GIA stresses and should also include other 
background stresses. When we want to use a linear rheology instead of a non-linear 
rheology where viscosity depends on stress, we assume that 𝐵ௗ௜௦௟ ⋅ 𝑞෤ is negligible, 
leaving us only with a linear component. This assumption can be justified either because 
dislocation is negligible compared to diffusion in the shallow upper part of the mantle 
(with low water content or small grain sizes), as assumed for linear rheology in Chapter 
4, or because the Von Mises stress is negligible (which would only hold for deeper parts 
of the upper mantle with small loads), as assumed for linear rheology in Chapter 3. The 
effective viscosity 𝜂௘௙௙ in that case relates to 𝐵ௗ௜௙௙: 

𝜂௘௙௙ =
1

3𝐵ௗ௜௙௙

 

 

 
Eq. 2.22 

An alternative method to compute viscosity is by computing viscosity from seismic 

wave speed anomaly 
ఋ௩ೞ

௩ೞ
 (Wu et al., 2013):  

logଵ଴ 𝜂 = −0.4343𝛽
𝜕𝑇

𝜕 ln 𝑣௦

𝛿𝑣௦

𝑣௦

𝐸∗ + 𝑝𝑉∗

𝑅𝑇଴
ଶ + logଵ଴ 𝜂̅ 

 

 
Eq. 2.23 

Here  
డ்

డ ୪୬ ௩ೞ
 is the temperature-seismic wave speed derivative which can be obtained 

from tabulated values (Karato, 2010). Furthermore, 𝜂̅ is the background viscosity, for 
which VM5A (Peltier et al., 2015)is used here, and 𝑇଴ the reference geotherm for which 
we follow Turcotte & Schubert (2002) for the upper mantle (50 km - 300 km), Stacey 
& Davis (2008) for depths between 300 km – 420 km and  Karato (2010) for the 
transition zone (420 km – 670 km). Here 𝛽 is a scaling factor to increase or decrease the 
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effect of the seismic wave speed anomalies on the viscosity anomalies (Wu et al., 2013). 
For 𝛽 = 0 Seismic wave speed variations are assumed to be due to anomalies in 
composition, anisotropic stress or any state parameter other than temperature, while for 
𝛽 = 1 all seismic wave speed variations are explained through temperature which 
translates to viscosity variations at a certain depth. For 𝛽 = 0 the entire layer has the 
same reference viscosity. In this case we can derive 𝐵 by combining Equation 2.21 with 
Equation 2.22: 

𝐵ௗ௜௙௙ =  
1

3𝜂̅
⋅ 10

଴.ସଷସଷఉ
డ்

డ ୪୬ ௩ೞ
 
ఋ௩ೞ
௩ೞ

 
ா∗ା௣௏∗

ோ బ்
మ

 

 

 
Eq. 2.24 

Whichever method is used, the model requires a list with a 𝐵ௗ௜௙௙ and 𝐵ௗ௜௦௟ parameters 
for every element to simulate a unique effective viscosity for that element to implement 
3D rheology, although for linear rheologies the value for 𝐵ௗ௜௦௟ is set to zero.  

There are some merits and drawbacks to each approach. The benefit of using non-linear 
rheology is that it can incorporate the possible dependency of viscosity on stress. Areas 
with large changes in load in short timespans or when water content is relatively high 
are locations where the stress significantly influences the viscosity. However, 
information is needed on the composition of the mantle to use non-linear rheology, 
which we can only obtain by surfaced samples. We cannot verify if the surfacing process 
itself changes the composition of these samples. The flow law parameters themselves 
are also derived from laboratory experiments that do not perfectly replicate mantle 
conditions.  

When scaling the viscosity, one still makes an assumption on mantle composition when 

deciding on the values for 
డ்

డ ୪୬ ௩ೞ
, with for example, large differences between olivine, 

iron-based garnet and calcium-based garnet (Karato, 2010). Furthermore, we have to 
assume a homogenous olivine mantle in order to be able to use the experimentally 
derived values for olivine. The experimentally derived values suffer from the same 
limitations in the laboratory as is the case with the flow law values. Also, we know that 
other things than temperature e.g. the water content or melt fraction in the mantle can 
influence seismic wave speed anomalies (Goes et al., 2000; Karato & Jung, 1998), as 
captured by using a 𝛽 < 1. The benefit of working with scaled rheology is that no 
assumptions on the grain size, water content or melt fraction present in the mantle must 
be made for the model, making the problem one dimensional. This makes it both easier 
to implement as well as to analyse. Also, because the background viscosity is fixed to a 
value that matches that from a GIA study, possible viscosities for a given layer are closer 
to values that match GIA observations. 

An important assumption for the rheology that was made in Wu (2004) to make the 
model work was for it to be incompressible. However, we know Earth materials are 
compressible. A et al. (2013) developed a 3D model that allowed for compressible 
rheology and showed that compressible 3D rheology can significantly influence uplift 
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(A et al., 2013). While in A et al. (2013) the entire model was built from the ground up, 
in Huang et al. (2023) a method is demonstrated in which commercial software packages 
like ABAQUS can be used to incorporate compressibility in the GIA model. 

2.4 Applications for the 3D FEM GIA 
model  
In previous implementations of the Wu (2004) method ABAQUS computations were 
combined with a Fortran routine to compute self-gravity and solve the sea-level equation 
(Li et al., 2020; Wang & Wu, 2006). Implementing the 3D GIA model in ABAQUS 
CAE allowed for large parts of the code to be written in Python. This brought a more 
modular style of programming such that modules of the program can be used in other 
models outside the 3D GIA model in ABAQUS CAE presented in this thesis.  

The self-gravitation module was used in the post-seismic model presented in Nield et 
al. (2022). In Nield et al. (2022) ABAQUS was used to build a post-seismic-model FEM 
model, similar to the model in this thesis, but tailored to model slip on a fault instead of 
GIA. The self-gravitation module from the model in this thesis could be plugged into 
the model of Nield et al. (2022). Applying self-gravitation changed the deflection of the 
post-seismic deformation by less than 0.1% in vertical direction and an even smaller 
amount in horizontal direction. Thus, post-seismic simulations by themselves do not 
need to include self-gravitation but it does allow the model in Nield et al. (2022) to 
include other geophysical processes, such as modelling GIA near active faults.  

Furthermore, the transition to ABAQUS CAE has allowed the model to have a more 
flexible mesh instead of a hard coded mesh that has been used in previous GIA studies 
utilizing ABAQUS (Li et al., 2020; van der Wal et al., 2015; Wang & Wu, 2006; Wu, 
2004). This has allowed for the model in this thesis to have finer meshes in the area of 
interest, which can easily be shifted and changed in size when the area of interest 
changes. For small study regions the benefits of increasing the model resolution is self-
explanatory but even large regions benefit from the reduced grid-size. An example of 
an area requiring high spatial resolution is at the glaciers at the end of large ice streams. 
The highest ice mass loss in deglaciating regions is generally at the end of large ice 
streams that accumulate ice mass loss from a wide area and experience high rates of 
calving at their end (Robel & Tziperman, 2016). The erosion caused by the rapidly 
deglaciating coastal glaciers often form fjord-type coastlines, deep throughs that can cut 
a long way inland. Large grid-sizes might obscure these features, changing the local 
force representation from both ice mass loss and changes in sea level in an inaccurate 
manner. 

Because of the flexible grid, the 3D GIA model has not only been used in the areas 
presented in this thesis (West-Antarctica and Europe), but also for Greenland (Faure, 
MSc thesis 2022; Kempenaar, MSc thesis 2022). Greenland hosts a plethora of glaciers 
on its coasts that have grown and shrunk over the last glacial cycle, some of which are 
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currently melting. This is in contrast with the interior of the ice sheet which is stable and 
has accumulated precipitation over the glacial cycle. As a result, the elements 
representing the relatively small strip of coastal glaciers need loads that are higher in 
magnitude but smaller in scale than the interior of Greenland, as can be seen in the input 
(as computed by ANICE on with a 20 km grid-size) for the first timesteps in the 
simulations by Kempenaar (2022) that are shown in Figure 2.7. The reduced grid-size 
allows the model to accommodate these localized differences in ice loading. The earlier 
discussed (Chapter 1) viscosity differences that exist for the mantle underneath 
Greenland amplify this need for a small grid-size as it can result in a relatively shallow 
response and local high uplift in southern Greenland (Faure, 2022). Kempenaar (2022) 
has used a version of the model that is coupled with an ice evolution model (van Calcar 
et al., 2023), which requires a global sea level equation (explained in Subsection 3.5.1) 
to be present and an even finer grid for the sea level equations (as mentioned in section 
2.3) to accurately model grounding line retreat along the jagged coast of Greenland. 

 

Figure 2.7: ice load in [m} applied in the first time step of the GIA model. The ice thickness was 
simulated by ice dynamic model ANICE. From Kempenaar (2022). 

It was demonstrated in a preliminary study to this thesis that it is possible to study areas 
with important small wavelength details, such as Europe with the Baltic Sea coastlines, 
and British-Irish Ice Sheet (BIIS), using the model presented in this thesis (van Casteren, 
2019). In van Casteren (2019) it was demonstrated that the model with a grid-size of 
approximately 80 km could find combinations of rheology parameters for 3D viscosity 
that could reproduce RSL curves and uplift that would match both data sets reasonably 
well. In Chapter 4 we expanded on these first findings, reduced the grid-size even further 
and included more data to compare the model to. While the rheology parameters found 
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in Chapter 4 differ somewhat from what was found in van Casteren (2019). In van 
Casteren (2019) it was already concluded that including wet rheology or small grain 
sizes would result in insufficient uplift in Scandinavia and that including a viscosity 
change in the European mantle to simulate the Eastern European Craton is beneficial 
when comparing the model results to the data in Scandinavia.  

Because the grid-size was reduced to 40 km when studying Europe, some results of 
Chapter 4 could also be used for studying newly acquired sea level data in the North-
Sea area (Hijma et al., 2025). The advantage of the high-resolution area in the global 
model was that we can simulate realistic global RSL curves, based on global GIA, while 
also including the stresses of continental sized ice shelves without resorting to 
assumptions for boundary conditions in contrast to for example flat Earth models, 
similar to what we have done in for the ASE in Chapter 3 (Blank et al., 2021). The 
separate and even finer grid for the global sea level equation is an important asset for 
the North Sea study as the sea is so shallow. Having a fine grid for the sea level module 
therefore helps with accurately modelling shoreline migration in general, but 
specifically for the shallow area around the Dogger Bank and the North Sea ice sheet. 
With the model, we can reconstruct a range for the GIA signal due to the Eurasian ice 
sheet to the observations presented in Hijma et al. 2025. Similar to Chapter 4, it was 
shown that viscosity differences underneath the North Sea are either not present or only 
have a small influence as the newly acquired RSL data agreed best with 1D models and 
3D models with small viscosity differences.  

Additionally, the flexibility of the model has also led to a coupled model in which the 
3D GIA model has been coupled with the ice sheet evolution model ANICE (de Boer et 
al., 2014), to study the effect of 3D rheology on ice sheet evolution (Kempenaar, 2022; 
van Calcar et al., 2023). The fine mesh elements in the 3D GIA model allow for better 
resolution at the coastline. Additionally, the grid-size for the grid on which the global 
sea level equation is solved is finer, which helps accurately implementing the grounding 
line. An accurate grounding line is paramount as ice calving is the main deglaciation 
source for Antarctica’s coastal ice shelves and the change in bedrock elevation 
influences the grounding line making it important to ice sheet stability in Antarctica 
(Pattyn & Morlighem, 2020). Failing to accurately model the grounding line can lead to 
convergence issues in areas with large grounding line retreat. 

The models themselves could be coupled because in ABAQUS the RESTART feature 
allows the basic model described in this thesis to be paused and subsequently generate 
output on deformation. This is useful as the output can be used by ANICE to compute 
the ice evolution over the timestep for the specified GIA deformation, which can be 
reintroduced to the GIA model. The GIA model can then continue the iteration of the 
current timestep. This entire process continues until the ice loading and deformation 
during the timestep converge (van Calcar et al., 2023). An important feature of the model 
resulting from the use of ABAQUS is that non-linear rheology can be simulated. Calcar 
et al. (2023) found that the uplift rates are potentially greater in models with a strong 
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non-linear component. This slows grounding line retreat and ice mass loss, which shows 
that the earlier found stabilizing effect with 3D viscosity (Gomez et al., 2018; Konrad 
et al., 2015) is even stronger when we apply non-linear rheology.   

The possibility to incorporate the non-linear rheology has also led to insights on the 
effects of background stress in GIA (Blank et al., 2021). In a non-linear rheology the 
viscosity is dependent on stress, which also includes stress from non-GIA processes.  In 
the MSc. Thesis of Morra (2021) it is shown that the model could be adopted to include 
mantle stresses. By changing the stress tensor and thus the uni-axial stress used in 
Equation 2.19, the ABAQUS user subroutine can compute the uni-axial strain rate as a 
consequence of multiple stress sources (e.g. GIA induced stress and mantle convection 
induced stress). It must be remembered, however, that the stress in Equation 2.19 is 
transformed according to Equation 2.8 to fit the FEM. This means that adding stresses 
must firstly be done in Equation 2.8, so the stress tensor can be transformed and 
recomputed by adding the mantle stresses. Transforming the changed stress tensor back 
according to Equation 2.8 allows the new stress tensor to be used by the ABAQUS 
subroutine. A full integration of this process into the GIA model for every timestep 
would open the possibility of coupling a mantle dynamics model with the GIA model to 
study the effects of mantle induced stresses on the GIA process. 

Finally, the model has also been used to study polar wander on Earth (Weerdesteijn, 
2019; Weerdesteijn et al., 2019). The transport of the Earth’s water (liquid and solid) 
during a glacial cycle and deformation of the Earth in the wake of this redistribution of 
mass all change the Earth’s moment of inertia which shifts the rotational axis. The 
secular, long-term part of this is called polar wander. The change in rotational axis 
causes a shift in rotational induced (centrifugal) forces. The changes in the centrifugal 
potential can be applied to the 3D GIA model to account for the polar wander on Earth, 
after which the moment of inertia is updated. Although the combined model did not 
utilize the high-resolution region (grid-size used was 200 km), the RESTART feature 
was used by Weerdesteijn (2019) in order to pause the model for each timestep. 
ABAQUS could then be coupled with a different physics model for which is was 
necessary to step through time instead of compute all time steps before computing self-
gravity. The developed model was used to understand if 3D rheology has a significant 
impact in how the Earth deformed due to polar wander, which in turn influences polar 
wander itself.  

Considering all studies that have used this model in the short time it has been available 
to a few researchers shows the usefulness of the model in general, and the different 
topics it has been used for demonstrating the model versatility. The adaptable high-
resolution area makes the model usable for most GIA regions as it has been used for the 
ASE, Antarctica, Greenland, Europe and specifically the North Sea. The modular set-
up of the model makes the model or parts of the model useable for GIA, post-seismic 
evaluation, a GIA-ice sheet evolution coupled model, a GIA-mantle dynamics coupled 
model and a GIA-rotational dynamics coupled model
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3.1 Introduction 
Glacial isostatic adjustment (GIA) is the response of the solid Earth to the melting of 
large ice sheets, and the accompanying changes in the relative sea level, and 
gravitational field. It is ongoing in areas of former large Pleistocene ice sheets such as 
North America and Scandinavia, but also in currently glaciated areas such as Antarctica. 
There, modelling of GIA is necessary to correct satellite measurements of mass change 
for GIA. in order to reveal current ice mass change (Caron & Ivins, 2020; M. A. King 
et al., 2010; Shepherd et al., 2018). Additionally, comparing output of GIA models to 
observations that are dominated by GIA or corrected for current ice mass change effects 
can give us insight in the structure of the Earth. GIA is sensitive to a viscosity 
distribution in radial direction, but also in lateral directions. This is particularly relevant 
in Antarctica, where it is known that a large contrast in viscosity between East and West 
Antarctic mantle exists. Furthermore, GIA plays an important role in the deglaciation 
process itself through a feedback loop of the solid-earth response with the Antarctic ice 
sheet (Barletta et al., 2018; Gomez et al., 2018; Whitehouse et al., 2019). Still 1D 
models, which can be described as models that only have radially varying parameters 
(Ivins et al., 2013; Peltier, 2004; Whitehouse et al., 2012), have mostly been used to 
correct satellite gravimetry measurements (King et al., 2010; Shepherd et al., 2018) 
because of their computational simplicity. 1D models have also been used to model 

Abstract 
Accurate GIA models are required for correcting measurements of mass change 
in Antarctica and for improving knowledge of the sub-surface, especially in areas 
of large current ice loss such as the Amundsen Sea Embayment (ASE). 
Regionally, seismic and gravity data suggests lateral differences in viscosity (3D). 
Furthermore, mantle flow laws allow for a stress-dependent effective viscosity 
which changes over time (3D-s). In this study we investigate whether models with 
3D/3D-s have significant effects on the uplift in the region. We use a finite element 
model with composite rheology consisting of diffusion and dislocation creep, 
forced by an ice deglaciation model starting in 1900. We use its uplift predictions 
as synthetic observations to test the performance of 1D model inversion in the 
presence of viscosity variations. Stress-dependent rheology results in lower 
viscosity beneath the load and a more localized uplift pattern. We demonstrate that 
the background stress from earlier ice load changes can both increase and decrease 
the influence of stress-induced effective viscosity changes. For the ASE, fitting 
1D models to 3D model uplift results in a best fitting model with viscosity that 
represents the average of a large area, while for 3D-s rheology, local viscosity is 
more influential. 1D models are statistically indistinguishable from 3D/3D-s 
viscosity with current GPS stations. However, 3D and 3Ds models should be taken 
into account when accurate uplift and gravity rate patterns are needed, as uplift 
can differ up to 45% compared to 1D models in between existing GPS stations. 
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small regions in West Antarctica which have lower than average viscosity (Nield et al., 
2014; Samrat et al., 2020; Wolstencroft et al., 2015). 

 

GIA induced uplift rate and horizontal rate is altered when using 3D rheology(A et al., 
2013; Kaufmann et al., 2005; Nield et al., 2018; van der Wal et al., 2015), especially 
near the boundary between low viscosities in West Antarctica and high viscosities in 
East Antarctica. In Kaufmann et al., (2005) Kaufmann et al., (2005) a 3D model was 
used to investigate the effects of lateral viscosity variations in the Antarctic mantle. 
While the results of Kaufmann et al., (2005) showed that their 3D Maxwell rheology 
has some influence on GIA (most notably horizontal motion), they concluded that the 
differences in ice models have a larger impact. A et al. (2013) showed that a 
compressible 3D rheology affects GIA model uplift predictions to a large degree in 
Antarctica (up to 60%), although it must be noted that this figure was found when the 
3D rheology was compared to a continent-wide average viscosity. The differences for 
the ASE specifically were negligible. However, as these studies were not focused on 
finding accurate rheology parameters or quantifying rheology differences in terms of 
GIA movement, both Kaufmann et al., (2005) and A et al. (2013) tested a single set of 
3D rheology parameters and used ice models that did not incorporate the recent ice loss 
in the ASE. It is shown by van der Wal et al. (2015) using multiple different sets of 
rheology parameters that the effect of unknown lateral viscosity changes can be larger 
than these previous studies suggested. This raises the question under what condition 3D 
viscosity variations become significant. 

 

The Amundsen Sea Embayment (ASE) exhibits the largest observed ice mass loss of 
the Antarctic continent in the last few decades (Rignot et al., 2019; Shepherd et al., 2018, 
2019) of about -130Gt/y (Barletta et al., 2018). The destabilization of the Amundsen 
glaciers could start a collapse of the whole West Antarctic ice sheet (Seroussi et al., 
2017) even though solid earth response could provide positive feedback that acts to slow 
down the acceleration of ice melt (Konrad et al., 2015). The largest ice loss currently 
occurs at the Pine Island Glacier (PIG), the glaciers near the Crosson Ice shelf and at the 
Thwaites Glacier (TG) (Gourmelen et al., 2018; Konrad et al., 2016). The ASE is the 
region where the highest uplift is measured by means of GPS stations. Only a small part 
of the uplift rates is explained by the elastic response of present-day melt, which 
indicates that the region either has an ice history in which large Pleistocene or early 
Holocene loads were present, or it is underlain by a low viscosity which makes it more 
sensitive to more recent ice load changes. Global or large-scale GIA models (Martín-
Español et al., 2016; Nield et al., 2018) (either 3D or 1D) are unlikely to included recent 
ice mass losses to a high temporal resolution and are therefore unable to predict the GPS 
measured uplift values observed in the ASE because they do not model the deglaciation 
in the last century. Barletta et al. (2018) demonstrated with a 1D model that the ice loss 
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of the last few decades in combination with a low viscosity is necessary to explain the 
high uplift values. 

 

In Barletta et al. (2018), a good fit was achieved between GPS-data and simulations with 
a GIA model in which viscosity only varies in radial direction. However, seismic models 
suggest lateral changes in Earth properties below or near the region(An et al., 2015a; 
Lloyd et al., 2015) but it is not clear if these viscosity contrasts have significant effects 
on the uplift rate. Furthermore, it is not clear whether the viscosities found for the ASE 
by means of a 1D model are a good representation of the average 3D viscosity, and 
whether inferences from 1D models can be used as local constraints on 3D viscosity 
maps. Viscosity is a macroscopic description of deformation that takes place at micro-
scale. Experiments on mantle rocks show different deformation mechanisms which 
depend on the grain size of the rock, but also mechanisms which depend on stress with 
an exponent larger than one (Hirth & Kohlstedt, 2003). Such behavior is also called 
power-law creep. Because of the non-linear stress dependence effective viscosity 
decreases as stress increases. This could lead to further stress changes and changes in 
effective viscosity. 

 

Nield et al. (2018) showed that the use of a representative 1D model may not only affect 
the magnitude of the GIA uplift compared to 3D non-linear rheology, but also the uplift 
gradient in their GIA uplift profile. Non-linear rheology results in steeper gradient and 
makes the pattern more localized. More recently there have even been efforts through 
the combination of multiple 1D models, to simulate 3D lateral differences in Earth 
structure. In Hartmann et al. (2020) Antarctica was modelled by different 1D models for 
the Eastern and Western parts of the continent. The results showed large conformity 
with the 3D finite volume model used in Hay et al. (2017). Finally, in Powell et al. 
(2020) a direct comparison is made between 3D models and 1D models for Antarctica 
and West Antarctica specifically. Their conclusion is that introducing lateral viscosity 
differences lead to measurable differences in horizontal bedrock movement and smaller 
differences in the vertical component for the stations in ASE at present day. However, 
there is strong emphasis on recent ice mass solely which leaves the question how past 
changes in both ice loading and Earth parameters would affect their conclusions. 

 

Using power-law rheology the viscosity becomes stress-dependent, with higher stresses 
causing lower viscosity. Therefore, large ice mass changes and the subsequent stress 
changes can lower local viscosity. Furthermore, in a power-law rheology viscosity is 
also dependent on background stresses (Gasperini et al., 1992; Schmeling, 1987; Wu, 
2001). Processes such as mantle convection, post-seismic deformation, and stresses 
from earlier ice loads could contribute to the total stress in the mantle and could change 
the effective viscosity. To express the fact that steady-state effective viscosity changes 
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with location and under influences of stress (Von Mises stress, specifically), which is 
itself is dependent on time, we will use the term 3D-s viscosity, or even 3D-s model, 
which means a model with laterally varying and stress-dependent viscosity. Stress-
dependent models are not widely considered when computing GIA corrections although 
the effective viscosity can change in time by up to two orders of magnitude in viscosity 
(Barnhoorn et al., 2011). A GIA model with stress-dependent viscosity has been used 
for Antarctica (van der Wal et al., 2015), but for the ASE there has been no study 
detailing the effect on non-linear rheology, and the effect from background stress. 

 

While stress-dependence can lead to effective viscosity that changes in time, it is not the 
same as transient rheology in which the solid Earth response is dependent on the loading 
frequency. The (extended) Burgers rheology is a notable example of a rheology that 
includes transient creep (Ivins et al., 2020; Jackson & Faul, 2010), It is used for example 
for post-seismic deformation (Nield et al., 2022) and seismic wave response (Carcione 
et al., 2014). It is possible that the response of the loading to ice load changes since is 
also governed by transient creep. Lau & Holtzman (2019) place different rheologies in 
one frame-work that can be used for different geodynamics processes. However, here 
we focus on the Maxwell model that combines elastic and viscous response, with the 
viscous response taken to be steady-state non-linear creep, with creep properties that can 
vary with location. 

 

We identified the following research question: What is the influence of 3D/3D-s effective 
viscosity profiles in GIA models on uplift rates in the Amundsen Sea Sector? This 
question is divided into the following sub-questions: 

 How representative is the best fitting viscosity in a 1D Earth model of average 
3D viscosity? 

 Can 3D viscosity be discerned in a statistical significant manner from 1D models 
using current uplift rate measurements? 

 How important is stress-dependent viscosity for the uplift? 

 What is the influence of background stresses on 3D-s effective viscosity and 
uplift? 

 

In this study we will use 3D and 3D-s GIA models to simulate uplift rates at GPS station 
locations. The simulated GPS values will be used to perform an inversion for viscosity 
in a 1D model, similar to van der Wal et al. (2015). The best fitting 1D viscosities found 
will be compared to an average of the local 3D viscosities. This will provide insight in 
whether the best fitting 1D viscosity model is an average of the 3D model, or whether 
1D samples the 3D viscosities in a different way. Furthermore, we will also investigate 
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the uplift pattern of the 3D and 3D-s models and see to what extent they can be 
represented by a 1D model. Finally, a comparison will be made between 3D and 3D-s 
models to study the effects of the stress-dependent viscosity. Here we also include a full 
glacial history to investigate whether the background stresses in the mantle due to earlier 
deglaciation influence our findings for the recent ice-load changes. 

 

The structure of this paper is as follows. In section 2 we will start by introducing the FE 
model. After that, we will describe Earth model parameters and ice input for the model. 
This will be followed by a short description of the 1D model used for the inversion. In 
section 3 the research questions are addressed, after which main conclusions are 
summarized in the last section. 

 

3.2 Method 
3.2.1 3D finite element model 
The 3D/3D-s model used in this study is a FE model based on the commercial software 
ABAQUSTM, following the method of Wu (2004). In this approach a stress 
transformation is applied so that the equations of motion are transformed into a form in 
which they can be implemented in the FE model. Self-gravitation is applied by 
computing the change in gravitational potential and applying it to the model as a new 
force at each density interface after which a new deformation can be computed and the 
process is repeated until convergence. The FE model that formed the basis of the 
rotational dynamics model in Hu et al. (2017) has been modified to incorporate GIA, 
lateral varying viscosity, and variable resolution. A high resolution region (HRR) has 
been introduced to the model to simulate GIA in small regions, such as the ASE. A 
global model with high resolution is not computationally feasible. Therefore, the model 
was divided in sections with different element sizes, with the smallest elements located 
in the HRR around the ASE and larger elements located in the far-field (FF) (Figure 1). 
For this study the HRR is centered around the ASE and its smallest elements surfaces 
are 25 by 25 km. The element size of the far-field for this study is based on similar 
models without a HRR and a focus on continent scale GIA (van der Wal et al., 2015) 
and measure 200 km by 200 km near the equator. All element sizes are given in Table 
1. Furthermore, deeper layers such as the lower mantle are meshed with a lower 
resolution to further reduce the total amount of elements. Depending on the model the 
computation time of the model would be in the order of 5 to 10 days. A benchmark of 
the FE model in this configuration for different test cases can be found in the 
supplementary material. The code has been benchmarked with results from Martinec et 
al. (2018) for a spherical cap load near the north pole (64◦N 75◦W). It can be seen in 
Figure S3.3 of the supplementary material that the deflection underneath and near ice 
masses differs between the FE model and the benchmark model by 1.3% for a resolution 
of ± 0.25◦ x 0.25◦. This is a significant improvement from the 2◦ x 2◦ of earlier 
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implementations of the method of Wu (2004), including the 0.5◦ x 0.5◦ spatial resolution 
from the recent study of (Huang et al., 2019). It must be noted that the resolution is 
lower when compared to the global finite volume models used in Powell et al. (2020), 
or local normal mode model, such as Barletta et al. (2018) whose grid points are 
approximately 5 km apart. 

 

 
Figure 3.1: Finite-element mesh (A: top down view left, B: cross section view) used for the 3D FE GIA 
model. The high resolution area has a radius of 15 degrees (from point 1 to point 2) and is centered at 
the ASE (108.3◦W, 76◦S). Element dimensions for all six designated regions can be found in in Table 3.1. 

 

Table 3.1: Approximate size of elements for sections of the model shown in figure 1, at the top of the 
specific layer. 

Location  Latitudinal size [km] Longitudinal size [km] Radial size [km]
1. Center HRR 25 25 50 

2. Rim HRR 27 92 50 

3. FF south of equator 200 200 50 

4. FF north of equator 200 200 200 

5. Lower mantle 200 200 200 

6. Core 400 400 400 
 
 
The sea-level equation (SLE) is included according to the algorithm from Kendall et al. 
(2005)  including changes in shorelines due to melt-water influx and changing shorelines 
(Johnston, 1993; Milne & Mitrovica, 1998). Small changes to the algorithm of Kendall 
et al. (2005) are applied to make it suitable for the FEM; these can be found in the 
supplementary material. The most important changes are that the 3D model can directly 
calculate the deflection through its FEM component of the code and the gravitational 
field changes by using Wu, (2004), instead of having to solve for them. Furthermore, 
the 3D model uses the change in ice load instead of the total ice load, for which the 
algorithm has to be adopted. Additionally, some functionalities were added to decrease 
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computation time. The effect of rotational feedback is small on the spatial scale that we 
consider and is not included. It is important to note that the sea-level equation can be 
solved at a higher resolution than the FE grid. This allows shoreline locations which 
experience large force changes over time as a result of ice grounding to be modeled with 
high spatial accuracy. Here, the SLE is solved in a global equiangular grid of 0.25◦ x 
0.25◦. It must be noted that the full Sea level equation (SLE) is only used for the 
modelling of the ASE with a full glacial cycle ice history, to investigate the effect of 
Pleistocene ice history on present-day uplift rate and stress-dependent viscosity. For all 
other simulations an eustatic sea level with static shorelines is used to make the results 
comparable with a local 1D model. 

 

3.2.2 Rheology 
We use Maxwell rheology in which elastic and viscous (steady-state) deformation are 
summed. Elastic parameters for the Earth model are the same as the M3-L70-V01 model 
(Spada et al., 2011) see Table 3.1. The entire model is assumed incompressible (ν = 0.5) 
as compressibility is non-trivial to add to the model (Wong & Wu, 2019). The 1D model 
discussed later is compressible. We have verified that differences introduced by the 
assumption of incompressibility are much smaller than the effect of rheology studied 
here (see supplementary materials).  

Table 3.2: Earth model used for the 3D GIA model. 

Layer Depth top of 
layer [km] 

Density 
[kg/m3] 

Youngs Modulus 
[Pa] 

Viscosity [Pa · s] 

Top elastic layer 0 3037 0.506 ·1011 ∞ 

Upper mantle 30 3438 0.704 ·1011 3D 

Transition zone 420 3871 1.055 ·1011 Case specific[1] 

Lower Mantle 1 670 4978 2.283 ·1011 2 · 1021 
Lower Mantle 2 1171 4978 2.283 ·1011 2 · 1021 
Core 2911 10750 0 0 
 
The top layer of the model is fully elastic and has a thickness of 30 km. This is the 
minimum thickness of the lithosphere in offshore west Antarctica (Pappa et al., 2019). 
The lithosphere in most of Antarctica will be thicker, as the temperature results in higher 
effective viscosity and consequently larger effective thickness of the lithosphere. As a 
consequence, the density of the top mantle layer has been adjusted to 3438 kg/m3, to 
keep the total mass of the Earth constant. Below the top layer, the layers are viscoelastic 
and the effective viscosity determines whether there is significant viscous deformation 
over the timescale of the loading. Thus, the lithospheric thickness defined as the top part 
of the Earth that behaves fully elastic is defined implicitly by the effective viscosity. For 
the short time scales we consider in our study the lithospheric thickness will be 

 
1 Depends on the temperature and chosen rheology parameters 
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effectively larger than for a study for the full glacial cycle for the same Earth model 
(Nield et al., 2018). In the upper mantle, diffusion and dislocation creep parameters B 
are as calculated in Equation 3.3. The 3D variation in the creep parameters is determined 
by the temperature. Temperature estimates are discussed in the next section. For the 
transition zone the viscosity was calculated following the same procedure, however in 
this layer the temperature is uniform with depth and is extrapolated from the respective 
temperature models. Viscosity derived from shear wave velocities shows relatively high 
viscosity in the transition zone and smaller lateral variations (Ivins et al., 2023) which 
likely means little sensitivity to 3D viscosity in the transition zone for the small ice loads 
used here. and the load induced stresses are negligible compared to the upper mantle. 
Therefore, it was chosen to use linear rheology for these elements as it saves 
computation time without influencing the results. We assume that the rheology of the 
upper mantle is controlled by olivine and uses the steady-state flow law (when no melt 
is assumed) compiled by Hirth & Kohlstedt (2003): 

𝜖̇ = 𝐴𝑞௡𝑑ି௣𝑓ுమை 
௥ 𝑒ି

ாା௉௏
ோ்  

 

 
Eq. 3.1 

Here, A and α are experimentally determined constants. Furthermore, q represents the 
stress present. The parameter d represents the grain size, while fH2O represents the water 
content within the olivine. Uncertainty in the the parameter d and fH2O will lead to much 
larger changes in viscosity than the uncertainty in activation enthalpy resulting from 
experiments and these will be used as free parameters that are varied between rheology 
models. Viscosity changes as a result of, for example, activation enthalpy are smaller. 
Pressure P is assumed to increase linearly with depth Z according to P(GPa) = 0.0333 · 
Z(km) (Kearey et al., 2009). R is the gas constant and T the local temperature. 
Temperature and stress are the only parameters that can vary with location, with 
temperature variations having a larger control on viscosity. Finally, E is the activation 
energy and V is the activation volume. 

 

Deformation mechanisms for olivine under upper mantle conditions include diffusion 
creep, dislocation creep and grain boundary sliding (Hirth & Kohlstedt, 2015) which 
can be combined to obtain an upper mantle flow law (e.g. (Ivins et al., 2023)). Here we 
use the two main mechanisms diffusion creep and dislocation creep which suffices for 
our goal of having a mix of linear and non-linear rheology. They can both be represented 
by equation 1. Diffusion creep rate is strongly dependent on grain size, with grain size 
exponent p of 3, but only linearly dependent on stress (stress exponent n of 1) and water 
content (water content exponent r of 1). Dislocation creep rate is linearly dependent on 
grain size (p = 1) and non-linearly dependent on stress (n > 2) and water content (r = 
1.2). The non-linear stress-dependence gives rise to the time-dependence of effective 
viscosity. The deformation mechanisms have different activation energy and volume, as 
given in Hirth & Kohlstedt (2003). Following van der Wal et al. (2010) the two 
mechanisms are combined in a so-called composite rheology. 
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The olivine rheology is implemented in the FE model as follows. It is postulated that the 
relation between the stress and strain rate measured in a uni-axial experiment as 
compiled in Hirth & Kohlstedt (2003) also holds for the relation between the equivalent 
stress and equivalent strain rate which are invariants of the stress and strain tensor 
respectively (Ranalli, 1995): 

𝜖̃̇ = 𝐵𝑞෤௡ Eq. 3.2 
 

where B is derived from equation 1 

𝐵 = 𝐴𝑑ି௣𝑓ுమை 
௥ 𝑒ି

ாା௉௏
ோ்  

 

 
Eq. 3.3 

 

The equivalent stress used here is the so-called Von Mises stress: 

𝑞෤ = ඨ
3

2
𝑞௜௝𝑞௜௝ 

 

 
Eq. 3.4 

and the corresponding uni-axial equivalent strain rate is 

𝜖̃̇ = ඨ
2

3
𝜖పఫ̇ 𝜖పఫ̇  

 
Eq. 3.5 

 

To get a relation between tensor components, assume that the components of the 
deviatoric strain rate tensor are proportional to the components of the deviatoric stress 
tensor with a factor λ (Ranalli, 1995): 

𝜖௜̇௝ = 𝜆𝑞௜௝  
Eq. 3.6 

 

It can then be derived (Van Der Wal et al., 2013) that: 

𝜖௜̇௝ =
3

2
𝐵𝑞෤௡ିଵ𝑞௜௝ 

 

 
Eq. 3.7 

In ABAQUS the uniaxial equivalent strain increments are computed from time 
increments ∆t as follows: 

Δ𝜖̃ = 𝐵𝑞෤௡Δ𝑡 
 

Eq. 3.8 
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and components of the incremental strain tensor are computed as: 

Δ𝜖௜௝ = Δ𝜖̃
𝛿𝑞෤

𝛿𝑞௜௝

 

 

 
Eq. 3.9 

where the derivative is (Zhang, 2005): 

𝛿𝑞෤

𝛿𝑞௜௝

=
3𝑞௜௝

2𝑞෤
 

 

 
Eq. 3.10 

Combining Equations 3.8-3.10 yields: 

Δ𝜖௜௝ =
3

2
𝐵𝑞෤௡ିଵ𝑞௜௝Δ𝑡 

 

 
Eq. 3.11 

which agrees with Equation 3.7. The stress transformation of Wu, (2004) does not affect 
the deviatoric stress so the above equations can be used directly. 

 

The equations in this section hold for both diffusion creep and dislocation creep. In order 
to implement the composite rheology we use the fact that diffusion creep and dislocation 
creep occur simultaneously and their components can be added for the uni-axial flow 
law and for the relation between the uni-axial equivalent strain rate and the Von Mises 
stress that is input in ABAQUS (Equation 3.8): 

Δ𝜖௜௝ =
3

2
(𝐵ௗ௜௙௙ + 𝐵ௗ௜௦௟𝑞෤

௡ିଵ)𝑞௜௝Δ𝑡 

 

 
Eq. 3.12 

𝜖̃̇ =
3

2
(𝐵ௗ௜௙௙𝑞෤ + 𝐵ௗ௜௦௟𝑞෤௡)Δ𝑡 

 
Eq. 3.13 

 

Defining an effective viscosity 𝜂௘௙௙ as 𝜂௘௙௙ =
௤෤

ఢ෤̇
, it follows from Equation 3.13 that (van 

der Wal et al., 2013) 

𝜂௘௙௙ =
1

3𝐵ௗ௜௙௙ + 3𝐵ௗ௜௦௟𝑞෤௡ିଵ
 

 
Eq. 3.14 

 

The viscosity depends directly on temperature estimates and can vary strongly as a 
function of grain size and water content (Barnhoorn et al., 2011). This is in contrast to 
an approach whereby seismic velocity anomalies are scaled to viscosity anomalies (as 
for example done in Gomez et al. (2018), Hay et al. (2017) and Powell et al. (2020)). In 
that approach a background viscosity is needed, which can be informed by parameters 
from GIA or other geodynamic studies. Our approach does not require a background 
viscosity model and can provide viscosity values that are independent from parameters 
in geodynamic studies. However, they depend strongly on grain size and water content 
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which are unknown, and hence some guidance on these from other studies are necessary. 
In principal grain size and water content can also be varied with location but as we have 
little information on the grain size and water content across Antarctica (van der Wal et 
al., 2015) they are kept spatially homogeneous. We have chosen the values based on a 
fit with GPS uplift values, as will be explained in the results section. For the areas 
outside of Antarctica we no longer compute dislocation creep and diffusion creep 
parameters from temperature, water content and grain size (Equation 3.3), but we set 
them to predefined values of 1.11·10−22Pa−1s−1 and the dislocation parameter to be 
3.33·10−35Pa−3.5s−1, with n = 3.5, which gives a good fit with global RSL data (van der 
Wal et al., 2010). This will effectively simulate a viscosity of 3.0·1021Pa·s when no 
stress is considered. The composite rheology changes to a Maxwell rheology below 420 
km depth for two reasons. First of the temperature models used did not contain spatial 
variation anymore at this depth and secondly stress at this depth turned out to be neglible 
for the considered load in the ASE, thus voiding the need for the more computationally 
heavy composite rheology type elements. For the deeper mantle (>670 km) we 
considered a linear Maxwell rheology with a viscosity of 2·1021Pa · s 

 

Equation 3.14 shows that the effective viscosity always decreases with an increased Von 
Mises stress. The affect of adding a predefined Von Mises stress in a non-linear rheology 
was investigated by Wu (2001) and for composite rheology by Gasperini et al. (1992). 
The main conclusion from these studies is that realistic predefined mantle stresses can 
significantly affect the GIA process, depending on their magnitude, as they impact the 
stress invariant and thus the effective viscosity below the load over time. 

 

In our composite rheology, the change in viscosity due to a load induced stress ql in the 
presence of a background stress qbg can be defined as follows: 

Δ𝜂௤್೒
=

1

3𝐵ௗ௜௙௙ + 3𝐵ௗ௜௦௟𝑞෤௕௚
௡ିଵ −

1

3𝐵ௗ௜௙௙ + 3𝐵ௗ௜௦௟(𝑞෤௕௚ + 𝑞෤௟)௡ିଵ
 

 

 
Eq. 3.15 

This equation depends on the importance of dislocation creep with respect to diffusion 

creep, and hence on the value of 
஻೏೔೑೑

஻೏೔ೞ೗
 as well as the load induced stress. If we plot the 

results of Equation 15 for different values of ql we can see the aforementioned drop in 

effective viscosity in the presence of background stress as a function of 
஻೏೔೑೑

஻೏೔ೞ೗
, see Figure 

3.2. We see that for rheologies where the contribution of dislocation creep is large 
(log10(Bdiff/Bdisl) = 10), a large background stress will decrease the drop in viscosity as a 
consequence of the load induced stress. In these cases the viscosity is already lowered 
significantly by the background stress itself, so the extra stress from the load has little 
impact. If on the other hand dislocation creep has a small contribution, the drop in 
viscosity caused by load induced stresses will always be low, regardless of background 
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stress. In between the extreme cases there exists a window (around log10(Bdiff/Bdisl) ≈ 
13.5 − 18 depending on the load magnitude) where larger background stresses will also 
lead to larger drops in viscosity when a load is applied. This window is relevant as it 
exists in the range of plausible rheologies. This means that, while the general rule is that 
the presence of background stress reduces the decrease in viscosity for a given load, in 
specific situations the presence of a background stress can also strengthen the effect of 
load induced stress and thus time dependency for the solid earth response. 

 

 
Figure 3.2: Decrease in viscosity log10(∆η) as a function of different non-linear rheology settings 
Bdiff/Bdisl with different values of background stress 𝑞௕௚ present. Figure A): Drop in viscosity for different 
background stresses as a consequence of 30 kPa of load induced stress (𝑞௟  = 0.03 MPa), which is 
comparable to the stress in the upper mantle at about 200-400 from the main ASE load. Figure B): Drop 
in viscosity for different background stresses as a consequence of 0.3 MPa of load induced stress (𝑞௟= 
0.3 MPa), which is comparable to stress in the upper mantle directly underneath the recently diminished 
ASE glaciers. Figure C): Drop in viscosity for different background stresses as a consequence of 3 MPa 
of load induced stress (𝑞௟  = 3 MPa), which is comparable to the stress from ice sheets of several 
kilometers thick as present during the LGM 

 

In reality the situation is more complicated because the Von Mises stress can both 
increase and decrease if a background stress field is added, depending on the magnitude 
and direction of the individual stress components (Schmeling, 1987). In section 3.5 we 
investigate the effect of stresses induced by loads from the last glacial cycle on the GIA 
response due to recent ice loading. Both loading processes are simulated in the model, 
hence the stress addition takes place inside the FE model. This is the first time that the 
stress interaction from long timescale GIA and short timescale GIA are investigated. 
While we did not investigate the influence of tectonic stress, there is tectonic movement 
in and around West Antarctica (Eagles, Gohl, et al., 2009; Eagles, Larter, et al., 2009) 
that can also form an important source for background stress. This means tectonics 
background stress can have similar interactions with the short time scale ice load 
induced as the LGM induced stress and would be worth investigating in future research. 

 



 Chapter 3: Effect of Lateral and Stress-Dependent Viscosity Variations on GIA induced uplift Rates in 
the Amundsen Sea Embayment 
 

54 
 

3.2.3 Temperature models of the upper mantle 
For this study two new temperature models are used. Both models are created using 
different variants of the LitMod3D modelling framework (Fullea et al., 2009, 2018), 
which will be described further below. As a key characteristic, LitMod3D links 
thermochemical conditions in the Earth to geophysical-petrological observations. The 
rock composition is defined using the major oxide system CFMAS (CaO, FeO, MgO, 
Al2O3, SiO2). These oxides represent 98% of the mantle material (McDonough & Sun, 
1995) and form five independent variables, which are combined in the four main mantle 
mineral phases (olivine, pyroxene, plagioclase, spinel). Stable mineral assemblages are 
determined using Gibbs free energy minimization. The lithosphere-asthenosphere 
boundary is defined by the 1315°C geotherm. Heat transfer in the lithosphere is assumed 
to be by heat conduction; below the lithosphere the temperature follows the mantle 
adiabat with a potential temperature of 1345 °C (Fullea et al., 2009). There conduction 
and convection can both occur, while between 1400 °C and 1500 °C convection is 
assumed to dominate. For a certain composition, LitMod3D computes the density and 
elastic modulus. Different observations can be used to constrain the composition, with 
the most important being topography and gravity data as explained in the following. 

 

The first temperature estimate used in this study was developed by Pappa et al. (2019) 
by combining data from topography, seismology and satellite gravity in a lithospheric 
model of Antarctica in the framework of ESA-project GOCE+. The resulting 
temperature model for the lithosphere and sub-lithospheric upper mantle is referred to 
as the GOCE+ model in the following. The authors used LitMod3D (Afonso et al., 2008; 
Fullea et al., 2009), which is an older variant of the LitMod3D software and provides a 
forward modelling framework in a finite difference discretization. Prior definitions in 
terms of crustal and mantle domains have been made in the GOCE+ model. The Moho 
is defined by a density contrast of 400 kg m−3. The crust of the GOCE+ model is divided 
into a continental and an ocean domain. The continental crust is vertically divided into 
three layers, representing upper, middle, and lower crust. According to the geological 
provinces of Antarctica and their estimated tectonothermal age, domains of the 
lithospheric mantle are defined and described by different peridotitic rock compositions. 
Using seismologically derived models of the Moho (An et al., 2015a) and the 
lithosphere-asthenosphere boundary (LAB) (An et al., 2015b) as a starting model, Pappa 
et al. (2019) modified the Moho and LAB depths in order to achieve a fit of isostasy 
(topography) and gravity gradients in contrast to models that are purely constrained by 
seismological data. Instead, independent seismically derived Moho depth estimates 
from various other studies are used as an a posteriori benchmark to evaluate the 
modelled crustal thickness. As a result, the GOCE+ model simultaneously fits isostatic 
topography, satellite gravity gradients, and seismic Moho depth estimates to a large 
extent. Because LitMod3D uses adiabatic temperature gradients, dynamic topography 
is not included within this model. As mentioned above, mantle rock compositions are 
predefined in this model based on geological studies on the tectonothermal age. Since 
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the rock densities inside this model are modelled in a thermodynamically and internally 
consistent way, a 3D temperature field of the Antarctic lithosphere results. The 
temperature distribution of the GOCE+ model for the ASE can be seen in the top row 
of Figure 3.3 (A, B, and C). Compared to the seismically derived temperature 
distribution of An et al. (2015b), temperatures are generally lower. This could be a result 
of the direct conversion of S-wave velocities into mantle temperatures in the model from 
An et al. (2015b), which does not consider the potential existence of melt or fluid 
inclusions and can thus be seen as an upper bound (An et al., 2015b). 

 

The second temperature model is the WINTERC 3.2 model (Fullea et al., 2018). A 
newer version of LitMod3D is used here, coming along with an inversion approach 
where a variety of geophysical parameters are simultaneously fit to many seismic, 
gravitational and heat flow observations. Isostasy is applied, as well as heat flow data, 
topography, and surface-wave dispersion curves analysis (Schaeffer & Lebedev, 2013) 
as input. The fit is performed by changing the composition (notably the aluminum 
content of the lithosphere), the temperature and pressure within the lithosphere model. 
While changing mantle composition to simultaneously fit multiple data sets in itself is 
a selling point for the robustness of the model, the process has its shortcomings such as 
the fact that converting seismic velocity to gravity through linearized scaling factors 
ignores known petrological non-linear effects. These non-linear petrological effects are 
accounted for when calculating density and seismic velocities within a thermodynamical 
self-consistent framework. It should be noted that in this approach the Moho depth is 
predefined and, in contrast to the GOCE+ model, mantle rock composition is allowed 
to vary. By estimating the residual isostatic topography resulting from density 
variations, a proxy to dynamic topography is incorporated in the model. The WINTERC 
3.2 model shows good agreement with temperature patterns of seismological models. 
Temperature maps for the ASE and surrounding regions can be seen in the bottom row 
of Figure 3.3 (D, E, and F). 
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Figure 3.3. Temperature at 70 km, 150 km and 230 km depth for the GOCE+ model (top figures A), B), 
and C) ) and WINTERC 3.2 model (bottom figures D), E), and F) ) for the Amundsen Sea Embayment 
(ASE) and surrounding regions. 

It can be seen that the GOCE+ model is colder than WINTERC 3.2 model. This is in 
agreement with the comparison between An et al. (2015b) and the GOCE+ temperature 
estimates in Pappa et al. (2019). This will result in the GOCE+ model having a higher 
viscosity than the WINTERC 3.2 model with the same rheology parameters, making it 
less responsive to short term ice loads. We also see local differences in the spatial pattern 
between both models. At 70 km a colder region is realized in the GOCE+ model, with 
warmer parts in the top part of the mantle to the east and west of the ASE. In the deeper 
layers of the GOCE+ model there is still a colder area north of the coast (110W◦) but it 
is much less pronounced. In contrast, the WINTERC 3.2 model is less uniform in the 
top layer and has a warmer mantle underneath the ASE, near the northern coast and to 
the west of the ASE. This translates to a thinner elastic lithosphere in these locations. In 
the deeper layers of the WINTERC 3.2 model temperatures are more uniform. The most 
important deviations from a uniform distribution are a slightly colder area to the west of 
the ASE as well as a colder area in the eastern direction towards the Antarctic Peninsula. 
Seismic studies, for example Shen et al. (2020), predict low seismic velocities and thus 
high temperature directly beneath the glaciers of the ASE, showing similarities with the 
WINTERC 3.2 model. 

 

It is important to note that while there is focus on the ASE itself, we use these models 
to construct a lateral heterogeneous viscosity map for the entire continent of Antarctica. 
This is done because uplift can be sensitive to viscosity in a large area, and because the 
simulation of the last glacial cycle was done for the entire continent. 
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3.2.4 Ice history model 
The ice history is derived from the one proposed for the ASE in Barletta et al. (2018). 
In there, high resolution present-day ice changes during the time period 2002-2014 are 
extrapolated backwards in time until 1900 (Figure 3.4). The extrapolated ice loss trend 
is an overestimation of the actual trend as ice change measurements since the 1970’s 
conclude that ice loss has been speeding up in recent years (Gardner et al., 2018; 
Mouginot et al., 2014). In Barletta et al. (2018) a grid search for the rheology settings 
for multiple ice history scenarios is performed to find the best fit to the observed GPS 
uplift. It is found that the ice history scenario which uses 25 % of the current trend for 
the period between 1900-2002, yields the best fit. We have also assumed that the rate of 
ice mass loss in the first half of the twentieth century is equal to that of the period of 
1950-1970, which is also debatable (Ivins et al., 2002). At the start of the simulation, it 
is assumed that the load present in 1900 has been present for 30 ky which is practically 
equivalent to assuming isostatic equilibrium, which is achieved. In Powell et al. (2020) 
no loading is applied prior to recent satellite measured increased ice mass loss (1992). 
It must be noted that in our setup we initially assume no background stresses from prior 
ice loading, which were almost certainly present due to increased ice mass loss after 
1850 (Little Ice Age) (Ivins et al., 2000). The influence of background stress on the 
present-day uplift cannot be assumed to be negligible and will be treated in section 3.5. 
The effect of pre-1900 ice loads on current uplift rates is assumed to be small. 
Furthermore, the ice load from Barletta et al. (2018) was tailored to fit the 1D model 
specifically, so it could be inconsistent with the 3D and 3Ds models introduced here, 
However, in this study we perform sensitivity studies comparing the different 
rheologies. Uncertainties in the ice history are not expected to significantly influence 
the characteristic differences in model behavior. Model sensitivity runs with more and 
slightly altered starting ice showed different uplift rates but the same characteristic 
difference between models. Because the ice history and the local GIA model used in 
Barletta et al. (2018) are of a higher resolution than the global FE model used in this 
study, the ice history is down sampled from ± 1 km to the size of the FE elements 
discussed in the method section. This down-sampling is also done for the 1D model 
input to eliminate possible differences as a consequence of different spatial resolution. 
The ice load that is used as input for the model can be seen in Figure 3.4. 
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Figure 3.4: Ice model with the total mass change through time on the left and the spatial distribution on 
the right. The dashed red lines indicate the initial time steps at which the ice load is defined. 

3.2.5 The 1D normal mode model 
To evaluate the effect of 3D viscosity, the 3D model output is assumed to represent 
predictions for a more realistic Earth. Therefore, we seek 1D models that produce 
predictions compatible with those of the more granular view of the Earth’s real structure. 
Here we use the viscoelastic uplift component for a 1D compressible Maxwell Earth 
model, in response to the ice mass loss, as in Barletta et al. (2018). The model is based 
on the normal mode viscoelastic theory where we use the VE-CL0V3RS v3.6 model 
(Barletta et al., 2018) to compute the elementary viscoelastic time dependent Green’s 
functions (convolved with Heaviside function) up to degree 1500, and assume that at 
higher degrees they do not change with time as they sample elastic response only so the 
combined Green’s function is negligible. The structure of the elastic parameter is 
PREM-based (Dziewonski & Anderson, 1981) with 31 layers, while the viscous 
parameters are divided into five parts. The first layer is the elastic lithosphere, which is 
varied in thickness from 40 km up to 70 km and represents the crust and the part of the 
lithosphere that behaves elastically on the timescale of loading. 40 km was used as a 
minimum here, because in Barletta et al. (2018) all values of 40 km showed a worse fit 
than those for a thicker elastic lithosphere and thin lithosphere was only observed 
offshore from West Antarctica (Pappa et al., 2019). The second layer is the shallow 
upper mantle (SUM), which is defined from the bottom of the elastic layer to a depth of 
200 km. The third layer is the deeper upper mantle (DUM), which is defined from 200 
km to 400 km depth. Viscosities in the SUM and DUM will be varied to achieve a good 
fit with respect to the uplift from the 3D and 3D-s models. The final two layers are the 
transition zone and the lower mantle, which are defined from 400 km to 670 km and 670 
km to 2891 km (core-mantle boundary), respectively. These layers have a viscosity of 
1021Pa·s in this study. In the supplementary materials we have tested this 1D setup 
versus the 3D setup. The maximum difference found was 1.15 mm/y and the average 
difference was 0.24 mm/y, which as we will later see, are not consequential to the 
results. 
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3.2.6 GPS data 
For the GPS stations we have selected the same 6 GPS stations as were used in Barletta 
et al. (2018) with the addition of the SDLY station (Liu et al., 2018). The SDLY station 
is located at 125.9746◦W, 77.1353◦S in Marie Byrd Land, adjacent to the ASE sector. It 
was included to also have information on the western side of the ASE. The GPS uplift 
rates have been corrected with modelled elastic uplift. The elastically corrected GPS 
uplift, their standard deviation and length of the time-series, Tobs, can be seen in Table 
3.3. 

Table 3.3: GIA associated vertical uplift (Barletta et al., 2018; Liu et al., 2018) of GPS stations in or 
near the Amundsen Sea Embayment (ASE) 

Stations 
Uplift 
[mm/y] 

Tobs 

[y] 

BACK 10.07 ± 1.5 8.036 

BERP 19.12 ± 0.7 10.386 

INMN 26.05 ± 2.4 1.252 

LPLY 3.93 ± 0.5 8.241 

THUR −3.99 ± 0.8 8.236 

TOMO 29.90 ± 3.0 2.203 

SDLY -3.83 ± 1.04 5.0 

3.2.7 Statistical model comparison 
In order to compare all models evaluated in this study we use a χ2-test with the χ2

cr 

statistic that is also used in Barletta et al. (2018): 

𝜒௖௥
ଶ =

1

𝑁ீ௉ௌ − 1
෍ ൬

𝑀௜ − 𝑚௜

𝑆𝐷௔௩

൰
ଶ

ேಸುೄ

௜ୀଵ

 

 

 
Eq. 3.16 

where, Mi is the uplift at the ith-station of the reference model, while mi represents the 
1D model uplift at the same station. Because both 1D models and 3D models provide 
exact results and thus no error estimate, we have assumed the standard deviation SDav 

as the average standard deviation (1.42 mm/y) of all the real GPS-stations (see 
Subsection 2.6). We use the average instead of the individual standard deviation to avoid 
introducing a weighting bias to the stations. While the magnitude of this value might be 
debated, it does not change the ranking of the goodness of fit for models with respect to 
each other. 

 

To determine whether or not models significantly differ from one another we used a chi-
squared goodness of fit test, 
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𝛼 <  න 𝜒ଶ(𝑘)
ஶ

ఞ೎ೝ
మ

 

 

 
Eq. 3.17 

where, k is the degrees of freedom for the model. In the standard case of the ASE with 
7 GPS stations (as seen in Subsection 3.2.6) and a significance level α of 0.05% this 
would mean that if 𝜒௖௥

ଶ > 9.49 the null hypotheses is rejected and the model is deemed 
significantly different from the (synthetic or real) measurements. 

 

We will compare the 1D model results to 3D/3D-s models by first selecting rheology 
parameters for the 3D/3D-s models. We find those rheology parameters by fitting a set 
of rheology parameters combined with both the GOCE+ and WINTERC 3.2 temperature 
distribution to GPS data from the ASE region. The uplift of this best fitting model will 
be considered as the model standard that 1D models can then evaluate. Then, we 
investigate how well a best fitting 1D model will approximate the average 3D/3D-s 
viscosity. After this, we will investigate whether 3D viscosity results in significantly 
different uplift rates. Additionally, we will inquire if the results are affected by the 
placement of GPS stations, thus making an assessment of the robustness of any previous 
findings. After this, we will investigate the effect of 3D-s modelled viscosity, by 
comparing 3D models to a 3D-s model. Finally, we will test whether including 
background stress will impact our previous results significantly.  
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3.3 Results 
3.1 Rheology parameter selection based on GPS measurements 
To determine which rheology settings would fit the ASE case, we used five sets of grain 
sizes and water content for the GOCE+ model and four for the WINTERC 3.2 model. 
The number of models we can test is limited by the computational resources required. 
Therefore, we performed a limited grid search of the best model by varying the grain 
size and water content. Grain size is varied from 4 to 8 mm, close to values that give a 
reasonable fit to uplift in the northern hemisphere (Van Der Wal et al., 2013). Water 
content is varied from fully dry to fully wet (1000 ppm water content). Smaller grain 
size and larger water content both act to decrease viscosity. For both models we have 
chosen the rheologic parameters for which the chi-squared between the model results 
and the GPS data was minimal. 

Table 3.4: 𝜒௖௥
ଶ

 test statistics per model setting 

Grain size [mm] Water content H2O [ppm] GOCE+ model 𝜒௖௥
ଶ  WINTERC model 𝜒௖௥

ଶ  

8 1000 62.4 30.3 

6 1000 25.9 222.6 

4 1000 10.7 710.8 

4 500 10.2 231.8 

4 0 109.8 - 

 
Using Equation 3.16 we can compute the 𝜒௖௥

ଶ
 statistic for every model we considered. 

The results are shown in Table 3.4. Based on the results in Table 3.4, we selected two 
models to focus on in this study, with a third model based on one of these first two 
models. The first model uses the GOCE+ temperature with a grain size of 4 mm, a water 
content of 500 ppm and has a transition zone viscosity of 19.3 log10(Pa·s), which will 
be referred to as G405. The second model uses the WINTERC 3.2 temperature model 
with a grain size of 8 mm and a water content of 1000 ppm and a transition zone viscosity 
of 19.7 log10(Pa·s), hence-forth referred to as W810. Two temperature models are used 
to differentiate between temperature model effects and general effects. Finally, a third 
model is used, which has the W810 settings for the rheology but dislocation creep is 
ignored by forcing the Von Mises stress to 0 using Equation 3.12. This is done in order 
to eliminate the non-linear component of the viscosity. Using a Von Mises stress of 0 
will lead to an overestimation of viscosity. However, it is impossible to find a single 
accurate representative average Von Mises stress. The resulting model is a 3D model 
instead of a 3D-s model and will be referred to as W810-3D. 
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3.3.2 1D versus 3D/3D-s models viscosity 
In Figure 3.5, the effective local viscosity is shown for G405 and W810 at two different 
points in time, approximately halfway through the deglaciation, in 1951, and at the end 
of the simulation in 2014. W810-3D is time-invariant and is shown in the bottom row. 
The viscosity highly correlates with the temperature map (Figure 3) for all models, with 
the only deviation present in high stress areas, which can be seen in Figure 3.6, near the 
ice load. The G405 model shows high values for the viscosity at 70 km depth with the 
exception of the western-most region. As the depth increases, the viscosity drops and 
becomes relatively uniform in horizontal directions. Changes in modelled effective 
viscosity over time are small for G405. This is despite the high stresses, with a maximum 
of 170 kPa in 1951 and 500 kPa in 2014. Due to lower water content and thus relatively 
small dislocation creep contribution, these high stresses do not decrease viscosity to 
meaningful degrees.  
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Figure 3.5: Viscosity of the ASE for three different depths: 70 km, 150 km and 230 km. The models 
displayed are G405, W810 and W810-3D. The top two rows show the viscosity in 1951, which is near 
the halfway point of the simulation. Rows 3 and 4 shows viscosities in 2014, which is the last epoch in 
the simulation. The bottom row shows the viscosities for the W810 version with stress independent 
rheology. 
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Figure 3.6. Von Mises stress in the upper mantle (70 km) of the ASE. The models displayed are G405 
(Figures A) and B) ) and W810 (Figures C) and D) ). The left column (Figures A) and C) ) show the 
Von Mises Stress in 1951, which is near the halfway point of the simulation. The right column (Figures 
B) and D) ) displays the stress in 2014, which is the last epoch in the simulation.  

 

For W810, at 70 km, there is a significant difference between the viscosities in the east 
and west of the ASE. In the centre of the ASE, there is an area of very low viscosity 
(1018.0Pa·s) at 2014; this is where the glaciers are located with the largest mass discharge 
(Thwaites). This local low viscosity area is caused by the stress which is induced by the 
change in ice load. As the simulation approaches present day, the changes in ice load 
are larger than a few decades earlier. This increases the maximum stress from around 
90 KPa in 1951 to approximately 175 kPa in 2014 for the final time step. The high local 
stresses cause dislocation creep to become a more dominant creep mechanism over a 
larger area which lowers the local viscosity over this area significantly. The load induced 
stress is reduced with increasing depth and therefore the change in effective viscosity 
over time is larger at 150 km than at 230 km. The last model, W8103D, has the same 
east-west viscosity differences in the top part of the mantle as we observed in the W810 
model. In both the W810 and the W810-3D model there is an area in the east of the ASE 
(95◦W) that has a higher viscosity compared to the neighboring coastal regions. The 
deeper parts of the mantle are more uniform with slightly higher viscosities towards the 
east in the direction of the Antarctic rift system. 

 

To see how well the best-fitting 1D model represents the 3D structure, a representative 
1D viscosity and elastic thickness of the 3D and 3D-s models has to be determined. It is 
not obvious how such an average should be computed from a 3D/3D-s model with a 
local load. The first step in order to calculate the elastic lithosphere and the average 
effective viscosity is determining which elements behave viscoelastic and which 
elements are almost exclusively elastic. Although the thickness of the purely elastic 
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layer is 30 km in the 3D-s model the effective elastic lithosphere thickness can be larger. 
The idea that elastic lithosphere thickness depends on loading duration or frequency 
dependent has been adopted by others as well (Lau et al., 2020). In order to estimate the 
viscosity for which we would consider an element elastic we consider the relation 
between Maxwell viscosity and relaxation time: 

𝜂 = 𝜏𝐺 Eq. 3.18 
 

As a threshold for an elastic element, 3 times a relaxation time of a 150 years of 
simulation is assumed. With the shear modulus G as stated in Section 3.2. We find a 
threshold value of 1021.0 Pa · s. By assuming elements of a viscosity larger than 1021.0 

Pa · s to be elastic we can derive an average elastic lithosphere thickness Dlitho using 
relevant elements for GIA. The relevant elements are selected based on a threshold Von 
Mises stress, relative to the highest Von Mises stress at the depth at which the element 
is located in order to select elements the GIA in the ASE is actually sensitive to. For the 
elastic elements we did only consider elements in element layers (nlayers) in the elastic 
top layer or the SUM. We compute the fraction of elements within a selection that have 

a viscosity higher than 1021.0 Pa · s, 
ேആಭమభ೔

ே೟೚೟ೌ೗೔

 , and multiply this with the layer thickness 

Di. Finally, the thickness of purely elastic layer, Dcrust is added (Equation 3.19) and the 
results are shown in Table 3.5. We can see in Table 3.5 that G405 has a larger elastic 
lithosphere (53 km), while the elastic lithosphere thickness for the W810 and the W810-
3D model is consistently 30 km. 

𝐷௟௜௧௛௢ = 𝐷௖௥௨௦௧ + ෍ 𝐷௜

௡೗ೌ೤೐ೝೞ

௜ୀଵ

𝑁ఎவଶଵ೔

𝑁௧௢௧௔௟௜

 

 

 
Eq. 3.19 

When we have defined which elements can be considered elastic, we exclude them from 
the viscosity averaging computations. The average viscosity for the SUM and DUM is 
estimated by selecting the contributing elements based on a threshold Von Mises stress, 
relative to the highest Von Mises stress at the depth at which an element is located. An 
unweighted average is taken for the selected elements in this method. An overview of 
the method can be seen in Figure 3.7. Using this method, it can be investigated whether 
the best fit 1D model viscosities are close to the average viscosity values of the FE model 
(Table 3.5). 
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Figure 3.7: Schematic overview of the procedure to compute an average viscosity based on stress for 
the SUM of the G405 model. The starting values are the viscosity and the stress at any given depth (70 
km in this example). The viscosity is used to determine which elements show viscous behavior (red) over 
the course of the simulation (η<21.0 log10(Pa · s)). A stress threshold is used to determine the elements 
that contribute significantly to the uplift (red). If an element is both viscous and high stress its viscosity 
is used to compute ηSUM together with elements that also fulfil these conditions. 

 

Table 3.5: Top section: Average elastic thickness (Dlitho) and viscosity for the shallow upper mantle 
layer (ηSUM) and the deeper upper mantle layer (ηDUM) of the 3D and 3D-s models using stress-based 
selection of the elements. The SUM values are shown for both 1951 and 2014, while the DUM values 
are only shown for 2014 as there is little variation in this layer over time. Bottom section: Elastic 
thickness and viscosity for the SUM and DUM of the best fitting 1D model with respect to each of the 
3D/3D-s models using the 7 GPS sites (N=7) a grid of points [71.25◦S,80◦S; 80.625◦E,130◦E] (N=1440) 

 
 

3D/3D-s model Layer parameter Time [AD] G405 W810 W810-3D 

Averaged values 𝐷௟௜௧௛௢ [km] 1951 59.8 30.0 30.0 
contributing elements  2014 53.2 30.0 30.0 
 𝜂ௌ௎ெ[logଵ଴(𝑃𝑎 ⋅ 𝑠)] 1951 18.94 19.22 19.08 
  2014 18.91 19.02 19.08 
 𝜂஽௎ெ[logଵ଴(𝑃𝑎 ⋅ 𝑠)] 2014 18.66 18.88 18.89 

Best fitting 1D models   
G405 W810 W810-3D 

N=7 𝐷௟௜௧௛௢ [km]  70 40 50 
 𝜂ௌ௎ெ[logଵ଴(𝑃𝑎 ⋅ 𝑠)]  19.2 18.4 19.0 
 𝜂஽௎ெ[logଵ଴(𝑃𝑎 ⋅ 𝑠)]  18.4 18.8 18.8 
N=1440 𝐷௟௜௧௛௢ [km]  70 40 60 
 𝜂ௌ௎ெ[logଵ଴(𝑃𝑎 ⋅ 𝑠)]  19.2 18.6 19.0 
 𝜂஽௎ெ[logଵ଴(𝑃𝑎 ⋅ 𝑠)]  18.4 18.8 18.8 
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To benchmark how reliable the comparison is between the 1D and 3D/3D-s viscosity, a 
homogeneous 3D-s model was run with a top elastic layer of 40 km and non-linear 
rheology parameters that should correspond to an effective viscosity of 19.0 log10(Pa · 
s) for both the SUM and DUM. The best fit 1D model for this case was a model with a 
40 km effective elastic lithosphere, a ηSUM of 18.8 log10(Pa · s) and a ηDUM of 19.0 
log10(Pa · s). While very close to the parameters of the 3D-s model, small differences 
between 1D and 3D/3D-s are introduced because of difference in discretization. 

Figure 3.8: χ2 of the 1D models with respect to simulated uplift of 3D/3D-s models as a function of 
viscosity in the shallow upper mantle (SUM) and the deep upper mantle (DUM). Every circle is a single 
1D model, with the color indicating the χ2. The circle size denotes models with different lithospheric 
thickness. All solid circles represent models that fall within the 95% confidence interval. The red circle 
represents the average viscosity for the 3D/3D-s model. 

 

In Figure 8, it can be observed that there are multiple models with a good fit. The best 
fit 1D models in this paper for model G405 and W810-3D have a better fit to these 
3D/3D-s models than to the GPS uplift rates, as was computed in Barletta et al., (2018) 
while model W810 has a similar value. Taking into account that for this experiment the 
ice history knows no discrepancy between the model standard and the 1D models 
approximating this, it can be concluded that G405 and W810-3D will be 
indistinguishable from a 1D model given the worse fit of any model to the uplift using 
7 stations in reality. In order to distinguish between 1D and 3D/3D-s viscosity we would 
need additional GPS stations at specific points, or GPS stations with a lower standard 
deviation by for example increasing the length of the time-series. Longer time-series 
also open the possibility to investigate 3D-s in particular as the change in uplift over 
time would be visible and we might be able to identify the type of rheology under the 
ASE with more precision. 

 

We now investigate whether the 1D viscosity obtained from the fit is close to the average 
3D viscosity. In Table 3.5 we see that for all three models the viscosity for the DUM is 
estimated to be slightly lower (maximum of 0.3 log10(Pa · s)) than the average computed 
from the 3D/3D-s models. For both the G405 and the W810-3D models the difference 
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between the 1D and 3D/3D-s models in SUM viscosity is small (0.29 log10(Pa · s) and 
0.08 log10(Pa · s)). For the W810 model the SUM viscosity in the 1D model 
underestimates the average 3D viscosity. This means that for the W810 model both the 
SUM and DUM 1D estimated viscosities are lower than the average viscosity. This 
suggests that the uplift is determined to a larger extent by a small region of low viscosity, 
which is not reflected in the average viscosity. The misfit of the 1D model does not 
strongly depend on elastic lithosphere thickness, which becomes evident from the 
W810-3D case. Here the 1D model prefers a thicker lithosphere but the viscosity is still 
the closest possible estimate. The inversion tends to prefer thicker elastic lithosphere 
values for the G405. In Barletta et al., (2018) it was suggested that there could be a 
tradeoff between upper mantle viscosity and elastic lithosphere thickness, which we see 
for the G405 model. 

 

We investigate whether having limited GPS data will change the best fit 1D model with 
respect to the 3D/3D-s models. The best fitting model in terms of uplift is determined 
using 1440 reference points (all coinciding grid-points between the models) instead of 
only the 7 original GPS locations (Table 5). For the G405 case there is no effect of 
placing more stations, as 7 stations will result in the same best fit as obtained with 1440 
stations. While this is not true for the W810 and W810-3D cases, we can still note that 
in these cases, the current 7 stations also give best fit models that have small differences 
in lithosphere thickness (10 km) or ηSUM (0.2 For the SUM) with respect to the best fit 
models with a large number of stations. This leads us to conclude that the current 7 
stations already form an adequate data set to perform inversions when determining a 
representative 1D viscosity. 

 

The resolution of the FE model is fixed to the values in Table 3.1 and Figure 3.1 to limit 
the computation time, and interpolation is required at multiple stages, for example from 
the ice history data to loads applied to the finite elements or to find uplift and locations 
in between model nodes. To investigate the impact of this issue we have compared GPS 
station uplift on their exact locations, which required interpolation, as well as on the 
closest model nodes to these locations, requiring no interpolation. Altering the GPS 
locations has a small effect on the chi-squared values of the best fit, but not enough to 
change the best fitting models in this paper. Changing interpolation methods for the 
computation of gravitational perturbation changes the average uplift by approximately 
0.2%. Changing the vertical resolution can have a stronger effect on the results, because 
the changes in temperature in radial direction are larger than the those in lateral 
direction. However, GIA models cannot invert uniquely for many layers, and our results 
are valid for the layering in the upper mantle selected for the 1D model. 
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3.3.3 1D versus 3D/3D-s model uplift 
To investigate whether 1D models can represent the uplift pattern of a 3D or 3D-s model, 
Figure 3.9 shows the difference in uplift between the 3D/3D-s models and their 
respective best fitting 1D model. In general, we can see that it is not possible for the best 
fit 1D models to fit any of the 3D models everywhere even though the models do not 
differ in a statistically significant fashion. This is because for most GPS locations the 
best fit 1D model uplift is close to the 3D/3D-s models uplift, although for every model 
there are 1 or 2 GPS stations that have a local bad fit (more than 2 σ difference). 
Locations in between the GPS sites can still show large differences (23.1 mm/y 
difference for W810 and 6.7 mm/y difference for W810-3D), which is more than two 
times the measurement error of the GPS stations. The GIA uplift pattern, for the W810 
and W810-3D model, has a sharper peak with a higher uplift than the best fitting 1D 
model at the point of maximum unloading (cross-section a). At 76◦S in cross-section a, 
we see more local uplift for W810 and W810-3D than the 1D model because of low 
local viscosity, either as consequence of the high lithosphere temperature by itself or in 
combination with high local stress. At cross-section b this is reversed for W810 and 
W810-3D, showing lower local uplift as a consequence of the local high viscosity. The 
different patterns in the cross-sections show that it is not possible for a 1D model to fit 
the uplift pattern of the 3D/3D-s model everywhere, as a change in viscosity does not 
only change the magnitude of the uplift but also the spatial distribution of the uplift. 

 

We showed earlier that more stations do little to change the best 1D model for each of 
the 3D/3D-s models, and that with the current data the 1D models cannot statistically be 
distinguished from the 3D/3D-s models. However, Figure 3.9B and Figure 3.9C 
illustrate that this does not mean large differences do not exist and that with more GPS 
stations in the right locations 3D/3D-s differences could be detected. GPS stations at the 
point of maximum differences (dark red or dark blue areas) would be the most sensitive 
to differences between 1D models and 3D/3D-s models. For example, a GPS station in 
between the BERP and TOMO station (76◦S 113◦W, in the middle of cross section a) 
would be the most sensitive to possible low local viscosity. Another location that might 
give insight in the 3D effect is around 75.5◦S 95◦W (in the middle and to the right of 
cross section b) in Ellsworth Land. Large differences as a consequence of a high 
viscosity area are possibly present in this area. It must be noted that this high viscosity 
area is present because of the low temperature area in the WINTERC model; in the 
GOCE+ model this area has a higher temperature which would result in lower viscosity. 
These additional stations, if at all possible, at the mentioned locations, might provide us 
with data to distinguish 1D, 3D and 3D-s rheology from each other and constrain the 
rheological parameters to a higher accuracy. If placing extra stations is not possible 
another way of obtaining a data set that would be able to distinguish between rheology 
types is to keep the current 7 stations active for a longer time. As could already be seen 
in Figure 3.5G-L effective viscosity changes over time under the influences of stress, 
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which means uplift rates would change differently over time for these models compared 
to models with time-invariant effective viscosity. As the rheology in the ASE influences 
the WAIS stability it would be beneficial to extend the missions of these stations until 
their provided data can give us more insight into these possible non-linear components 
in the rheology. 

Figure 3.9: Top figures A), B), and C): uplift of the three models minus their best fitting 1D model. The 
black squares are GPS stations where the differences exceed 2σ (95% confidence), the white squares 
are stations where the differences are below 2 σ. Figures D), E), and F): cross section of the uplift of 
all three models and their best fitting 1D model at the 113.75W◦ meridian (a), which intersects the point 
of maximum uplift. Figures G), H), and I): cross section of the uplift of all three models and their best 
fitting model at the 97.5W◦ meridian (b), where the differences between the three models and their best 
fitting 1D model are the largest. 

 

3.3.4 Effect of stress-dependent viscosity 
In this section we investigate whether 3D-s rheology gives significantly different uplift 
compared to 3D rheology, and if any 3D rheology can approximate the effect of 3D-s 
rheology. We use model W810 with varying stress and compare it against W810 models 
in which stress is set to a constant level. Ideally, we would choose the Von Mises stress 
such that the time-averaged effective viscosity is the same, or the uplift differences are 
minimized as is done with the 1D model inversion. However, this is computationally 
expensive. Instead, we use a low stress (0 kPa) and a high stress (300 kPa) as lower and 
upper bound, respectively. This results in a significantly higher and lower average 
viscosity, respectively, than computed in Table 3.5. We scale these uplift patterns to 
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minimize the difference in maximum and minimum occurring uplift. The idea is that the 
pattern in uplift is largely fixed, but the magnitude will be changed as a function of Von 
Mises stress, which we reproduce by scaling the uplift. To support this idea, we 
confirmed that upscaled results and downscaled results give a similar result (Figure 
3.10C and Figure 3.10D). 

 
Figure 3.10: Differences in uplift: W810 a stress dependent viscosity minus W810 with a constant stress 
(and hence constant viscosity). Figures A) and C): Difference between W810 and W810 without stress 
(W810-3D) induced effective viscosity changes. Figures B) and D): Difference between W810 and W810 
where a constant Von Mises stress of 300 KPa is applied. Figures A) and B): the absolute difference 
between aforementioned models. Figures C) and D): The difference when the constant stress models 
are scaled to minimize the differences, with a factor 1.73 and 0.73, for the 0 kPa case and the 300 kPa 
case, respectively. 

 

In Figure 3.10A we observe that the model without stress underestimates the uplift due 
to the higher viscosity, while the model with 300 kPa constant stress overestimates the 
uplift due to the lower viscosity. The differences after scaling are positive in the center 
of loading and negative outside. This is the result of the constant stress models having a 
more spread-out uplift pattern than the 3D-s model. The average differences cannot be 
reduced further by scaling the uplift and when computing the the χ2

cr statistics for the 
scaled 3D models at the location of the GPS stations we obtain values of 0.23 and 0.15, 
respectively for the 0 KPa scaled result and the 300 Kpa scaled result, which could be 
considered close fits. However, the 3D model still shows up to 14 % less uplift at the 
point of maximum uplift. The higher uplift in the 3D-s model can be traced back to the 
viscosity decrease under the load, as stress increases (see Figure 3.5G-L). It must be 
noted that in Figure 3.9 (A, D, and G), the G405 model did not show more localized 
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uplift despite it being a 3D-s model. That is because the G405 model was created using 
a smaller grain size and a lower water content, which results in a lower contribution of 
dislocation creep (Barnhoorn et al., 2011; Hansen & Kohlstedt, 2015). In conclusion, a 
3D model cannot fully reproduce the uplift from 3D-s models with significant 
dislocation creep, which in this case is a wet model (H2O 1000ppm) with a large average 
grain size (8 mm). 

 

Nield et al. (2018) found similar differences between 1D models and models with non-
linear rheology in the Antarctic Peninsula, noting the more localized uplift in the latter, 
as represented by differences in gradients in uplift. An important caveat in the results 
presented here up until this point is that no background stresses are included. The 
addition of long-term GIA stresses is investigated in Subsection 3.3.5 but the interaction 
with stresses from other processes such as mantle convection and post-seismic 
deformation is left to future work. 

 

3.3.5 Effect of background stress 
In all previous evaluations we only included the effects of a recent ice history as 
described in Subsection 3.2.4. However, as can be seen in Equation 3.14 for non-linear 
rheology, viscosity is a function of total stress. Larger stress will increase the 
contribution of dislocation creep, but at the same time it might decrease the relative 
importance of stress changes over time due to the loading. As stated in Subsection 3.2.2, 
adding a background stress can either increase or decrease the change in viscosity over 
time due to load induced stress changes, depending on the ratio of diffusion to 
dislocation creep parameter. Figure 3.2 shows us that for a ratio of around 15 orders of 
magnitude between diffusion and dislocation creep parameters a small load will cause a 
larger reduction in viscosity than a larger load. In the G405 model the ratio between 
diffusion and dislocation for upper mantle elements in the ASE is between 13 and 14.5, 
which falls in the aforementioned window where there is a larger reduction in viscosity 
when loads are added with a background stress present compared to the same load case 
without background stress. For a wet model, such as W810, this effect is less of an issue 
as the ratio between diffusion and dislocation is limited between 12 and 13.5 and thus 
the majority of the time the reduction in viscosity is less when the load is added with a 
background stress compared to the case without background stress. The influence of 
homogeneous background stress can be seen in Figure 3.11, where we look at the change 
in viscosity as a consequence of load induced stress. Figure 3.11A and Figure 3.11C 
show a viscosity reduction similar to the viscosity change we can see in Figure 3.5 
between 1951 and 2014. For Figure 3.11B and Figure 3.11D a background stress of 1 
Mpa is added to the load induced stress for both the G405 model and the W810 model, 
respectively. Only the change in stress invariant is considered here, similar to Gasperini 
et al. (1992) and Wu (2001). 
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Figure 3.11: The change in viscosity as a consequence of load induced stress by means of dislocation 
creep at the end of the ASE simulation. Figures A and C: the differences in viscosity when no additional 
background stress is considered. Figures B and D: the differences when a 1 MPa background Von Mises 
stress is added. Figures A and B: both background stress cases for the G405 model. Figures C and D: 
both background stress cases for the W810 model. 

 
The G405 model shows an increase in viscosity change when the background stress is 
added. Here the increasing background stress increases the importance of dislocation 
creep relative to diffusion creep which makes the rheology respond stronger to stress 
changes, as shown in Figure 3.2B. In the wetter W810 model the dislocation mechanism 
is more pronounced meaning that adding background stress will dampen the viscosity 
changes as a consequence of time-varying stresses. 

 

Figure 11 is essentially a snapshot of the present day viscosity if a background stress 
were to be introduced suddenly, which assumes it to be in the same principle direction 
as the load stresses and thus the Von Mises stress simply being the sum of both stresses. 
In reality a background stress field has different components, which means that the Von 
Mises stresses cannot be superimposed because stresses can cancel each other 
(Schmeling, 1987). Next, we take the latent stresses from GIA as a result of the 
millennial scale ice load changes that occurred since the LGM as a source of background 
stress. We introduce this stress by running the model a full glacial cycle before the 
simulation enters the recent ice history as described in Subsection 3.2.4. The full glacial 
history assumed here is the W12 model (Whitehouse et al., 2012) which continues until 
500 year B.P. although the model is an interpolation between snapshots and does not 
have an intrinsic 1000 year resolution. No accounting is made for any changes in the 
past load-induced stresses from accumulation/ice loss changes in the interval between 
0.5 and 0.1 ky, which could either decrease or increase the background stress, and could 
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influence present uplift. Including ice change in this interval could be critical for 
accurate modelling of the ASE, but there is great uncertainty in how to interpret the 
current constrains of snow accumulation and past flux gate changes in this region of 
WAIS where there is such complex ice dynamics and external climate drivers. The 
change in viscosity as a consequence of the glacial cycle stresses can be seen in Figure 
3.12.  

 

 
Figure 3.12: The change in viscosity as a consequence of ice age induced background stress by means 
of dislocation creep at the start of the ASE simulation. Figures A and C: the reduction in viscosity at 
150 km depth. Figures B and D: the reduction in viscosity at 230 km depth. Figures A and B: Viscosity 
profiles at different depths with background stress present for the G405 model. Figures C and D: 
Viscosity profiles at different depths with background stress present for the W810 model. 

 

As a consequence of the higher viscosity in the G405 model in general more stress from 
the ice age loads is still present at the start of the simulation, leading to a stronger 
reduction in viscosity compared to W810. In W810 a larger portion of the stress has 
dissipated in 1900 leading to a lower viscosity drop overall. This means that while wet 
models have a decreased viscosity drop with background stress compared to dryer 
models, they also have a smaller background stress, as the ductile mantle allows those 
models to dissipate the stress more quickly. Both the stress itself as the reduction in 
viscosity strongly affects the uplift for both the G405 and the W810 case. These uplift 
results can be seen in Figure 3.12. We now investigate the effect on the conclusions 
from Subsection 3.3.4 by comparing results with and without the inclusion of the W12 
ice history (Figure 3.13).  
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Figure 3.13: Figures A and D: uplift for both the G405 model (A) and the W810 model (D) when loaded 
with the W12 ice history as well as the recent ice history from Figure 4. Figures B and E: The difference 
between the uplift of full glacial cycle with recent loads combined in a single run and the uplift of both 
of those components in separate runs. This is the uplift as a consequence of the non-linear component 
in the rheology. Figures C and F: the uplift of the models without glacial history are scaled such that 
the differences squared as shown in the central column are minimized 

 

For G405, the uplift when a full glacial history is included, is largely determined by the 
ice loads from before 1900. For W810 the uplift is very similar in spatial pattern to the 
uplift obtained from recent ice loads, with the only difference being the increase in 
magnitude. The fact that the G405 is influenced by the loads before 1900 and the W810 
to a lesser degree is caused by the high viscosity layer in the G405 model compared to 
the W810 model. This high viscosity layer is still stressed at the end of the simulation 
from ice loads predating 1900. However, high viscosity models are unlikely given the 
good fit Barletta et al. (2018) achieved only considering recent ice changes. In order to 
understand the effect ice age stress has on current day uplift through changes in 
viscosity, the nonlinear component in the uplift was computed by combining the uplift 
from recent ice mass changes with the uplift from the ice age simulation (so there is no 
stress interaction) and subtract those from a single simulation where both ice histories 
are present (where there is stress interaction). For W810 we see that the pattern of the 
non-linear component matches both the uplift as a consequence of the current ice mass 
changes as well as the uplift from the combined ice history. If we scale the results of the 
combined simulation to match the results that only include recent ice changes, the 
resulting difference is very low. From this we can conclude that for wet models or 
models with low viscosity in general, background stress can have a significant effect on 
the total uplift as a consequence of an overall lowering in viscosity, even more so 
considering stress from ice mass loss in the centuries before 1900. However, as a 
significant portion of the background stress dissipates quickly, especially for regions 
that have high local stress, the overall effect on the spatial uplift pattern is limited. Areas 
that have experienced recent high load changes will still have more localized uplift 
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compared to 3D and 1D models. For G405 the situation is different as the high amount 
of stress in the mantle present in 1900 both changes the viscosity and local Von Mises 
stress such that non-linear component does not show a straightforward magnitude 
change in the uplift, but instead even shows areas where the non-linear component is 
negative. In these areas background stress and recent ice load stress have cancelled each 
other to some degree. The conclusion here is that for high viscosity or dryer areas, where 
one might expect the role of stress over time to be limited considering the small 
contribution of dislocation creep, non-linear rheology can still have a large impact on 
the final results. Even though changes in viscosity over short time frames will be less 
likely for these cases, the high viscosity means that stress will linger for a longer time 
which increases the chance of stress from different processes or time periods to interact 
and affect viscosity. Because of the overall lowered viscosity, the uplift response at 
present is stronger. 

 

3.4 Conclusions 
In the ASE region there is evidence for varying mantle structure which manifests as 
viscosity variations of one order of magnitude. Given the importance of dislocation 
creep in mantle deformation, it is also possible that stress changes induce viscosity 
changes over time and space. We label the model with stress-dependent viscosity as 
’3D-s’. Note that this still constitutes Maxwell rheology with steady-state creep. We did 
not include transient creep as simulated by a Burgers rheology. We simulate uplift with 
two different 3D-s models and a 3D model with olivine rheology with varying grain 
size, water content and spatial variations as a function of temperature and stress. We 
perform a 1D model inversion for the uplift of these models to find out how close the 
1D model predictions are to those of the 3D/3D-s models. 

 

We investigate two different temperature models based on inversion of the 
petrophysical-geophysical framework LitMod, with one largely based on gravity data 
(GOCE+) leading to more spatially homogeneous temperature and higher viscosity, and 
the other relying more on seismic data (WINTERC 3.2), resulting in lower viscosity and 
more spatial variations. For each temperature model, rheological parameters from a 
limited range are taken which best fit GPS uplift in the ASE. The first of the three 
models, G405 is based on the GOCE+ temperature profile, has a small grain size of 4 
mm and a rheology between fully wet and dry olivine. The effective viscosity is rather 
homogeneous and has a small 3D-s effect, only dropping 0.2-0.4 log10(Pa·s) directly 
under the maximum load in the last half century. The second model, W810, is based on 
WINTERC 3.2 and has a large grain size of 8 mm and fully wet rheology. For the latter 
model stress-dependence can be switched off by prescribing stress to be constant. This 
model is referred as W810-3D 
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The first main conclusion is that the best-fitting viscosity in the 1D models is close 
(difference of 0.3 log10(Pa · s) maximum) to the average viscosity of the 3D and 3D-s 
models in the upper mantle between 200 and 400 km. At this depth the influence of 3D 
and 3D-s variations is small. For the viscosity estimate of depths shallower than 200 km 
the best fitting 1D models also find good viscosity estimates for the models with low to 
no stress induced variations over time in the effective viscosity. However, for W810, 
where stress changes reduce local viscosity more significantly, the 1D viscosity does 
not represent the wider regional viscosity but is biased towards local viscosity at present 
underneath the largest mass changes. In that case, differences in average viscosity 
between the standard set by W810 and the best fitting 1D model can be more than half 
an order of magnitude. Recent studies demonstrating abnormally low viscosity 
underneath the ASE are probably giving a reasonable reflection of a weighted average 
of a current 3D viscosity structure in the region with a stronger influence from the low 
viscosities under the sites of the largest mass changes. 

 

We found that the differences between 1D and 3D models in uplift are possibly 
significant depending on the locations in the ASE and the 3D model assumed. This is 
somewhat in contrast to Powell et al. (2020), who state that 1D and 3D differences will 
exceed GPS measurement errors in the future but finds that for the present day the 
difference between regionally adapted 1D models and 3D models are around the 
magnitude of the measurement error and smaller. However, they did not include non-
linear rheology, which as shown in this study can increase difference with 1D models 
significantly and had a shorter ice history, which starts from a steady state in 1992 
instead of 1900. We do find that 1D models are able to fit the current regional ASE set 
of uplift rate measurements to a statistically significant degree and are indistinguishable 
from 3D/3D-s models. Despite this, this study also shows that it is also possible with 
certain rheologies that locations can be identified where 1D models exceed the GPS 
measurement error and can be distinguished from 3D/3D-s models. 

 

For 3D-s models, the stress-dependence of viscosity creates a temporary region of low 
viscosity below the load. This makes uplift patterns more local for the 3D-s model 
compared to the 1D and 3D model. The uplift near the point of maximum stress is 
underestimated by the best fitting 1D model, while uplift in surrounding areas and the 
collapse of the forebulge is overestimated; the 1D model cannot fit both regions 
simultaneously. If 1D models are used to correct GIA effect in mass change 
measurements it could mean that GIA derived gravity rate is too low at the area of 
maximum mass loss and too large elsewhere. However, this result is sensitive to the 
magnitude of ice load changes and even more to the presence of background stresses. 
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When including background stresses, such as a full glacial cycle, the load induced 
effective viscosity drop can be amplified or weakened, depending on the relative 
importance of diffusion and dislocation creep. A dryer model, such as the G405 model 
falls within the category for which including background stress increases these viscosity 
drops. Due to a high viscosity in the upper mantle, G405 showed uplift patterns that 
were influenced by stress changes due to ice mass changes from before 1900, while the 
low viscosity upper mantle of the W810 model meant that stresses from earlier 
deglaciation were already decayed. From Barletta et al. (2018) we know that observed 
uplift can be modelled to a high degree by only using the recent ice history. This 
indicates that a low viscosity mantle such as in the W810 or W810-3D model is more 
likely to be representative of the actual mantle underneath the ASE. However, for both 
the G405 model as well as the W810 model the inclusion of stress from the LGM ice 
loads did change the uplift result significantly, suggesting that background stresses have 
to be included in areas of large past ice load changes. This likely also holds for stress in 
the period before recent ice melt that is not included in our model. Mass increase or 
decrease in the pre-1900 would influence viscosity, especially for the lower viscosity 
model. Stresses due to LGM ice load changes can be similar to or smaller than those of 
mantle convection. In the presence of large mantle convection induced background 
stress, the effect of 3D-s rheology used in this study is even more unpredictable. As the 
background stress could be spatially uncorrelated to the ice load induced stresses. The 
effect of mantle induced background stress is an important topic for future study. 
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3.5 Supplementary Materials: Effect of 
lateral and stress-dependent viscosity 
variations on GIA induced uplift rates in 
the Amundsen Sea Embayment 
 

3.5.1 Sea level equation for FEM 
In order to include a sea-level with migrating shorelines in the model, the theory of 
Kendall et al. (2005) was adopted to fit the FE model. Kendall et al. (2005) defines an 
increase in sea-level ∆SL as: 

Δ𝑆𝐿൫𝜃, 𝜙, 𝑡௝൯ = Δ𝒢൫𝜃, 𝜙, 𝑡௝൯ − Δ𝑅൫𝜃, 𝜙, 𝑡௝൯ +
ΔΦ൫𝑡௝൯

𝑔
 

 

Eq. S3.1 

Here tj denotes an individual time-step within the glacial cycle. In contrast with Kendall 
et al. (2005), which was an SLE designed for normal mode models, the FE model is able 
to compute ∆G and ∆R(θ,φ,tj) in the iteration for self-gravitation; therefore an extra 
iteration to find these values is not needed. Furthermore, the FE model does not need 
the sea level directly but rather the sea level over the ice-free ocean area. This sea level 
over the ice-free ocean area is defined as (Kendall et al., 2005): 

𝑆൫𝜃, 𝜙, 𝑡௝൯ = 𝑆𝐿൫𝜃, 𝜙, 𝑡௝൯ ⋅ 𝒞௞൫𝜃, 𝜙, 𝑡௝൯ 
 

Eq. S3.2 

Here the ice-free ocean function 𝒞൫𝜃, 𝜙, 𝑡௝൯ is defined as 1 where there is ocean and no 
grounded marine ice and 0 for elsewhere. 

 

The FE model is defined in terms of changes in load compared to the equilibrium 
situation at t0. Therefore, the input of the FE model is the change in ice load, ∆Ij. In order 
to define grounded ice in terms of ∆Ij it is assumed that where the input defines a change 
in ice load it always refers to grounded ice. This would result in the following definition 
of the change in revised ice load 

 

Δ𝐼∗൫𝜃, 𝜙, 𝑡௝൯ = ቐ

Δ𝐼൫𝜃, 𝜙, 𝑡௝൯  where 𝒞൫𝜃, 𝜙, 𝑡௝൯ = 0

Δ𝐼൫𝜃, 𝜙, 𝑡௝൯ where 𝒞൫𝜃, 𝜙, 𝑡௝൯ = 1 and Δ𝐼൫𝜃, 𝜙, 𝑡௝൯ > 0

0 elsewhere

 

 

However, as most ice histories are defined in terms of ice height instead of change in 
ice height the model can also use the following definition of change in revised ice load 
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Δ𝐼∗൫𝜃, 𝜙, 𝑡௝൯ = ൞

Δ𝐼൫𝜃, 𝜙, 𝑡௝൯  where 𝒞൫𝜃, 𝜙, 𝑡௝൯ = 0

Δ𝐼൫𝜃, 𝜙, 𝑡௝൯ where 𝒞൫𝜃, 𝜙, 𝑡௝൯ = 1 and Δ𝐼൫𝜃, 𝜙, 𝑡௝൯ + 𝐼(𝜃, 𝜙, 𝑡଴) > ห𝑇𝑜𝑝𝑜൫𝜃, 𝜙, 𝑡௝൯ห
𝜌௪

𝜌ூ

0 elsewhere

 

 

To include the ocean load we need the change in ocean height ∆S with respect to t0. 
Using equation S3.2 we can define ∆S as 

Δ𝑆൫𝜃, 𝜙, 𝑡௝൯ = Δ𝑆𝐿൫𝜃, 𝜙, 𝑡௝൯ ⋅ 𝒞൫𝜃, 𝜙, 𝑡௝൯

− 𝑇𝑜𝑝𝑜(𝜃, 𝜙, 𝑡଴)ൣ𝒞൫𝜃, 𝜙, 𝑡௝൯ − 𝒞(𝜃, 𝜙, 𝑡଴)൧ 
 

Eq. S3.3 

In order to numerically solve equation 3 for every timestep tj we have to use an iterative 
process in which we continuously update the ice-free ocean surface 𝒞൫𝜃, 𝜙, 𝑡௝൯ until we 

have reached a point of convergence for the ocean surface. Here, 𝑇𝑜𝑝𝑜(𝜃, 𝜙, 𝑡଴) is the 
topography at t0, which is unknown initially and assumed identical to the current day 
topography during the first glacial cycle iteration. The iterations of glacial cycles will 
be denoted by index k and can be used to compute the bathymetry (topography 
multiplied with the ice-free ocean function) and ocean basin size through means of 
projections based on the previous cycle. These projections are denoted as RO and TO 
(Equations 68 and 70 in Kendall et al. (2005)) respectively. We will check for 
convergence of the topography after each iteration of k by using a convergence 
parameter 𝜁௧೎

௞  and comparing it to a convergence criterion: 

𝜁௧೎

௞ = ቮ
∑ ቚൣ𝑇௟,௠(𝑡௖)൧

௞
ቚ௟,௠ − ∑ |[𝑇௟௠(𝑡௖)]௞ିଵ|௟,௠

∑ ቚൣ𝑇௟,௠(𝑡௖)൧
௞ିଵ

ቚ௟,௠

ቮ 

 

Eq. S3.4 

Here Tl,m(tc)k are the spherical harmonics coefficient of the topography at timestep tc, 
where tc is the convergence time. The convergence time is defined as the earliest time 
step with a considerable difference to the present-day ice load 𝐼௧బ

− 𝐼௧೎
≫ 0. In Kendall 

et al. (2005) it is suggested to use t0 as convergence time. However, this might pose a 
problem if the initial and final load are equal and the deflection is very small, as it will 
lead to a very small 𝜁௧೎

௞  on the first iteration. Having a small initial 𝜁௧೎

௞  might prevent any 
iterations happening. 

𝜉௧೔

௞ = ቮ
∑ ቚൣΔ𝐼௟,௠

∗ (𝑡௜)൧
௞

ቚ௟,௠ − ∑ |[Δ𝐼௟௠
∗ (𝑡௜)]௞ିଵ|௟,௠

∑ ቚൣΔ𝐼௟,௠
∗ (𝑡௜)൧

௞ିଵ
ቚ௟,௠

ቮ 

 

Eq. S3.5 
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Where i is the iteration index denoting time steps starting at  𝑖 = 0. If 𝜉௧೔

௞ > 𝜖 it will 

assure at least 1 iteration for SLE module. When a convergence time is established, we 
can iterate the model until we reach convergence at 𝜁௧೎

௞ < 𝜖. A typical value for 𝜖 is in 
the order of 10-4 (Kendall et al., 2005). 

By design the algorithm will cause the ocean load to alternately be overestimated and 
underestimated. To reduce the computational load the algorithm checks whether the 
convergence is considered slow and calculates 𝜒௧బ

௞ : 

 

𝜒௧బ

௞ = ቤ
𝜁଴

௞

𝜁଴
௞ିଶቤ − 1 

 

Eq. S3.6 

The convergence for this study is considered slow when the change over 2 iterations in
 is less than 33% (η3 = 0.33). This value was chosen as it allows for near maximal 

reduction in computation time without introducing errors in the algorithm. When the 
convergence is deemed slow and an overestimated and an underestimated ocean load 
have been used, the average of these ocean loads is used as a new guess. This results in 
less iterations and continues until the ζtc

k convergence value is met. 

The projections RO and TO, together with Equation S3.1 can be used in the central 
equation for the SLE module to solve for the change in ocean load Δ𝑆௞൫𝜃, 𝜙, 𝑡௝൯: 

 

Δ𝑆௞൫𝜃, 𝜙, 𝑡௝൯ = 𝑅𝑂௞൫𝜃, 𝜙, 𝑡௝൯ +
ΔΦ௞൫𝑡௝൯

𝑔
𝒞 𝓀ିଵ൫𝜃, 𝜙, 𝑡௝൯

− 𝑇𝑂௞൫𝜃, 𝜙, 𝑡௝൯ 
 

Eq. S3.7 

 

Finally, the invariant shift in geoid ΔΦ௞൫𝑡௝൯/𝑔 is given in Kendall et al. (2005) within 

the spherical domain as a function of the change in ice mass ∆I∗, change in bathymetry 
RO and change in basin size TO (Kendall et al. (2005), equation 78). A flow diagram of 
the entire routine can be found in Figure S3.1. 
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Figure S3.1: Flow chart of the migrating shoreline sea level module 
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3.5.2 Benchmark 1D FEM GIA model 
In this subsection we will demonstrate a benchmark for the FE model for two different 
situations. The purpose of the benchmark is to validate the model but also to quantify 
the difference between the FE model and models that do not use the same methodology. 
We will use the benchmark setup of Martinec et al. (2018). Firstly, a benchmark will be 
discussed between the FE model in this paper and a rotational symmetric FE model used 
in Martinec et al. (2018), this test will compare deflection over time and will focus on 
the benefit of increasing the resolution in a target area. The second benchmark will be 
between the FE model and the VEGA model discussed in Martinec et al. (2018). In this 
test we will also include oceans with variable shorelines. This test is classified as 
benchmark D1 in Martinec et al. (2018). For all benchmark tests we have used the 5-
layer Earth model M3-L70-V01 (Spada et al., 2011). The specifics of the M3-L70-V01 
model can be found in Table S3.1. 

Table S3.1: Overview of the layers and parameters in the Earth model M3-L70-V01 (Spada et al., 2011)  

Radius [km] Density [kg m−3] 
Shear modulus 
[·1011 Pa] 

Viscosity 
[·1021 Pa · s] 

Gravity [m s−2] 

6371 3037 0.50605 ∞ 9.815 

6301 3438 0.70363 1 9.854 

5951 3871 1.05490 1 9.978 

5701 4978 2.28340 2 10.024 

3480 10750 0 0 10.457 

 

Benchmark 3D FE model versus axis symmetric FE model 

In the initial benchmark we will compare the result of the 3D FE model against the 
benchmarked rotational symmetric FE model initially used in van der Wal et al. (2010) 
(Martinec et al., Klemann, van der Wal, Riva, Spada, Sun, Melini, Kachuck, Barletta, & 
Simon, 2018), which we will refer to as WW model for short. The ice load per unit area 
is defined as follows: 

 

𝜎ூ = 𝜌ூℎ௠௔௫ ൞

1 if 0 ≤ 𝜃 ≤ 𝛼ଵ

1 −
𝜃 − 𝛼ଵ

𝛼ଶ − 𝛼ଵ

if αଵ ≤ 𝜃 ≤ 𝛼ଶ

0 elsewhere
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Here the maximum load height hmax is 1000 m. The load comprises of two major 
sections; a flat disc from 0◦ until α1 (10◦) followed by a linear slope until α2 (20◦), where 
the height is 0. This load minimizes differences that can occur as a consequence of 
discretizing the load for a random mesh it avoids high concentrated stresses one would 
get from a disc load. 

 

The WW model is an axis-symmetric model with a overall resolution of 0.5x0.5 degrees. 
For a full 3D model this is not feasible so in this test we try to approach the rotational 
symmetric results by decreasing the resolution of the 3D model. The mesh of the 3D 
model has been changed to a rotationally symmetric mesh to better imitate the WW 
model. 

 

In Figure S3.2 compare deflection for an axisymmetric FEM with a high (Polar area 1◦ 

x 1◦, far-field 2◦ x 2◦) and low resolution (everywhere 4◦ x 4◦) solution of the 3D model. 
We observe that as the resolution increases, the difference between the axisymmetric 
model and the 3D model reduces to less than 0.15%. 
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Figure S3.2: Axisymmetric benchmark deflection results for the axis symmetric model of van der Wal et 
al. (2010) (Black), results from the 3D FE model of this study (Red) showing the deflection results for 
the pole (top) and the location of the fore-bulge (bottom). The figures in the middle and right show the 
relative difference between the 3D model at different resolutions and the rotationally symmetric model 
for various locations of the model. 

 

Benchmark D1: Ocean with dynamic shorelines 

In this section we will discuss the results of the FE model in a benchmark that is referred 
in Martinec et al. (2018) as the benchmark D1 case. This benchmark was chosen as it 
bears resemblance to the ASE case and encompasses all the different components of the 
FE model. The benchmark will be able to provide some frame of reference on the 
magnitude the FE model may differ from other non-FEM GIA models. In benchmark 
D1 (as described in Martinec et al. (2018)) the load per unit area is defined by a parabolic 
cap: 

𝜎ூ(𝜃) = 𝜌ூℎ௠௔௫ ൞ඨ 
cos 𝜃 − cos 𝛼

1 − cos 𝛼
if 0 ≤ 𝜃 ≤ 𝛼

0 if 𝜃 > 𝛼

 

 

Here, ℎ௠௔௫  refers to the maximum height of the ice cap, which is taken to be 1500 m. 
Furthermore, α is the cut-off degree, which is taken to be 10 degrees co-latitude. The 
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density of ice ρI is taken to be 931 kg m−3. The ocean basin in the D1 benchmark case 
has the following definition: 

 

𝑏(𝜃, 𝜙) = 𝑏௠௔௫ − 𝑏଴𝑒ିటమ/ଶఙ್
మ
 

 

Eq. S3.8 

 

Where 

𝑐𝑜𝑠𝜓 = 𝑐𝑜𝑠𝜃𝑐𝑜𝑠𝜃௕ + 𝑠𝑖𝑛𝜃𝑠𝑖𝑛𝜃௕𝑐𝑜𝑠(𝜙 − 𝜙௕) 
 

Eq. S3.9 

 

Here 𝜎௕= 26o, 𝜃௕  = 100o, 𝜙௕  = 320o, 𝑏௠௔௫ = 760o and, 𝑏଴ = 1200 m. It must be noted that 
an important source for discrepancies in the benchmark D1 case compared to normal 
runs is in the way the benchmark is set up. While the benchmark D1 case requires 
models to have a certain starting topography the FE model does not use the topography 
at t0 as an input, but rather 𝑡௣௥௘௦௘௡௧ (see Section 4.5.1). As a consequence, the model had 
to be iterated several times before an input topography was found that approached (<1m) 
the starting topography of the benchmark model. However, the model was not iterated 
to full convergence because of computational and time constraints. This mainly has an 
influence on the found RSL near the ocean basin. The error in the RSL also influences 
the deformation in the basin area. Therefore, the difference between models relative to 
the total local deformation is higher near the basin area than in the area around the ice 
load. Another important factor that contributes to the errors is the limited mesh of the 
FE model compared to the other benchmarked models. This is especially true for the 
area near the ocean basin. While the VEGA model uses a resolution of 0.5° overall (~55 
km on the equator) the FE model is limited to the values shown in Table 3.1. The limited 
resolution influences both the exact loads on the model and the structural flexibility of 
the model. 
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Figure S3.3: The deflection at the location of the ice load (left) and the ocean basin (right) for both the 
FE model and the VEGA model of Martinec (Martinec, Klemann, van der Wal, Riva, Spada, Sun, Melini, 
Kachuck, Barletta, & Simon, 2018). The differences for both models are represented by the orange line. 

 
To conclude, in the benchmark D1 case the FE model shows an error of a few meters 
(4m or near the ice load and 1.8m near the basin). This translates into a relatively small 
error for the deflection, ~1.3% near the ice load and ~4% near the edges of the basin. In 
this paper we are only interested in uplift rates in the high-resolution area and the 
difference of 1.3% is deemed tolerable for the purposes of this paper. For the lateral 
motion the absolute errors are similar because of the inflexibility of the model, which 
means that a movement error in one direction leaks into the error in a different direction. 
This results in larger relative differences because of the smaller magnitude of the lateral 
movement. As the lateral differences are not discussed in this paper these differences do 
not influence our results. 

 

3.5.3 Correction on movement of center of gravity for a finite element 
model 
In this subsection we will summarize our method to correct our results for the shift 
between the original center of figure (OCoF) that is used as a reference origin in a FEM, 
and the physical gravitational center of the Earth (including ice caps and oceans), the 
center of mass (CoM). 

The first step is to compute the shift in CoM with respect to the OCoF caused by 
deformation; 𝑟஼௢ெ. When 𝑟஼௢ெ  is known we can correct all forces on each interface in 
the model by a factor σCoM, which is defined as follows (Paulson et al. (2005): 

 

𝜎஼௢ெ = −𝑟஼௢ெΔ𝜌 cos 𝛾  
 

Eq. S3.10 

Here γ is the angle between any location on the Earth and the vector 𝑟஼௢ெ. Applying the 
correction from equation S3.10 will emulate the forces with respect to the CoM instead 
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of the OCoF. Because of the nature of the CoM it is also the center of the gravitational 
field. Following Klemann & Martinec (2011), we use the change in the gravitational 
field ∆φ to compute the change in the CoM: 

 

𝑢௖௠
௫ = −

1

𝑔଴

ඨ
3

2𝜋
𝐼𝑚{Δ𝜙ଵଵ} 

𝑢௖௠
௬

= −
1

2𝑔଴

ඨ
3

𝜋
Δ𝜙ଵ଴ 

𝑢௖௠
௭ =

1

𝑔଴

ඨ
3

2𝜋
𝑅𝑒{Δ𝜙ଵଵ} 

 
 
 
 
 
Eq. S3.11 

 

It must be noted that in contrast with Klemann & Martinec (2011), who use a reference 
frame where the z-axis is pointed north, we have used a reference frame where the y-
axis is pointed north. It is also important to note that OCoF definition in this paper differs 
from the definition of the CoF used in Klemann & Martinec (2011), as such we do not 
need to concern ourselves with the CoF motion mentioned in Klemann & Martinec 
(2011). The vector 𝑟஼௢ெ  can 

now be computed using: 𝑟஼௢ெ = [𝑢௖௠
௫ 𝑢௖௠

௬
𝑢௖௠

௭ ]. In order to solve the angle γ between 
𝑟஼௢ெ  and any point on the surface of the Earth we must first express the direction of 𝑟஼௢ெ  

in terms of latitude 𝜙 and longitude 𝜃: 

 

𝜃஼௢ெ = atan ቆ
𝑟஼௢ெೣ

𝑟஼௢ெ೥

ቇ 

𝜙஼௢ெ = atan

⎝

⎛
𝑟஼௢ ೤

ට𝑟஼௢ெೣ

ଶ + 𝑟஼௢ெ೥

ଶ

⎠

⎞ 

 

 
 
Eq. S3.12 

 

We can determine the angle γ by calculating the great circle angular distance on a sphere 
between a point 1 (𝜃ଵ, 𝜙ଵ) and a point 2 (𝜃ଶ, 𝜙ଶ): 

 

𝛾 = acos(sin(𝜙ଵ) sin(𝜙ଶ) + cos(𝜙ଵ) cos(𝜙ଶ) cos(Δ𝜃)) 
 

Eq. S3.13 
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Combining equation 12 with equation 13 will lead to: 

 

𝛾 = 𝑎𝑐𝑜𝑠

⎝

⎜
⎜
⎜
⎛

𝑟஼௢ெ೤

ට𝑟஼௢ெೣ

ଶ + 𝑟஼௢ெ೥

ଶ

ඨ
𝑟஼௢ெ೤

ଶ

𝑟஼௢ ೣ

ଶ + 𝑟஼௢ெ೥

ଶ + 1

𝑠𝑖𝑛൫𝜙௣൯ +
1

ඨ
𝑟஼௢ெ೤

ଶ

𝑟஼௢ெೣ

ଶ + 𝑟஼௢ெ೥

ଶ + 1

𝑐𝑜𝑠൫𝜙௣൯𝑐𝑜𝑠(Δ𝜃)

⎠

⎟
⎟
⎟
⎞

 

 
 
 
Eq. S3.14 

This can be simplified to: 

𝛾 = 𝑎𝑐𝑜𝑠

⎝

⎜
⎛𝑟஼௢ெ೤

‖𝒓‖
𝑠𝑖𝑛൫𝜙௣൯ +

ට𝑟஼௢ெೣ

ଶ + 𝑟஼௢ெ೥

ଶ

‖𝒓‖
𝑐𝑜𝑠൫𝜙௣൯𝑐𝑜𝑠(Δ𝜃)

⎠

⎟
⎞

 

 

 
 
Eq. S3.15 

 

Here (𝜃௣, 𝜙௣) is the location of any point on the surface of the sphere and Δ𝜃 is defined 
as 𝜃஼௢ெ − 𝜃௣. Now that both γ and 𝑟஼௢ெ  are known the factor −𝑟஼௢ெΔ𝜌 cos 𝛾 as proposed 
by Paulson (2006) can be calculated and implemented. 

In Klemann & Martinec (2011) it is suggested that σCoM only has to be applied to the 
CMB and the surface, as it could be assumed that density interfaces within the mantle 
are small enough that the σCoM can be neglected within the mantle. For the initial iteration 
of the FE we follow this reasoning as it saves computational time. For the iterations 
afterwards however, we do not need to make this assumption as we can correct the 
perturbed gravitational force applied to the model with 𝜎஼௢ெ  without increasing the 
computational load for the model. An overview of the correction for the movement of 
the CoM can be found in Figure S3.4 
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Figure S3.4: Flow chart for the movement of the CoM 

3.5.4 Comparison of 3D model with 1D model from section 3.2.5 
In this document we share the results of comparing the 3D FEM model described in the 
main text with the 1D model described in the main text. The 3D models and 1D model 
have some notable differences in Earth parameters. Additionally, the 1D model is 
compressible while the 3D model is not. In this section we set out to quantify the 
influence these differences have on the inversion and uplift results. In order to compare 
both models we have chosen a model setup for the 3D FEM model, which we assume 
the 1D model should be able to replicate closely even though not all model parameters 
described in the main text are exactly the same. Dislocation creep has been disabled so 
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Apply  CoM   
compensation force to  
the CMB and surface   
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that the 3D model only uses linear rheology. For both the shallow upper mantle (SUM) 
and the deeper upper mantle (DUM) in the 3D model the viscosity has been set to 19.0 
log10(Pa·s). The 1D inversion is done through a grid search with steps of 0.2 log10(Pa·s) 
for both the SUM and DUM. Using model inversion, the best fitting 1D model has a 
SUM of 19.0 and DUM of 18.8. While a viscosity of 19.0 would be expected for both 
SUM and DUM, the model that we found is the closest possible alternative. We 
conclude that the 1D model inversion is able to replicate the 3D model viscosity to a 
sufficient degree, where a 0.2 log10(Pa·s) error in either SUM or DUM viscosity is 
expected because of differences in the model parameters. In figure S3.5 we have 
compared the uplift of the 1D model with the benchmark model. The maximum error 
between the 1D model and the 3D model over the entire region is 1.15 mm/y which is 
in the range of the real GPS measurement error. The average error is 0.26 mm/y, which 
is well below any GPS measurement error. 

 

Figure S3.5: Uplift differences between 3D benchmark model and the best fitting 1D model. Figure A): 
uplift differences over the entire ASE region. Figure B): cross section of the uplift the 3D benchmark 
model and its best fitting 1D model at the 113.75° W meridian (a). Figure C: cross section of the uplift 
of all three models and their best fitting model at the 97.5°W meridian (b) 

 

3.5.6 Derivation on load induced viscosity reduction 
In this document we will derive the relation between the reduction of viscosity as a 
consequence of load induced stress, when a given background stress is present. We start 
with effective viscosity in composite rheology 𝜂௘௙௙, which can be given as a function of 

diffusion and dislocation creep parameters, 𝐵ௗ௜௙௙  and 𝐵ௗ௜௦௟  respectively (Equation 3.14 
main text): 

𝜂௘௙௙ =
1

3𝐵ௗ௜௙௙ + 3𝐵ௗ௜௦௟𝑞
௡ିଵ

 

 

 
Eq. S3.16 

We can rewrite the Von Mises stress q as the Von Mises stress due to the background 
stress qbg and the load induced stress ql to define an effect viscosity for a given 
background stress as function of a load induced stress 𝜂௕௚(𝑞௟): 
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𝜂௕௚(𝑞௟) =
1

3𝐵ௗ௜௙௙ + 3𝐵ௗ௜௦௟(𝑞௕௚ + 𝑞௟)௡ିଵ
 

 

 
Eq. S3.17 

The change in effective viscosity as a consequence of load induced stress for a given 
background stress can be defined as follows: 

Δ𝜂௤್೒
= 𝜂௕௚(0) − 𝜂௕௚(𝑞௟) 

 

 
Eq. S3.18 

By combining Equations S3.17 and S3.18 we end up with our final relation for the 
change in effective viscosity as a function of load induced viscosity for a given 
background Von Mises stress (Equation 3.15): 

Δ𝜂௤್೒
=

1

3𝐵ௗ௜௙௙ + 3𝐵ௗ௜௦௟𝑞෤௕௚
௡ିଵ −

1

3𝐵ௗ௜௙௙ + 3𝐵ௗ௜௦௟(𝑞෤௕௚ + 𝑞෤௟)௡ିଵ
 

 

 
Eq. S3.19 
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4.1 Introduction 
Glacial isostatic adjustment (GIA) is the solid Earth adjustment to past ice sheet 
thickness changes. It plays a significant part in determining changing sea levels and 
evolving coastlines. For example, sea level change in northern Europe varies with 
location primarily due to GIA. The GIA induced vertical land motion (VLM) in the 
Baltic Sea leads to a sea level fall of about -7-8 mm/yr (Mäkinen et al., 2005; Richter et 
al., 2012), which is three to four times higher in absolute magnitude than the global 
mean sea level rise (Simon et al., 2021). In Scotland the present-day sea level rise has 
low annual change (-1.15 mm/yr) (Bradley et al., 2023) compared to the Baltic Sea, 
while the North-western German coast experiences a high relative sea level (RSL) rise 
of 8.5 mm/yr (Wahl et al., 2010) because of forebulge collapse. To quantify regional sea 
level change due to climate change, it is necessary to correct for the GIA signal. In the 
Baltic Sea, GIA is the dominant mechanism for sea level change and is measured by 
GPS observations with a high accuracy (±0.4 mm/yr) (Rosentau et al., 2012). However, 
in other areas the signal is more convoluted, and models are required  to calculate the 
GIA contribution to ongoing sea level change (Simon & Riva, 2020), river evolution 
and past drainage (Peeters et al., 2015), or to separate tectonic and GIA deformation 
(Marotta & Sabadini, 2002).  

The prediction accuracy of GIA depends on the ice history and the Earth parameters. 
Current models for (parts of) Northern Europe assume the rheology parameters vary 
only in depth (1D) (Bradley et al., 2011; Steffen et al., 2008; Lambeck et al., 1998). 

Abstract 
Northern Europe experiences vertical land motion as a response to past ice sheets in Scandinavia 

and the British Isles, which affects present-day sea level change. Glacial isostatic adjustment 
(GIA) models for the region usually adopt a homogeneous upper mantle viscosity 
even though seismic studies indicate contrasting elastic lithosphere and upper mantle structure 

between Northwestern Europe and Eastern Europe. This raises the question if in GIA 
observations the 3D variations in structure can be detected and if including 3D 
structure can improve the GIA predictions. In this study we compare model output 
from a finite element GIA model with 3D viscosities to relative sea level (RSL) and 
vertical land motion (VLM) observations. We use two different methods to derive 
3D viscosities, based on seismic and upper mantle temperature estimates, and three 
different ice sheet reconstructions for the Eurasian ice sheet complex. We find a 
improvement in overall fit to the RSL and VLM data using 3D viscosities compared 
to standard 1D viscosity models. In particular, the fit to the RSL and VLM data across 
Scandinavia is improved when using an upper mantle viscosity higher than the rest of Northern 

Europe. Using two 1D models with different viscosities for Scandinavia and the 
British Isles cannot replicate the behavior of a 3D model because adjacent high and 
low viscosity features in 3D models redistribute GIA induced stresses differently than 
a combination of separate 1D models for the two regions would. 
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However, seismic studies have shown a significant difference in wave speed between 
Scandinavia and Western Europe (Celli et al., 2021; Debayle et al., 2016; Fichtner et al., 
2018; French et al., 2013; Schaeffer & Lebedev, 2013; Shapiro & Ritzwoller, 2002). 
Scandinavia and the Baltic states have been identified as having an old (>3 Gy) and 
thick lithosphere called the Baltic shield, which is part of the larger East European 
Craton. Beneath the cratonic lithosphere, relatively high seismic velocities indicate low 
mantle temperature. Therefore, viscosity underneath the Baltic Shield is expected to be 
several orders of magnitude higher than under the rest of Europe (van der Wal et al., 
2013). Seismic wave speed anomalies can also be observed in the shallow upper mantle 
of the North Sea specifically stretching out underneath the east and south coasts of 
Britain (Celli et al., 2021; Fichtner et al., 2018), but these anomalies are not consistent 
between all models (Debayle et al., 2016; French et al., 2013). Therefore, including this 
3D viscosity into GIA models could arguably improve the accuracy of the predictions. 

GIA models which adopt 1D viscosities and are constrained by data from either 
Scandinavia or the British Isles, have similar upper mantle viscosities, 0.3 - 0.7 × 1021 
Pa·s (Kierulf et al., 2014; Lambeck et al., 1998; Steffen et al., 2008)  for Scandinavia, 
0.4 - 0.6 × 1021 Pa·s for the British Isles (Bradley et al., 2011; Simms et al., 2022). Thus, 
GIA inferences do not support the large contrast in Earth properties found in seismic 
data. The only aspect in which regional GIA models of the British Isles and Scandinavia 
differ is the elastic lithosphere thickness. Bradley et al., (2011) find a best fitting 
lithosphere of 70 km for the British Isles compared to 120 km (Steffen et al., 2006) and 
140 km (Kierulf et al., 2014) for Scandinavia and 75 km for the entirety of Europe 
(Lambeck et al., 1998). Contrary to this, a comparison of GIA models with GRACE data 
for Scandinavia and for the Barents Sea region find an upper mantle viscosity in 
Scandinavia of a factor of 2 higher compared to the Barents Sea, which agrees with 
viscosity ratios between the two regions derived from seismic models (Rovira-Navarro 
et al., 2020).  

Two studies (van der Wal et al., 2013; Kierulf et al., 2014) compared the vertical land 
motion (VLM) (and RSL in van der Wal et al., (2013)) results for spherical finite 
element method (FEM) GIA models with 3D variations in viscosity against results with 
1D viscosity. Van der Wal et al. (2013) concluded that some 3D models outperformed 
the 1D models. Kierulf et al., (2014) found the 1D model outperformed the 3D model, 
apart from Northern Norway. Here it must be noted that the ice history used, ICE-5G, 
is built by fitting a 1D Earth model to the data and will therefore have an inherent bias 
towards 1D models. However, data driven GIA models also show the largest 
discrepancies with 1D models such as ICE-6G in Scandinavia (Simon & Riva, 2020), 
which could be explained by 3D viscosities that are not in the 1D model. Both Van der 
Wal et al. (2013) and Kierulf et al. (2014) focused only on the Scandinavian Ice Sheet 
(SIS) and used less data than is currently available.  Furthermore, both only considered 
a single ice sheet history and the resolution for both models (2° × 2°) is too coarse to 
model details in coastlines reliably.  
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3D GIA models have been used in other regions with marked lateral viscosity variations. 
Results show that using 3D viscosity can improve the fit to observed data, in e.g. 
Antarctica (Powell et al., 2022) and North America (Kuchar et al., 2019), compared to 
1D but other studies were unable to find unambiguous improvements for 3D models in 
both North America (Yousefi et al., 2021) and Antarctica (Blank et al., 2021). Possible 
reasons why the fit for 3D models might not always improve even though lateral 
viscosity variations are very likely to exist are the limited parameter studies of 3D 
models because of the large computation time, the input ice models that are created 
based on 1D Earth models and uncertainties in 3D viscosities (Steffen et al., 2006). 

In this study we address the discrepancy between seismic studies that show lateral 
variations in the mantle underneath Europe and the relatively homogeneous upper 
mantle viscosity found with regional 1D GIA models. We do so by comparing the fit of 
3D and 1D model with measured RSL and VLM data and by using recent ice histories 
that are less biased by the 1D Earth model 

Our main objective is to find out to what extent can GIA models with 3D rheology in 
north-western Europe improve the fit to RSL and VLM data compared to conventional 
1D rheology? The research questions are (i) do 1D or 3D viscosity models fit the data 
in Europe better and why? (ii) is the data sensitive to 3D structure even when averaged 
viscosities are close to 1D viscosity models? (iii) do the British Isles and Scandinavia 
favour a 3D model which results in different average/median viscosities below the 
regions? Answering these questions will also provide constraints on Earth structure 
underneath Europe. Secondly, if improvements to the GIA model could be achieved it 
can improve climate-related sea level change estimates by providing a better GIA 
correction on tide gauges or help interpretation of GPS or RSL data for tectonic or 
landscape evolution studies. 

4.2 Method 
4.2.1 GIA model 
The 3D GIA model used is the spherical FEM from Blank et al., (2021). It is based on 
the formulation of Wu (2004) which uses the commercial software package ABAQUS 
in combination with stress transformation and iteration to create a self-gravitating GIA 
model. Self-consistent sea levels with migrating shorelines (e.g. Kendall et al., 2005) as 
well as geocenter motion (e.g. Tanaka et al., 2009) are also included in the model. In 
our implementation, the grid resolution in the region of interest is around 40 km in a 
spherical cap centred around the Danish Islands (58°N 11°E) with a radius of 17 
spherical degrees (see Section 4.5.2). The grid-size for the sea level equation is higher 
than the FEM (~25 km) to be able to include an increased resolution around the complex 
coastline. The present-day topography is interpolated to this grid from ETOPO1 
(Amante & Eakins, 2009).  

The layering is the same as in Blank et al., (2021) with a minimum elastic lithospheric 
layer of 70 km based on the minimal elastic thickness found by GIA studies underneath 
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the British Isles (Bradley et al., 2011). The upper mantle is divided into the shallow (70-
180 km), deeper (180-420 km) and transition zone (420-670 km), as in Barletta et al., 
(2018) and Blank et al., (2021). The 3D viscosities are applied in the shallow and deep 
upper mantle layers, as the flow laws and seismic wave anomaly conversion methods 
we use to determine viscosity are not applicable below 400 km. Additionally, the 
transition zone has less lateral variation in seismic velocities in the study region 
(Schaeffer & Lebedev, 2013). 3D viscosity models in the upper mantle are discussed in 
the next section. Viscosity in the transition zone and lower mantle is set to 3 × 10ଶଵ 
Pa·s in agreement with the VM5A profile (Peltier et al., 2015). Changing transition zone 
viscosity affects VLM and RSL and thus possibly the best fit, as can be seen in Section 
4.5.8.  

4.2.2 3D viscosity 
We use two different input upper mantle models to derive the input 3D viscosities: 
temperature model WINTERC-G (Fullea et al., 2021) and seismic model SMEAN2 
(Jackson et al., 2017). WINTERC-G is an Earth model obtained from an integrated 
geophysical–petrological approach, in which seismic data, gravity data and 
thermobarometric data are inverted. The model assumes isostasy and the fit to the 
datasets is obtained by changing the mantle’s mineralogical composition, creating a 
temperature estimation for the upper 400 km of the Earth. SMEAN2 is an average of 
three tomography models, SAVANI, GyPSuM, and S40RTS. As SMEAN2 is an 
averaged model, it is by its nature a smoother model with less pronounced features. To 
convert the seismic wave anomalies into temperatures for SMEAN2 the following 
relationship is used:  

𝑇(𝑧) = 𝑇௥௘௙ +
𝜕𝑇

𝜕𝑣௦

𝛿𝑣௦

𝑣௦

 

 

Eq. 4.1 

Here 𝑇௥௘௙ is the global reference temperature at a certain depth from Turcotte & 

Schubert, (2002), 
డ்

డ௩ೞ
 the temperature-wave speed derivative (Karato, 2008) and 

ఋ௩ೞ

௩ೞ
 the 

seismic wave speed anomaly. 

The first method we use is a scaling of seismic velocity anomalies (Ivins & Sammis, 
1995) used here in the form of Wu et al. (2013), which can only be applied to SMEAN2 
for our study:  

logଵ଴ 𝜂 = −0.4343𝛽
𝜕𝑇

𝜕 ln 𝑣௦

𝛿𝑣௦

𝑣௦

𝐸∗ + 𝑝𝑉∗

𝑅𝑇ଶ
+ logଵ଴ 𝜂̅  

 

 
Eq. 4.2 

with 𝜂̅ the 1D background viscosity, 𝛽 a scaling factor that is equal to 1 when all seismic 
velocity anomalies are caused by thermal anomalies, and 0 when seismic velocity 
anomalies are caused by for example compositional changes that do not manifest as 
viscosity anomaly. The background viscosity is taken from the reference model VM5A 
(Peltier et al., 2015) and is set to 0.5 × 10ଶଵ Pa·s for the upper mantle.  
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In the second method, the 3D rheologic parameters are derived from the temperature 
estimates using the flow laws for diffusion creep and dislocation creep in olivine (Hirth 
& Kohlstedt, 2003). The creep mechanisms are assumed to act simultaneously which 
results in a so-called composite rheology (e.g. van der Wal et al., 2010). The change in 
uniaxial equivalent strain increment Δ𝜖̃ is related to the stress tensor 𝑞෤ and time 
increment Δ𝑡  with the creep coefficient 𝐵 according to:  

Δ𝜖̃ =  𝐵𝑞෤௡Δ𝑡 Eq. 4.3 
 

with the stress exponent n equal to 3.5 (Hirth & Kohlstedt, 2003). The strain is linearly 
dependent on stress for n = 1; the rheology is non-linear for n > 1. The individual 
contribution of either diffusion 𝐵ௗ௜௙௙ and dislocation creep 𝐵ௗ௜௦௟ is determined by: 

𝐵 = 𝐴𝑑ି௣𝑓ுమ௢
௥ 𝑒ି

ாା௉௏
ோ்  

 

Eq. 4.4 

Here, A is an experimentally determined constant, E is the activation energy, R the 
universal gas constant, T is the temperature and P represents the pressure, which is 
computed based on the hydrostatic pressure that follows from the undisturbed model. 
For dislocation and diffusion creep, different values for the variables A, p and r are 
obtained experimentally (Hirth & Kohlstedt, 2003). We created different rheologies by 
varying the grainsize d and the water content 𝑓ுమ௢.   

The effective viscosity, 𝜂௘௙௙ is determined by the combined contributions from the 

diffusion 𝐵ௗ௜௙௙ and dislocation creep 𝐵ௗ௜௦௟ in an element according to: 

𝜂௘௙௙ =
1

3𝐵ௗ௜௙௙ + 3𝐵ௗ௜௦௟𝑞௡ିଵ
 

 

 
Eq. 4.5 

𝑞 is the Von Mises stress which is a tensor invariant. It is important to note that the 
effective viscosity becomes stress dependent for rheologies where dislocation creep 
plays a role, which is the case for most wet rheologies (Hirth & Kohlstedt, 2003). For 
the non-linear rheology we mostly used models with a homogeneous grain-size and 
water content but also created models using SMEAN2 where we increased the grainsize 
for the cratonic lithosphere to reflect possible grain growth over time. The threshold to 
identify a region as cratonic is at positive seismic wave speed anomaly of 2%. For 
SMEAN2 the temperature from Equation 4.1 is inserted in Equation 4.5, calculating the 
creep parameter. Using this approach, we developed 21 unique Earth models for 42 
different model runs in total (see Section 4.5.6), varying β between 0.25 – 0.75, grainsize 
between 4 – 10 mm, and water content between 0 – 1000 ppm. Of these 42 different 
model runs 18 have Earth models based on the WINTERC-G as input, 16 SMEAN2 as 
input and 8 are 1D models. 
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Figure 4.1: Viscosity at three depths, 110 km (Figure a and d), 210 km (Figure b and e), and 300 km 
(Figure c and f) for the WINTERC-G model with 7 mm grain-size and dry conditions (Figure a, b and 
c) and the SMEAN2 model with 8.5 mm in cratonic regions and 4 mm elsewhere (Figure d, e and f). All 
values are log10 of the viscosity in Pa·s. 

Figure 4.1 shows the 3D viscosity estimates which produced the optimum fit to both the 
RSL and VLM data for both input upper mantle models (with ICE-6G for WINTERC-
G 7 mm dry, and with BRITICE for SMEAN2 Hybrid 4/8.5 mm).  Both estimates show 
high viscosity anomalies in Finland and North-Eastern Europe. The estimates based on 
SMEAN2 have a relatively homogeneous viscosity, slightly higher than the background 
viscosity, extending from western Norway across the North Sea and the British Isles. 
For the WINTERC-G based Earth models there is a high-viscosity feature from the coast 
of Norway, extending across the North Sea down to south of the English Channel at 110 
km (Fig.4.1a), which is absent in deeper layers (Fig. 4.1b and c). 

To compare 3D viscosity models against 1D viscosity models, an average viscosity is 
calculated from the 3D viscosity estimates in three steps. First, we select which elements 
contribute significantly which we define as being strained by more than 20% of the 
maximum element strain at that depth, similar to Blank et al. (2021). Secondly, we filter 
out any element that has an effective viscosity upwards of 1023 Pa·s as these elements 
are deemed to behave elastically. Finally, from the remaining selection of contributing 
viscous elements we take the average of the log10 of the viscosity. This method is similar 
to that used in Blank et al., (2021), with the difference being that elements are selected 
based on strain instead of stress. This change is made as highly viscous elements from 
the Baltic Shield would accumulate high stresses without contributing directly to VLM.   
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4.2.3 Ice history data 
For this study three different ice sheet reconstructions for Europe were used, which have 
varying dependence on a 1D Earth model. The first is ICE-6G, which has been 
developed to match far field and near field RSL and VLM data using the VM5A 
viscosity model (Peltier et al., 2015). The data used partially overlap with the RSL and 
VLM data used in this paper. This ice history is inherently biased towards the VM5a 
viscosity model. The previous iteration of ICE-6G, ICE-5G shows relatively large 
misfits for areas in Scandinavia which a 3D model could possibly resolve (Kierulf et al., 
2014). The second is the ice sheet created within the BRITICE-CHRONO project, which 
will be referred to as the BRITICE model. The focus of the BRITICE model has been 
with reconstructing the ice sheets over the British Isles, North Sea and Scandinavia using 
glacial geomorphological data (Clark et al., 2018; Hughes et al., 2016) and 
geochronological data as constraint for the ice sheet extent at different time steps. The 
ice sheet reconstruction was developed independent of RSL data. The SIS was 
constrained to fit the DATED-1 reconstruction (Hughes et al., 2016). To create the ice 
thickness for all ice sheets ICESHEET 1.0 (Gowan et al., 2016) was used. ICESHEET 
1.0 is a plastic ice model underlain by a 1D Earth model with an upper mantle viscosity 
of  0.4 × 10ଶଵ Pa·s. 

The third ice reconstruction is from Patton et al., (2017) and will be referred to as the 
P17 ice model. It uses a thermomechanical model to model the ice sheet build up (Patton 
et al., 2016) and deglaciation (Patton et al., 2017) of the European ice sheet. Observed 
flow channels and marginal moraines are used to calibrate the flow patterns of the 
model. Finally, to calibrate local ice thickness a 1D Earth model was used to model 
isostasy that upon iteration best fit the RSL data in combination with the ice sheet input. 
The ice thickness of all ice histories is shown in Section 4.5.4. Outside Europe, the ice 
history of ICE-6G was used for the ice thickness in all models 

Because the P17 and BRITICE models are both largely constrained on geological data 
and ice evolution models they do not carry the strong inherent bias for a 1D Earth that 
ICE-6G has. While there some overlap in RSL data and geomorphological data the 
differences in methodology and data used are large enough that the P17 and BRITICE 
ice histories are distinctly different (see Subsection 4.5.4) 

4.2.4 Input RSL and VLM Data and analysis 
We produced RSL and VLM predictions for each of the three ice sheet reconstructions 
combined with up to 21 3D viscosity profiles and up to 3 1D viscosity profiles. In total 
we ran 43 model combinations and analyzed the fit to the RSL and VLM data. 

For the RSL data we combined RSL data sets from across Europe (García-Artola et al., 
(2018); Hijma & Cohen, (2019) Rosentau et al., (2021); Shennan et al., (2018); Creel et 
al., (2022)). This results in a combined data set of 4090 SLIP’s and a larger spatial 
coverage than in previous studies (Kierulf et al., 2014; Van Der Wal et al., 2013). To 
avoid spatial bias from locations with more data we weighted each sea level index point 
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(SLIP) data based on their proximity to other SLIP’s (including itself) in terms of 
location (<200 km) and time (<1ka), see also Figure 4.2a. 

𝑊ோௌ௅௜
=

1

𝑛ௌ௅ூ௉(ழଶ଴଴௞௠ &ழଵ௞௔)
 

 

 
Eq. 4.6 

A large part of the data from Rosentau et al., (2021) for the Baltic Sea region is dated to 
time periods where the Baltic Sea was either a lake or in a transitional state. As we do 
not model lake effects, we removed the data when the Baltic Sea was not a sea (i.e when 
it was a lake) (<8.5 ky BP) (Steffen & Wu, 2011). 

We filtered the data to retain RSL and VLM data which have a significant GIA signal 
caused by the Eurasian ice sheet, as including them would bias results towards models 
with little GIA response. We define these as data lying in any region in Europe where 
the variation between all models is at least 20% of the maximal variation between 
models at any point in time (as indicated by a blue square for the GPS station or circle 
for the SLIP’s).  

For the RSL data, we compute the misfit as follows:  

where 𝑅𝑆𝐿௢,௜ is the observed RSL at location i, 𝑅𝑆𝐿௠,௜ the modelled RSL at the same 
location i. The difference between both is normalised by the standard deviation 
attributed to the observed height, 𝜎ோௌ௅௜

. Furthermore, 𝑛ோௌ௅ is the total number of data 

points. The absolute distance in RSL height between model and data point is used 
instead of distance squared because otherwise the misfit would be controlled by a few 
points with very large differences between model and observations, as the measurement 
error is a relatively small part of the total RSL variation between models, which can be 
influenced by within‐estuary processes or short term oscillations in sea level (Shennan 
et al., 2018). 

We sampled the models with 2/3 of the datapoints a 1000 times in order obtain a 
distribution for every model. T-tests can be performed using these distributions to test 
whether models differ to a significant level from one another. For more consideration 
on this choice, we refer to Subsection 4.5.8. 

For the data for the VLM we have used data from the Tide Gauge working group 
(TIGA), BIFROST (Kierulf et al., 2021) and Schumacher et al. (2018), which use the 
ITRF2008 reference frame. The ITRF2008 reference frame is defined such that there is 
no translation or translation rate with respect to the mean centre of mass over a certain 
time frame (Altamimi et al., 2011) . This can deviate from the centre of mass of the 

𝑀𝑖𝑠𝑓𝑖𝑡ோௌ௅ =

∑ 𝑊ோௌ௅೔
ඨ൬

𝑅𝑆𝐿௢,௜ − 𝑅𝑆𝐿௠,௜

𝜎ோௌ௅௜

൰
ଶ

௡ೃೄಽ
௜ୀଵ

𝑛ோௌ௅
 

 

 
Eq. 4.7 
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Earth that is taken as reference in our modelling. We assume that this error is small and 
of such a large wavelength that it will not cause differences in misfit between models.  

The VLM data is weighted according to the density of GPS observations (<200 km) 
around GPS station 𝑖, creating weight 𝑊௏௅ெ௜

 to avoid a bias for more densely sampled 

regions (see also Figure 4.2b). The misfit is defined as: 

𝑀𝑖𝑠𝑓𝑖𝑡௏௅ெ =

∑ 𝑊௏௅ெ௜
ඨ൬

𝑢௢,௜ − 𝑢௠,௜

𝜎௨௜

൰
ଶ

௡೒೛ೞ

௜ୀଵ

𝑛௚௣௦

 

 
Eq. 4.8 

 

Here 𝑢௜ and 𝑢௠ are the measured uplift rate at station location 𝑖, and the corresponding 
modelled uplift rate, respectively. Before adding the misfit of both the RSL and VLM 
data we normalize the misfit with the value from the model with the median misfit to 
avoid one dataset dominating the misfit: 

𝑀𝑖𝑠𝑓𝑖𝑡௧௢௧௔௟ =
𝑀𝑖𝑠𝑓𝑖𝑡ோௌ௅

med 𝑀𝑖𝑠𝑓𝑖𝑡ோௌ௅

+
𝑀𝑖𝑠𝑓𝑖𝑡௏௅ெ

med 𝑀𝑖𝑠𝑓𝑖𝑡௏௅ெ
 

 

 
Eq. 4.9 

 

 

Figure 4.2: Locations of RSL data (a) and VLM data (b) used in this study. In a) the selected RSL data 
are shown in colors according to the color scale while discarded data are shown in blue. In figure b) 
discarded VLM points are shown in blue, accepted stations are shown in colors according to the color 
scale while. The shade of blue denotes the weight, with lighter blue points having a lower weight and 
dark blue points having a higher weight. 

4.3 Results  
To assess the importance of the 3D viscosities profiles, 7 runs are performed with 1D 
viscosity profiles only. Each of the three ice histories is combined with the VM5A 
viscosity profile, to be able to compare the effect of different ice histories. Furthermore, 
ICE-6G and BRITICE are combined with lower (3 × 10ଶ଴ Pa·s) and higher (5 × 10ଶଵ 
Pa·s) upper mantle viscosity, to investigate the range of sea levels 1D viscosity models 



Chapter 4: Uplift and RSL data constraints on 3D upper mantle viscosity in Northern Europe 
 

 

105 
 

can provide. For the 34 total 3D model runs, 16 use SMEAN2 based models and 18 are 
WINTERC-G based models. 

Firstly, we present model comparisons to the RSL data. Secondly, we will look at how 
the model results compare to VLM data. Thirdly, we will combine both data sets and 
compare them to the models to investigate if 3D viscosity can improve the combined fit. 
Finally, we evaluate if the similar average upper mantles viscosities found in 1D studies 
for the Scandinavian and British Isles regions agree with the local viscosity of the best 
fitting 3D models.  

4.3.1 RSL data comparison 
Table 4.1 shows the misfit of the 10 models with lowest misfit with respect to the RSL 
data. The best performing model is a 1D model with VM5A viscosity profile and a 
version of VM5A with a lower viscosity in the upper mantle (𝜂 = 0.3 × 10ଶଵ Pa·s), 
henceforth I6-VM_η=0.3. It is not surprising that the combination of ICE-6G with its 
standard Earth model VM5A, henceforth I6-VM, and I6-VM_η=0.3 are performing well 
as ICE-6G has been developed based on VM5a to fit the majority of the data used here 
(Peltier et al., 2015). The second-best model is the 3D model using ice history ICE-6G 
and the Earth model WINTERC-G with a uniform grain-size of 7 mm (I6-W7D). For 
the ice histories that were not created by fitting the ice model to the RSL data for a 1D 
Earth model (BRITICE or P17) 3D models provide an improvement, as all best fitting 
models combinations for either ice history are with a 3D Earth model. This suggests that 
the bias in the ice history towards a viscosity profile is the main reason that no 
improvement in fit is found for ICE-6G in combination with a 3D rheology.  

Table 4.1: Misfit of the best 10 models with respect to the RSL data. The Earth model structure is in the 
middle column, with additional parameters in the final column. The bars represent the total misfit, with 
the colors detailing the ice model used for that specific model. 1D models are highlighted in orange and 
3D models are highlighted in blue. The error bar denotes the 2σ distance from the sampled mean, and 
thus the t-test critical values for each model. 

 

Figure 4.3 shows a map of predicted RSL for the reference 1D model (I6-VM) at 7 ky 
BP, and the difference between the best performing 3D model (I6-W7D) and the 
reference model, in terms of RSL and in terms of misfit. It is valuable to know if the 
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effect of 3D viscosity can be distinguished from that of the reference 1D viscosity, which 
is also the background viscosity for some of the 3D models. The RSL map in Figure 
4.3a has a different spatial pattern than the difference in Figure 4.3d, unlike the 
difference between 1D models in Figure 4.3c. This suggests that the 3D viscosity could 
affect the results in a way that cannot be reproduced by another 1D model, which means 
that, given the right data, the 3D model can be expected to improve fit significantly.  

To see where the best performing 3D model outperforms both the reference 1D model 
and the best 1D model we plot misfit difference for each location in Figure 4.3b, and 
selected modelled sea level curves in Figure 4.3e to g. The observed RSL in central 
Scandinavia (around the Eastern Baltic Sea) is lower than the 1D models predict but is 
captured by the I6-W7D in the entire area. The largest differences between models are 
at times older than 8.5 ky BP but cannot be compared to data due to the Baltic Lake 
phases forming a cut off for older data.  

In the British Isles I6-W7D agrees better with more southern RSL sites, while the 1D 
models fit the Northern sites better. In Northern Wales (figure 4.3d), in the East of the 
British Isles, both 1D models show a rise in RSL from -12 ky till -6 ky, forming a 
highstand. After -6 ky, the local uplift speed outpaces the rise in global sea level, thus 
resulting in a net decline of the RSL. I6-W7D has a longer local relaxation time (as can 
be inferred from the high viscosity in Figure 4.1) and thus the uplift is slower paced. As 
a result, the RSL never exhibits the highstand. This matches the local RSL data better 
than the results of both 1D models with the highstand. This is also remarked in both 
Roberts et al. (2011) and Rushby et al. (2019), who exclude GIA solutions with 
highstands in North Wales during the Holocene.  

In Samsø (Figure 4.3e) in the Danish Strait, the apparent highstand in the data over the 
last 5 ky in combination with a negative RSL value before this point in time is only 
possible with substantial initial deflection at LGM and rapid uplift during deglaciation. 
If we look at I6-W7D, we see it gives a more negative RSL than both 1D models 
initially. This is likely because the higher local viscosity (see Figure 4.1) decreases 
deflection at LGM (see Section 4.5.1 on evaluating deflection at the LGM) and reduces 
the uplift after that. The increased misfit possibly suggests that the real viscosity is lower 
than given by the I6-W7D (as is more consistent with Debayle et al., (2016) and French 
et al., (2013)). This is corroborated by the fact that I6-VM_η=0.3 produces a lower misfit 
than I6-VM in this location. The 3D models combined with the P17 ice model also 
performed better here, suggesting that the ice load and its corresponding forebulge 
location is also of importance. 

In central Scandinavia, near Gunnarsbyn (figure 4.3f), the I6-W7D also produces a 
lower predicted RSL than the 1D model, likely also due to the higher viscosity in the 
region. This leads to a reduction in the misfit. The reference 1D model results in too 
much initial deformation and thus a high initial RSL (~12 ky BP), which reduces the fit 
with the data. Using the I6-VM_η=0.3 model reduces this high initial RSL due to the 
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shorter relaxation time, resulting in a reduced misfit. However, as we will see later, a 
viscosity of 𝜂 = 0.3 × 10ଶଵ Pa·s is not preferred by VLM data.  

 

 

Figure 4.3; a: RSL at 7 ky for the best performing 3D model (ICE-6G with WINTERC-G dry, 7 mm 
grain-size). b: the difference between the best performing 1D model and the reference 1D model. c: The 
improvement of 3D RSL fit with respect to the reference 1D RSL fit. Blue sites indicate the 3D model 
fits better and red sites indicate the 1D model fits better. d: the difference between the best performing 
3D model and the reference 1D model. Locations for the RSL evolution over time at individual sites, 
North Wales (figure e), Samsø (figure f), and Gunnarsbynn (figure g). For all individual sites (figures 
e-g) the RSL overtime for the 1D model is shown in red and for the 3D model in blue and the overall 
best model is shown in green. The magenta dotted lines indicate the range of models as it shows maximal 
and minimal values found among all models with the same ice history at every time step for those 
locations.  

4.3.2 VLM data-based comparison 
In Table 4.2 we can see the misfit of the ten lowest models compared to the VLM data 
used in this study. The central question of this study is whether 3D rheology can improve 
the model fit. The best performing model is I6-VM. As with the RSL data it is not 
surprising that this combination performs well as the ice model was fit using much of 
the same data and the 1D profile. Similarly to the RSL data the ice models that were not 
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specifically fit to local data with a 1D model we see an improvement with 3D models. 
The best performing 3D model is the BRITICE model with a hybrid Earth model of 
SMEAN2 and a global grain-size of 4 mm and a grain-size of 8.5 mm for all areas with 
a high (>2%) wave speed anomaly (BI-S4/8.5D). 

Table 4.2: Misfit of the best 10 models with respect to the VLM data. The Earth model structure is in 
the middle column, with additional details used to create each model in the final column. The bars 
represent the total misfit, with the colors detailing the ice model used. 1D models are highlighted in 
orange and 3D models are highlighted in blue. The error bar denotes the 2σ distance from the sampled 
mean, and thus the t-test critical values for each model. 

 

To understand if 3D models improve the fit compared to 1D models, Figure 4.4 shows 
the absolute uplift of BI-S4/8.5D in Figure 4.4a, the difference in uplift rate between BI-
S4/8.5D and the reference 1D model (BRITICE with VM5a, BI-VM) is shown in Figure 
4.4b. The differences have a spatial pattern that likely is related to the underlying 
viscosity as lower uplift for the 3D model in northern Finland and Sweden occurs where 
the local viscosity is higher (See Figure 4.1). This is a strong indicator that 3D models 
can improve the fit to VLM in this area.  

BI-S4/8.5D predicts too low uplift rates in central and eastern Sweden but does well for 
other areas in Scandinavia. In Finland and around the Norwegian Swedish border there 
is a marked improvement compared to the 1D model which predicts too high uplift rates 
compared to measurements (Figure 4.4d). A larger misfit is observed for the 3D model 
along the Norwegian west coast, although the viscosity in this 3D model is similar to 
the 1D model. This is likely an example of how viscosity variations in adjacent regions 
can influence the uplift. This already occurs at the LGM where the deflection pattern is 
different from that of a 1D model as can be seen in Section 4.5.1. This demonstrates that 
the uplift rate pattern of a 3D model cannot always be replicated with a 1D model even 
if it has a local average viscosity equal to that of the 3D model, stressing the importance 
of using 3D rheology. 

The poor performance BI-S4/8.5D in the British Isles is hard to pinpoint on one reason. 
It could be the viscosity of this model is too high in that region. Increasing water content 
of the British Isles region could be a way to lower viscosity in the region without having 
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to reduce grain-size below unfeasible sizes. However, BI-W7D performs better, which 
might indicate that the viscosity in western Scandinavia might be too high for BI-
S4/8.5D and influences the results in the British Isles. Finally, it must be noted that in 
general the combination of BRITICE with VM5a also does not perform as well as ICE-
6G models, while in Bradley et al. (2023) BRITICE models fit the RSL data better than 
in this study using a different Earth model. 

 

 

Figure 4.4: Figure a) shows the VLM for the 3D model (BRITICE with SMEAN2 model with global 4 
mm grain-size and cratonic 8.5 mm grainsize) with uplift data of GPS stations as squares overlain. 
Figure b) shows the best fitting 3D model minus the 1D reference model (BRITICE with VM5a). Figure 
c) shows the absolute difference between observed uplift data and the 3D model predictions from a). 
Figure d) shows the VLM misfit of the 3D model minus the misfit of the 1D reference model at the GPS 
stations. Blue indicates improvement for the 3D model while red indicates improvement for the 1D 
model. 

4.3.3 Combined data comparison 
We tested the robustness of the assumptions, such as the selected data and sensitivity 
range for the weights, necessary for Equation 4.6 and Equation 4.9 that are used to 
compute the combined misfit and found that changing them for reasonable alternative 
assumptions only has a minimal effect on the ranking of the models (see Section 4.5.5). 
In Table 4.3 the best performing model is I6-VM, which is the optimized combination. 
However, 3D model I6-W7D was able to match the 1D model results in terms of misfit 
using the same ice history.  

To see if there are regions where the results are improved using a 3D viscosity regardless 
of the exact Earth and ice models used, we compare a 3D model with a 1D model for 
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the same ice model. Figure 4.5a shows the difference between the fit of the best 3D 
model, I6-W7D, with the reference 1D model and Figure 4.5b shows the difference 
between the fit of the best fit 3D model, BI-S_β=0.75, which has a different ice history, 
Earth model, and rheology (linear versus non-linear rheology) with the BRITICE ice 
model and scaled rheology based on SMEAN2. The area that shows an improvement in 
fit for both 3D models is Finland and the Northern Baltic Sea. This area is in the centre 
of the Scandinavia ice sheet and is underlain by the Eastern European craton. It shows 
that including a 3D viscosity structure here helps to reproduce a locally lower uplift 
because the relaxation is reduced by the higher viscosity; deflection shifts westward 
because of lateral viscosity variations (Section 4.5.1). Areas that perform poorly in 
almost all 3D models are the southwestern Norwegian coast and the Danish Strait. The 
RSL data suggests that these areas have faster relaxation than produced by most of the 
3D models. 

 

Table 4.3: Overview of top 10 best fit models and corresponding misfit with respect to the RSL and VLM 
data combined. The Earth model structure is in the middle column, with additional details that are used 
to create each model in the final column. The bars represent the total misfit, with the colors detailing 
the ice model used. 3D models are highlighted in blue. The error bar denotes the 2σ distance from the 
sampled mean, and thus the t-test critical values for each model. 
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Figure 4.5: Misfit difference between models a: The misfit for ICE-6G with WINTERC-G 7mm grain-
size and dry conditions minus the misfit of the reference 1D model (ICE-6G with VM5A). b: the misfit 
for BRITICE with SMEAN2 and 𝛽 = 0.75 minus the misfit of BRITICE with VM5A. Red symbols are 
sites where the 1D performs better and blue symbols are where the 3D model performs better.   

Finally, we want to establish if the regions underneath the BIIS and the SIS favour 
different 3D models and therefore we calculated the misfit for the British Isles and 
Scandinavia separately in Table 4.4. Although some models perform well for both 
regions, models with low viscosity or wet rheologies perform well for the British Isles 
but poorly in Scandinavia. In Scandinavia, models with higher viscosity, high 
lithospheric thickness or both do well.  

 Table 4.4: Overview of the best 10 models and their misfit with respect to the RSL and VLM data 
calculated separately for the British Isles region (top) and Scandinavia (bottom). Average viscosity and 
elastic thickness are computed as described in section 2.2. 1D models are highlighted in orange and 3D 
models are highlighted in blue.  
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The median best fitting models for the British Isles are 0.53 × 10ଶଵ Pa·s for the shallow 
upper mantle and 0. 50 × 10ଶଵ Pa·s for the deep upper mantle. These viscosities 
correspond with previous viscosity findings of 0.4 − 0.6 × 10ଶଵ Pa·s found in 1D GIA 
studies for the region (Bradley et al., 2023; Simms et al., 2022). For Scandinavia the 
median of the best fitting models is 4.9 × 10ଶଵ Pa·s for the shallow upper mantle and 
1.3 × 10ଶଵ Pa·s for the deep upper mantle, which is higher than 0.3 - 0.7 × 1021 Pa·s 
that previous 1D GIA studies indicate (Steffen et al., 2008; Kierulf et al., 2014). I6-
VM_η=0.3 can fit the data well. The RSL data in the Baltic is too limited temporally to 
distinguish between a small deflection at 10 ky and subsequent slow relaxation, as 
predicted by high viscosity models, or high deflection and subsequent fast relaxation 
because of low viscosity. However, in combination with the high uplift in Sweden, high 
viscosity models produce a better fit in our analysis. I6-VM_η=0.3 can even be outright 
rejected as it does not fit higher uplift rates (11 mm/yr) in central Scandinavia, predicting 
a maximum uplift of 6.5 mm/yr. 

When we consider BRITICE models, which are less tuned to an Earth model, the hybrid 
model (see section 3.2) did better than other BRITICE models. While 1D studies in 
general favour low upper mantle viscosity, several studies with 1D models show misfit 
plots, in which a second region of low misfit exists for high upper mantle viscosity, 
matching the high upper mantle viscosity in the hybrid 3D earth model (J. L. Davis et 
al., 1999; Root et al., 2015; Schmidt et al., 2014).   

Finally, we investigate the effective viscosity changes in time due to changes in stress 
(see equation 4). This may explain the difference in preferred models fitted to the paleo 
RSL data compared to the models that fit the present-day VLM data. The best fitting 
models for the British Isles include wet models for which viscosity depends more 
strongly on stress. This means that the viscosity of the mantle underneath the British 
Isles might change over time (Barnhoorn et al., 2011). Deglaciation induced stress 
lowers the effective viscosity so that the RSL curves correspond for much of the period 
with low viscosity model curves, but as the stress dissipates the effective viscosity 
increases, preventing full relaxation. In this case the modelled VLM shows uplift in 
accordance with the data. 

In contrast, the only model in the top 10 for Scandinavia with a strong non-linear 
component, is the 7 mm model with 50ppm H2O content at 10th place. The preference 
for dry rheology agrees with earlier conclusions on a preference for dry rheology for 
GIA models in van der Wal et al., (2013), as well as with Novella et al., (2015) who find 
that diamond samples from cratons have low amounts of water content trapped within 
them. The best fitting models as seen in the top 10 of Table 3 have viscosity changes of 
less than 0.2 Pa·s, considering elements that behave viscously (viscosity < 1023 Pa·s) 
over the model simulation time.  
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4.4 Conclusion 
In this paper we investigated to what extent a 3D rheology in a GIA model can improve 
the fit with relative sea level data and vertical land motion data in Northern Europe. We 
have run 43 models, of which 7 are 1D and 36 are 3D models that are combinations of 
three ice loading histories, 2 seismic models and 2 methods to obtain viscosity. 3D 
viscosity is used in the upper mantle, split in a shallow (70 to 180 km) and deep upper 
mantle (180 to 420 km depth). The average viscosity values of the shallow and deep 
upper mantle of these models ranges between approximately 0. 1 × 10ଶଵ and 50 × 10ଶଵ 
Pa·s. Variation of the viscosity in the transition zone should be investigated to see the 
effect on fit of 3D models as it shows to be able to influence results somewhat. 

3D models could match but not improve the performance of the VM5a model in 
combination with ICE-6G (I6-VM), which has been tuned to fit much of the same data 
used in this study using the VM5a viscosity profile. 3D models result in an improvement 
for the ice models which depend less on an a priori viscosity model, Patton et al., 2017 
model (P17) and the BRITICE-CHRONO model (BRITICE). This shows the usefulness 
and limitations of using a 3D model, as it can improve GIA results but only when used 
with an ice sheet history that is not developed specifically using a 1D viscosity structure. 
When an ice model is used that has not been developed based on fitting ice heights to 
RSL data, the overall fit of the 1D reference models decreases, and some 3D models 
have the lowest misfit.  This supports the development of ice sheet histories based on 
3D viscosity (e.g. Huang et al. EPSL 2019). 

Comparing our 3D model predictions to a limited number of 1D model predictions 
showed that, the spatial patterns and temporal patterns of the 1D and best fit 3D models 
are different in a way that cannot be explained by combining separate 1D models that 
have similar average viscosity. This can be seen in Scandinavia, where 3D rheology 
shifts the deflection more westward because of the high viscosity in the east. This aligns 
better with the low positive RSL found in the Eastern Baltic Sea and the low uplift rate 
in Finland.  

GIA studies with 1D models show little difference in best fit upper mantle viscosity 
between the British Isles and Scandinavia (Bradley et al., 2023; Lambeck et al., 1998; 
Simms et al., 2022; Steffen et al., 2008; Kierulf et al., 2014), even though seismic models 
show considerable differences in Earth structure with a thick cold lithosphere 
underneath large parts of Scandinavia and higher local viscosities. We explored whether 
the data prefers 3D models with large or no contrast between the two regions. We use 
the median of the best 10 models instead of the average, as the median viscosity will 
always represent a tested model viscosity that fits the data well. For Britain we see that 
1D models perform just as well as the best 3D models; for Scandinavia a 3D model can 
outperform 1D models. In particular in the centre and east of Scandinavia 3D models 
consistently fit better than 1D models. The median model viscosity for the British Isles 
is 0.56 × 10ଶଵ and 0.5 × 10ଶଵ Pa·s for the shallow and deep upper mantle viscosity, 
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respectively, together with an effective elastic thickness of 70-115 km. In Scandinavia 
the median viscosity is 4.9 × 10ଶଵ Pa·s for the shallow upper mantle and 1.3 × 10ଶଵ 
Pa·s for the deeper upper mantle and the region has a thicker elastic lithosphere (122-
189 km). This is considerably higher than the global average and findings in previous 
GIA studies. 

The performance of all 3D models enables conclusions about the solid earth parameters. 
Wet rheology can fit for the British Isles region, although some dry models can also still 
fit the data in the British Isles to an equal degree. The Earth structure underneath 
Scandinavia is almost certainly dry, as wet rheology leads to underpredicted uplift rate 
as in van der Wal et al. (2013). This agrees from petrological findings that cratons, as 
found under eastern Scandinavia, likely have little to no water content (Novella et al., 
2015). The low temperature region underneath the North Sea in WINTERC-G had an 
adverse effect on the fit which means it is either not there or it does not result in a 
viscosity difference. 

The best-fitting 3D GIA model is a 7 mm dry rheology based on WINTERC-G in 
combination with ICE-6G. The uplift rate is presented in figure S4.1. Its misfit of 1.57 
is close to the misfit of the reference 1D model, of 1.53. While not an improvement, we 
suggest that the best fitting 3D GIA model can be considered as one of the correction 
models for various observations and purposes such as gravimetry corrections. The 
model accounts for variation in rheology, especially in the Baltic Sea (as in Spada & 
Galassi, 2012), the Norwegian Atlantic coast and for landscape evolution in Europe 
(Hijma & Cohen, 2011).  

 

4.5 Supplementary materials: Uplift and 
RSL data fitting to constrain 3D viscosity in 
Northern Europe 
4.5.1 Evaluating LGM deflection 
In this section we evaluate the differences in the LGM deflection using a 3D viscosity 
profile compared to the traditional 1D profile. In Figure S4.1 we compare the differences 
in the total LGM deflection when using the ICE6G and P17 reconstruction combined 
with a 3D (SMEAN2 using β=0.5 and WINTERC-G with 7 mm and dry rheology 
settings respectively) and 1D viscosity profile. The total deflection beneath Scandinavia 
is reduced by up to 150 m using the 3D viscosity profile, with the maximum point of 
deflection shifted westwards. The high viscosity feature in this region also decreases the 
RSL. Furthermore, the stress in North Scandinavia is spread out over a larger area in the 
3D model, making the deflection profile smoother as can be seen in the lower gradient 
for the 3D model in the cross section of Figure S4.1. For the P17 with WINTERC-G 
model we even see something similar happen for the northern British Isles. 
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The high local viscosity underneath the North Sea (see Figure 1 for viscosity profile 
model) in the P17 with WINTERC-G with 7 mm and dry rheology settings model 
decreases the local deflection in this region but also displaces the maximum deflection 
point below Scotland to the west, even though the viscosity below Scotland for the 3D 
model is similar to the 1D model. This high viscosity feature is not present in all seismic 
models, but it does show how the response across the British Isles can be significantly 
impacted by such a feature. It should be noted that using this 3D viscosity profile 
increase the misfit with the data across the British Isles. 
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Figure S4.1: Comparison of LGM deflection. Figure a) shows the difference between the deflection at 
LGM between ICE-6G with SMEAN and a scaling of 0.5 and ICE-6G with VM5A. Figure b) shows the 
difference between the deflection at LGM between the Patton ice history (P17) with WINTERC 5.2 and 
7mm dry settings and the Patton ice history with VM5A.  Red regions indicate less deflection or a higher 
forebulge for the 3D model and the blue region indicate the reverse. The magenta lines are cross 
sections detailed in figures c-e. Figure c) is the cross section from the Danish coast to Murmansk in 
Figure a). Figure d) is the cross section from an offshore location north of Ireland to the Danish coast 
in Figure b). Figure e) is the cross section Danish coast k to Murmansk in Figure b). The red triangles 
in figure a-e indicate the point of maximal deflection for the 3D model in that figure, while the blue 
triangle indicates the point of maximum deflection for the 1D model in that figure.         

4.5.2 Earth model mesh used 
In this section the FEM mesh and initial settings are listed 

Setting Value 
Spheric harmonic degree limit 360 
Resolution input data 4 pixels/degree 
Seed distance far field mesh 200 km 
High resolution area radius 17.0 
High resolution area seeding bias 5 
Target seed radial direction high-
resolution area 

50 km 

Target seed in plane high-resolution area 25 km 
Centre of high-resolution area (58.0N, 11.0E) 
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Loads have a linear progression between each timestep with the time vector being 
defined as: 

Step 0 1 2 3 4 5 6 7 8 
Time 
(ka 
BP) 

122 63 26 22.5 20.0 17.5 15 13.5 12 

Step 9 10 11 12 13 14 15 16 17 
Time 
(ka 
BP) 

10.5 9 7 6 4 3 2 1 present 

Where the first timestep has no associated loads attributed as the load at a particular time 
step is defined as the difference between loads on that time step and the initial timestep. 

 

 

Figure S4.2: Mesh overview for the European region zoomed in on Europe with present day topography 
at the first time step (63 ky b.p.) of the model (left), and with the LGM extent of ICE-6G over the present 
day topography (right). 

  

4.5.3 3D Viscosity profiles. 
In this section we display the original values for SMEAN2 and WINTERC5.2 as used 
in this paper at the depths that were used to construct the viscosity profiles, followed by 
viscosity profiles derived from them for parameters that yielded good fit. 
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Figure S4.3: Slices of two depths, 110 km (Figure a) and c) ) and 210 km (Figure b) and d) ) for both 
the SMEAN2 model (Figure a) and b) ) and the WINTERC-G model (Figure c) and d) ). For figure a) 
and b) values represent the wave speed anomalies, while for figure c) and d) values represent the 
temperature in Kelvin. 

Figure 4.1 of the main text shows the viscosity of the two best performing models for 
the RSL data and VLM data. For completeness we also show the viscosity of other Earth 
models that were used in models that performed well. 

 

Figure S4.4: Viscosity at two depths, 110 km (Figure a) ) and 210 km (Figure b) ) for the WINTERC-G 
model with 4mm grain size and dry conditions. All values are 10log of the viscosity in 𝑃𝑎𝑠. 
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Figure S4.5: Viscosity at two depths, 110 km (Figure a) and c) ) and 210 km (Figure b) and d) ) for the 
WINTERC-G model with 5.5mm grain size and dry conditions (Figure a) and b) ) and 8.5mm grainsize 
(Figure c) and d) ). All values are 10log of the viscosity in 𝑃𝑎 ⋅ 𝑠. 

 

Figure S4.6: Viscosity at two depths, 110 km (Figure a) and c) ) and 210 km (Figure b) and d) ) for the 
SMEAN2 model with 𝛽 = 0.75 (Figure a) and b) ) and 𝛽 = 0.5 (Figure c) and d) ). All values are 10log 
of the viscosity in 𝑃𝑎 ⋅ 𝑠. 
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4.5.4 Ice models 
In this section we show ice height from the models used in the paper at selected t epochs.  

 

Figure S4.7: Ice history input used for this study. The top row (figure a), b) and c) ) show the ice histories 
in Europe at 26 ky B>P. which is near each of their glacial maxima, while the bottom row show the 
extent of the ice for each history just before the oldest data points (12ky B.P.). Figures a) and d) shows 
BRITICE figures b) and e) show ICE-6G and figures c) and f) show the Patton model at the same points 
in time.  

4.5.5 Model robustness 
The methodology contains a few key design choices. In this section we will discuss the 
influence of those decisions on the results.  

Normalization used in the misfit of individual data sets before calculating a combined 
misfit can be a point of discussion. An alternative for using the median to normalize the 
misfit for both datasets as done in the main text could be using the misfit of the best 
performing model instead. In Table S4.1 we can see the misfit table if we change the 
normalization so that Equation 7 becomes 

 

𝑀𝑖𝑠𝑓𝑖𝑡௧௢௧௔௟ =
𝑀𝑖𝑠𝑓𝑖𝑡ோௌ௅

min 𝑀𝑖𝑠𝑓𝑖𝑡ோௌ௅

+
𝑀𝑖𝑠𝑓𝑖𝑡௏௅ெ

min 𝑀𝑖𝑠𝑓𝑖𝑡௏௅ெ
 

 
Eq. S4.1 
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Table S4.1: Overview of all run models and combined misfit with respect to the RSL and VLM data for 
with a normalization according to equation E1. The Earth model structure is in the middle column, with 
additional details that are used to create each unique model in the final column. The bars represent the 
total misfit, with the colors detailing the ice model used for that specific model.  

 

Changing the normalization changes the weighting of the RSL data with respect to the 
VLM data, but the weighting using the best performing models is similar using the 
normalization best on the median model. Consequently, the overall ranking of best 
performing models changes little. 

The weighting matrix constructed using Equation 4.6 and 4.7 is dependent on a range of 
influences (spatial distance for GPS sites and both temporal and spatial distance for 
SLIPs ) for each SLIP and GPS. For the main text the spatial range was chosen to be 
200 km and the temporal range is 1000y.  
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Table S4.2: Top 5 best fit models and corresponding misfit with respect to the RSL and VLM data when 
the influence range for weighing each datapoint is altered. Figure a) shows halved influence range for 
weighing data points combined. Figure b) shows doubled influence range for weighting data points. The 
Earth model structure is in the middle column, with additional details that are used to create each 
unique model in the final column. The bars represent the total misfit, with the colors detailing the ice 
model used for that specific model. 

 

The influence radius at which data points are counted to be within the range of other 
data points is used to determine the weight of each station. When we half the range to 
100 km spatially and 500y temporally we obtain a new list of misfits for the combined 
data (Table S4.2.a). Decreasing the influence radius at which data points count other 
data points to determine their weight increase the relative importance of two parts of the 
data set. Firstly, the weight of some of RSL sites with a wide temporal domain (mainly 
found in the British Isles) is increased, benefiting the VM5A model with lowered 
viscosity (𝜂 = 0.3 ⋅ 10ଶଵ Pa·s). The second model group that sees increased importance 
is the densely clustered VLM data points in southern Norway and Sweden. The P17 with 
WINTERC-G and 7 mm dry conditions does well in this area and therefore moves up in 
the ranking. 

When we instead increase this range to 400 km and 2000 years, we mainly reduce the 
weight of VLM points in central Scandinavia. As such we see models such as the 
BRITICE 1D model, which had bad fit in central Scandinavia, move up in the table. The 
other models are four models that we also see in the top 5 with the normal influence 
radius. 
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The final choice we investigate is the cut-off point for the RSL sites we used. We use a 
threshold of 15% variation in RSL between the minimum and maximum model at a 
location and thus allow for a bigger area with data to be considered instead of the 20% 
used in the study. Additionally, we also used 25% variation between all models 
decreasing the area for which we consider the data.  The result of varying this variable 
on the combined misfit is found in Table S4.3. 

Table S4.3: Overview of all run models and corresponding misfit with respect to the RSL and VLM data 
combined with an altered area for which data is considered. Figure a) shows the combined misfit when 
more data is considered in the analysis. Figure b) shows the combined misfit results when less data is 
considered in the analysis. The Earth model structure is in the middle column, with additional details 
that are used to create each unique model in the final column. The bars represent the total misfit, with 
the colors detailing the ice model used for that specific model.  

 

We can observe from Table S4.3 that the exact threshold to determine which data is 
considered has a limited influence on the ranking. We found that there is a wide range 
of reasonable thresholds for which the results vary little.  

In conclusion, alternative choices for computing the misfit, would not change the 
conclusions in any substantial form as in most cases the same models perform well. 
ICE6-G with the regular VM5A model performs well under every setting, being the best 
model in every instance and ICE-6G with WINTERC-G set to 7 mm and dry conditions 
remains the best 3D model in all instances. Moreover, the median viscosities of the best 
fit models for Scandinavia and the British Isles remain the same and thus the conclusion 
on the need for 3D modelling in Europe is not affected. 
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4.5.6 Overview of all model combinations used 
This section shows an overview of all 42 run models in Table S4.4. 

 

Table S4.4: Overview of all run models. All models consist of basic earth model (first column) and 
corresponding rheology parameters to determine the exact Earth structure. Finally, these Earth models 
are run with one of three ice sheet reconstructions (third column). 

Earth model Rheology settings Ice sheet reconstruction 
WINTERC 5.2 4mm Dry ICE-6G 
WINTERC 5.2 4mm 500ppm H2O ICE-6G 
WINTERC 5.2 5.5mm Dry ICE-6G 
WINTERC 5.2 7mm Dry ICE-6G 
WINTERC 5.2 8.5mm Dry ICE-6G 
WINTERC 5.2 10mm Dry ICE-6G 
WINTERC 5.2 10mm 500ppm H2O ICE-6G 
WINTERC 5.2 2mm Dry BRITICE 
WINTERC 5.2 4mm Dry BRITICE 
WINTERC 5.2 5.5mm Dry BRITICE 
WINTERC 5.2 7mm Dry BRITICE 
WINTERC 5.2 7mm 50ppm H2O BRITICE 
WINTERC 5.2 7mm 100ppm H2O BRITICE 
WINTERC 5.2 8.5mm Dry BRITICE 
WINTERC 5.2 10mm Dry BRITICE 
WINTERC 5.2 4mm Dry P17 
WINTERC 5.2 5.5mm Dry P17 
WINTERC 5.2 7mm Dry P17 
WINTERC 5.2 8.5mm Dry P17 
WINTERC 5.2 10mm Dry P17 
SMEAN2 𝛽 = 0.25 ICE-6G 
SMEAN2 𝛽 = 0.5 ICE-6G 
SMEAN2 𝛽 = 0.75 ICE-6G 
SMEAN2 4mm Dry ICE-6G 
SMEAN2 10mm Dry ICE-6G 
SMEAN2 10mm 1000ppm H2O ICE-6G 
SMEAN2 4mm Dry/8.5mm Dry ICE-6G 
SMEAN2 𝛽 = 0.25 BRITICE 
SMEAN2 𝛽 = 0.5 BRITICE 
SMEAN2 𝛽 = 0.75 BRITICE 
SMEAN2 4mm Dry/8.5mm Dry BRITICE 
SMEAN2 5.5mm Dry/8.5mm Dry BRITICE 
SMEAN2 𝛽 = 0.25 P17 
SMEAN2 𝛽 = 0.5 P17 
SMEAN2 𝛽 = 0.75 P17 
SMEAN2 4mm Dry/8.5mm Dry P17 
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VM5A profile Regular ICE-6G 
VM5A profile 𝜂 = 5 ⋅ 10ଶଵ ICE-6G 
VM5A profile 𝜂 = 0.3 ⋅ 10ଶଵ ICE-6G 
VM5A profile Regular BRITICE 
VM5A profile 𝜂 = 5 ⋅ 10ଶଵ BRITICE 
VM5A profile 𝜂 = 0.3 ⋅ 10ଶଵ BRITICE 
VM5A profile Regular P17 

 

4.5.7 Sensitivity of the transition zone viscosity 
As ICE-6G was constrained to the VM5A Earth model, VM5A was used to model the 
transition zone (420-670 km) and deeper mantle. In this section investigate other choices 
are made regarding the transition zone viscosity. The transition zone in VM5A can be 
considered quite weak with a viscosity of 𝜂 = 5 ⋅ 10ଶ଴ Pa·s, therefore we have increased 
the transition zone viscosity with an order of magnitude to 𝜂 = 5 ⋅ 10ଶଵ Pa·s. In this test 
we have used an upper mantle viscosity of 𝜂 = 5 ⋅ 10ଶ଴  Pa·s (The reference model, 
VM5a) and an upper mantle viscosity of 𝜂 = 5 ⋅ 10ଶଵ Pa·s as it corresponds with the 
upper bound of upper mantle viscosity for parts of the Baltic Shield. The test uses ICE-
6G as the ice history. In Figure S4.8 the VLM difference for both models is shown when 
the transition zone viscosity is changed from 𝜂 = 5 ⋅ 10ଶ଴ to 𝜂 = 5 ⋅ 10ଶଵ . For the 
standard VM5A model the higher viscosity in the transition zone has a non-trivial effect 
on the VLM (Figure S4.8 a), lowering it by as much as 4 mm/yr in central Scandinavia. 
This region is likely to have a higher upper mantle viscosity. Outside of Scandinavia the 
effects are in the range of or below the measurement error of local GPS stations. If we 
look at the change in VLM from changing the transition zone to a higher viscosity when 
a high viscosity upper mantle is used, we see that the changes are everywhere below the 
GPS measurement error.  

 

Figure S4.8: Difference in uplift when the transition zone viscosity is increased by one order of 
magnitude for the reference model (a) and a version of the reference model where the upper mantle 
viscosity has also increased by one order of magnitude(b).  

In Figure S4.9 we have examined the differences in RSL for both models when the 
transition zone viscosity is changed. For the RSL the differences are also not trivial. 
Especially for a weak upper mantle the differences can be quite significant at 10.5 ky 
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BP. However, the RSL differences are much smaller with a strong lithosphere, as is 
expected under Scandinavia, than for the model with a weak upper mantle.  Therefore, 
the 25 m difference in RSL will not occur for the 3D models (it might be an issue with 
1D models and could explain for example the relatively large misfit of BRITICE+VM5a 
and P17+VM5A compared to the ICE-6G+VM5a). Moreover, the largest differences 
also occur at 10.5 ky bp across central Scandinavia, but as the Baltic RSL sites have 
been filtered out for this time period the impact on the misfit results would be minimal. 
The only areas with RSL data that would be affected are northwestern Scotland and the 
area around the Lofoten on the Norwegian coast.  

As with the VLM differences, the patterns of the RSL differences vary for all for cases, 
making it hard to draw very definitive conclusions regarding the effect of increasing 
transition zone viscosity   

Therefore, we could not exclude the possibility that varying the lower mantle viscosity 
would change the overall fit and perhaps even best fitting model but considering that for 
both the VLM and RSL data the key regions of the Baltic and most of the North Sea 
coasts would only see limited changes, we think a change in transition zone viscosity 
will not impact the main conclusions of our work.  

 

 

 

Figure S4.9: Difference in RSL when the transition zone viscosity is increased by one order of magnitude 
for the reference model (Figures a) and c) ) and a version of the reference model where the upper mantle 
viscosity has also increased by one order of magnitude (Figures b) and d) ). Figures a) and b) represent 
RSL changes at 10.5 ky bp. Figures c) and d) represent RSL changes at 7 ky BP.  
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4.5.8 Overview of I6-W7D results 
In this section we present the results for the best performing model in our study: the 
combination of the Earth model based on WINTERC-G with a dry non-linear rheology 
with a grainsize of 7 mm and the ice history ICE-6G (I6-W7D). In Figure S4.10 the 
present-day uplift is shown. In Figure S4.11 the RSL is shown for 12 ky BP until 4 ky 
before present. 

 

Figure S4.10: Present-day uplift in Europe for model I6-W7D. 

 

 

Figure S4.11: RSL in Europe for model I6-W7D for the period between 12 ky BP and 4 ky BP. Temporal 
cross-sections have been taken for a) 12 ky BP, b) 10.5 ky BP, c) 9 ky BP, d) 7 ky BP, e) 6 ky BP., and 
f) 4 ky BP 
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4.5.9 Notes on testing differences in model performance  
When testing how well models perform compared to one another there are several 
statistical methods available. However, we found that for this study commonly used 
methods were difficult to incorporate without stretching assumptions too far. In Blank 
et al., (2021) a Chi-squared test was used to relate 3D model results to 1D model results. 
The difference in that study is that the 1D model results are fitted to the 3D models, 
which formed a simulated reality. This is contrast to this paper, where we fit both 1D 
and 3D models to observations instead of to one another.  

When we fit the models, it is important to establish the number of parameters the model 
uses. While technically the load on every surface element can be varied and rheology 
parameters can be changed for each mantle element, we have obviously not done so. At 
minimum we can argue that we varied the ice history, Earth model, and two rheology 
parameters. In combination with the large amount of data used in this study, the result 
would be a critical value so high it would validate half of the tested models.  

The second problem with using the Chi-Squared test is the weight matrix, as only 
isolated observations have a weight of 1. Normalizing the weight matrix for the modus 
of the weights could be argued as a solution. Alternatively, we could transform the 
weights so that the sum of the weights would equal the number of observations, but 
depending on the modus the weight matrix can push models over the critical value of 
the Chi-squared test just based on the normalization used.  

Finally, having combined both the VLM data and RSL data complicates the issue 
further. The RSS of the RSL will create a bias for RSL points with a high leverage, 
which are often unreliable. As the RSL data set has far more high leverage data points 
than the VLM data set it will significantly outweigh the impact of RSL compared to 
GPS in these tests, defeating the point of trying to combine both datasets. 

Another way to compare models is by using an F-test. However, the F-test is most suited 
to compare distributions to one another. While the F-test can be performed with the 
sampled standard deviations it only provides information on how well distributions 
match instead of how well the performance of those models compared to the 
observations match.  

Other methods, such as T-tests or the log-likelihood ratio test require model solutions to 
have a distribution, but by the deterministic nature of the model this is not the case. As 
such we have chosen to simplify the problem. By random sampling 2/3 of the data set 
in a 1000 times repeated sampling experiment we can obtain a sampled distribution of 
the misfit for each model. Having a distribution for the model based on sampled data 
gives insight in how sensitive each model is for over or underrepresentation of areas in 
the data set. Models with a relatively large variation are more sensitive than other models 
to specific (sets of) datapoints, meaning they will likely fit some area very well or very 
poorly, while the reverse is true for models with small variations.  
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When the residual distribution for the models is assumed to be Gaussian a standard T-
test (two-sided with a confidence level of 0.95) can be performed between any specific 
two models to determine if the models mean misfit values differ significantly from one 
another. The choice one must make is the sample size. If the sample size is smaller the 
variation for the sampled means will increase and vice versa. We feel that that sampling 
2/3 of the data set strikes a balance between not allowing any variation at all in the 
results when we would increase the sample size on the one hand, and limiting the sample 
size to much so unrealistic biases for specific regions would be embedded in the sampled 
data on the other hand. We do recognize that this is still not a very exact method as 
sampling 60% or 70% of the data would fit the same criteria, while it does change the 
critical values for a T-test between models. A similar argument could be made for the 
log-likelihood ratio test; however, the T-test is easier to visualize and interpret for the 
reader. Therefore, we would recommend the reader to look at the T-test critical values 
of the models as a strong indication for when models can be considered equal in fit to 
the data, rather than a hard statistical boundary.  



 

130 
 

 

  



 
 

131 
 

Chapter  

 

 

 

 

 

 

Conclusions and Recommendations 
 

 

Bas Blank1 

 

 

 

 

 
1) Delft University of Technology, Delft, Netherlands 



Chapter 5: Conclusions and Recommendations 
 

132 
 

Conclusions and Recommendations 

 

5.1 Answers to research questions 
As GIA is a source of noise in climate relevant topics like local sea level rise and ice 
mass loss numerous models have been developed to estimate the effect of GIA on 
vertical land motion (VLM) data, relative sea level (RSL) data and gravimetry data. 
Traditionally models for GIA have only assumed variations in Earth parameters in the 
radial direction. Tomographic studies demonstrate that variations of Earth parameters in 
lateral directions (3D variations) exist (Debayle et al., 2016; Fichtner et al., 2018; 
Schaeffer & Lebedev, 2013), and in the last two decades global GIA models have been 
created to incorporate the effect of these 3D variations (A et al., 2013; Latychev et al., 
2005; van der Wal et al., 2023; Wu, 2004; Zhong et al., 2003, 2022). Global models that 
utilized the finite element method (FEM) have used a grid-size of 2° (~220 km) (Huang 
et al., 2019; Kierulf et al., 2014; Liu & Zhong, 2016; Van Der Wal et al., 2013; Wu, 
2004) and more recently 0.5° (~55 km) (Huang et al., 2023; Zhong et al., 2022). This 
decrease in grid-size is important as small-scale features in a study area could be 
incorrectly modelled if the grid-size is too large. The Amundsen Sea Embayment (ASE) 

Abstract 
In Chapter 1 we summarized the state-of-the-art in the field of 3D GIA. 3D GIA 
studies have been done for all regions with major GIA signal in the world, using 
simple rheology models or large grid-sizes that obscure potentially important features 
in regions. For this reason, the effect of more 3D Earth models on the GIA 
contribution in observables like the RSL in the North Sea area or the ice mass balance 
in West-Antarctica is unknown. In this thesis a global GIA model was developed for 
the commercial software package ABAQUS, and we applied it to the Amundsen Sea 
Embayment (ASE) and Europe in order to investigate the effects of 3D models in 
these areas. For both studies we compared the results to the available data in both 
areas. 

In section 5.1 we will reiterate the research questions we identified in Chapter 1 and 
provide answers based on the experiences and results from the rest of this thesis. The 
studies in this thesis do not only have their caveats but also exposed issues that can 
be improved upon by the field. We have split recommendations about this thesis and 
the field in multiple subjects. In Section 5.2 we examine the issues we faced when 
implementing ice histories that are tuned to a 1D viscosity model and combining 
different types of data when fitting the model. In Section 5.3 we critically evaluate 
the concepts of average viscosity and lithosphere thickness as well as assumptions 
that are made when creating 3D viscosity models. We discuss the omittance of 
variations in transition zone and deeper mantle structure from much of our research 
in section 5.4.  
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is one of the fastest deglaciating areas in the world with an ice mass loss of 130 Gt/yr 
(Barletta et al., 2018) but the main glaciers like the Thwaites Glacier only measure a 
120 km in width. Even in large study areas like Europe we find important features like 
the Baltic Sea, with an average width of 193 km. While flat models have been developed 
with smaller grid-sizes (e.g. Kaufmann et al. 2000; Islam et al., 2016, Marsman et al. 
2021) that can model small features as found in for example Iceland, these models are 
ill equipped to model entire continents such as Europe because elements like self-
gravitation and a global sea level are not included. They also do not allow investigation 
of the effect of Background stress for areas such as the ASE as the stress from the post-
LGM deglaciation of the Antarctic ice sheet would be missing.  

Coupling models of GIA with ice evolution already requires better resolution than the 
available models offered so that the grounding line retreat can be accurately modelled. 
To avoid this issue global finite element GIA models (Huang et al., 2023; Zhong et al., 
2022) had their global grid-size reduced in recent years. The downside is that this 
increases the number of elements in the model, with most of the elements placed at 
locations in the model where the added benefit is minimal. As such, the minimal grid-
size these models reached did not go below ~55 km. Recently, finite volume method 
(FVM) based models such as the one from Peak et al. (2022) have been able to reach 
much smaller grid sizes, but at the cost of not being able to run non-linear rheology with 
the FVM model opposed to the FEM based models. Therefore, the first question we 
have, was:  

 How can we improve the ABAQUS based 3D GIA model such that it can be 
tailored to GIA in different areas, ice sheet sizes and applications  

We have demonstrated that we were able to create a 3D model that could be adapted to 
a wide variety of studies. This adaptability was possible through making a global mesh 
with a high-resolution area that can be adopted for small and large regions. The high-
resolution mesh consists of an equi-angular grid placed within the global distance grid. 
Radial decreases in grid-size are achieved through ties in ABAQUS, surfaces in between 
node layers that form a constraint on the nodes of the adjacent layers. The center point 
of the high-resolution area can be moved so the model is able to focus on different 
regions. Being able to adjust the size and position of the high-resolution area means 
there are few restrictions on the area of interest; continental size areas with large ice 
shelves have been studied using the presented model in Europe and Antarctica, but 
smaller areas like the ASE can also be accommodated. The setup of the model is such 
that the element size in the high-resolution area can be set in the model. The choice is a 
trade-off between increase in computation time when the total number of elements in 
the model increases versus size of the elements for the high-resolution area. For the ASE 
the high-resolution area could remain relatively small resulting in a model with around 
185 000 elements for a grid-size in the center of the high-resolution area of 25 km (With 
small variations in size within the high-resolution area). For Europe we needed a much 
larger high-resolution area but allowing a larger number of elements (~225 000 elements 
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in total) and consequently longer computation time the grid-size could be 40 km. This 
way, individual regions like the North and Baltic Sea could be resolved with an adequate 
number of elements.  

Investigating the ASE using the refined mesh (Chapter 3) was done in the framework of 
ESA’s GOCE+Antarctica project (Ebbing et al., 2016) which, among other aims, 
focused on increasing our understanding of the solid Earth in Antarctica and its role in 
GIA processes. The relatively small grid-size for Europe also proved interesting for 
Hijma et al. (2025) as they needed a way to correct new SLIP data from the North Sea 
for GIA with 3D earth structures that could be relevant. Specifically, the small grid-size 
allowed 3D features in the mantle and deformation features like the forebulge to be 
resolved to a usable degree for correction the North Sea data set. The benefits of being 
able to shift the high-resolution area around to a different area of interest was also used 
in two MSc theses that focused on GIA in Greenland (Faure, 2022; Kempenaar, 2022). 
The high resolution itself proved to be beneficial for more accurately modelling 
Greenland’s coastlines, the relatively small high-viscosity regions and small regions of 
high VLM in southern Greenland. 

In this thesis, ABAQUS has been employed to study GIA. However, compared to 
previous studies using ABAQUS standard (Barnhoorn et al., 2011; Steffen & Wu, 2011; 
van der Wal et al., 2010; Wang & Wu, 2006; Wu, 2004), we introduced several 
modifications through the capabilities of ABAQUS CAE that make the model more 
flexible and extend its applicability. The code is independent of the previous 
implementation of the Wu method used in van der Wal et al. (2015). In models using 
ABAQUS standard all coding had to prescribed in the input files for ABAQUS. As such, 
elements like the grid were hard coded in ABAQUS-specific syntax. With ABAQUS 
CAE, the grid can be generated based on pre-coded routines with changeable 
parameters. Additionally, the modular nature of the code makes it possible to either take 
out modules for usage in other studies, as is done in Nield et al. (2022), or add modules 
to add functionality to the code. This last point has been best exemplified the best in the 
work of van Calcar et al. (2023), who coupled the GIA model presented in this thesis to 
the ice evolution model ANICE. This has allowed for studying the feedback of 3D GIA 
on ice evolution through the influence of GIA on grounding line migration.  

In Section 3.5.1 it is explained that the sea level equation and self-gravitation are solved 
using spherical harmonics on an equi-angular grid that is separate from the actual 
element grid that the forces and stresses are solved on. Being able to resolve the sea 
level with a smaller grid-size than the element mesh allows for accurate grounding lines. 
However, the accurate grounding lines would not supplement the overall model 
accuracy if the FEM grid, on which the water and ice loads are implemented, has a 
significantly larger grid-size. Thus, the high-resolution area made it possible to also 
implement the loads based on accurate coastline into the FEM part of the model with an 
acceptable resolution without increase the computation time beyond unfeasible limits.  
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ABAQUS CAE’s RESTART option (which is not available in ABAQUS Standard 
based models) is also instrumental in coupling the GIA code to the ice evolution model. 
It allows for the GIA model to be paused at every time step so that ice evolution model 
can be evaluated. As such the entire timestep can be iterated for both the GIA model and 
the ice evolution model until convergence is reached for both, before moving on to the 
next timestep. This timestep-by-timestep approach is, however, also practical to couple 
other geophysical models to the GIA model. Because of the RESTART function, first 
steps have been made coupling the model from this thesis to both mantle dynamics and 
rotational feedback in the MSc work of Morra (2021) and Weerdesteijn (2019) 
respectively.  

 How will GIA estimates improve when using 3D rheology on smaller scale 
regions, specifically the Amundsen Sea Embayment, compared to 1D models? 

The Amundsen Sea Embayment is the location where most of the ice mass loss on 
Antarctica occurs, with an estimated yearly ice mass loss of -130 Gt/y (Barletta et al., 
2018). This makes it an important site to monitor from a global sea level perspective, 
however the GIA in the region is not well understood as most GIA studies of Antarctica 
fail to replicate the large observed VLM there. Because GIA distorts the signal when 
computing ice mass loss, uncertainty in the GIA causes uncertainty in the actual amount 
of ice loss in the region (Shepherd et al., 2018).  

Barletta et al. (2018) showed that 1D rheology could model the uplift in the ASE by 
including an ice history from 1900 onwards in combination with low viscosity for the 
region. The low viscosity in the region could have a stabilizing effect on the ice shelves. 
As low viscosity would decrease the relaxation time it would decrease the grounding 
line retreat and elevate the ice shelf. In this way both calving and atmospheric induced 
melting are reduced, reducing the total ice mass loss. However, they did not investigate 
3D viscosity. Therefore, it was unknown before this thesis whether the fit with uplift 
rate data is sensitive to 3D rheology, and hence whether the low viscosity is widespread.  

We investigate the effects of 3D viscosity in ASE. To do so, we created different 
viscosity profiles, we used a temperature profile from the upper mantle model 
WINTERC 3.2 and GOCE+. Using flow laws for olivine (Hirth & Kohlstedt, 2003) and 
flow law parameters like water content and grain size, these temperature profiles are 
converted to different viscosity profiles for the upper mantle. Using the different 3D 
viscosity profiles, we synthesized uplift data in the same locations as the actual GPS 
stations in the ASE. 1D models fit the synthesized data better than the 1D models could 
fit the velocity measurements in Barletta et al. (2018). This result suggested the possible 
effect of 3D viscosity was not bigger than the effect from uncertainty in the ice history. 
As such, 3D and 1D profiles are statistically indistinguishable from one another in the 
ASE. This is mainly due to scarce data coverage in the region. When the modelled 
response of 3D non-linear rheology is compared against 1D rheology important 
differences between both models are revealed in locations where no GPS stations are 
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located. 3D non-linear rheology models had very low viscosity (~1019 Pa·s) due to stress 
concentration underneath shrinking glaciers. The resulting uplift was higher but also 
more local compared to 1D rheology, for which the GIA response was spread out over 
a larger area. The localization of GIA as a consequence of 3D non-linear rheology was 
also observed in Nield et al. (2018). An important conclusion in Chapter 3 was also that 
the background stress impacts the effect of non-linear rheology on the effective 
viscosity. The relation between background stress and the possible effect of load induced 
stress in non-linear rheology is not straightforward and depends not only on the 
orientation and magnitude of the stress tensors of both respective stress sources but also 
on the ratio of the dislocation creep parameter versus diffusion creep parameter in each 
element. In the end we found that a higher viscosity mantle or mantle with limited non-
linear effects seemed implausible as in those cases the ASE would still experience a 
response from the LGM, which is not observed.   

Chapter 3 shows that even on a smaller scale non-linear 3D rheology can influence local 
GIA effects, creating a GIA effect that is more local but higher in magnitude, especially 
when high stresses like in the ASE are involved. At the same time, we cannot prove nor 
disprove the non-linear effect affecting the GIA in the ASE to a significant degree at the 
present day. While this means that until more data is available 1D models like in Barletta 
et al. (2018) can also be used to correct for local GIA, the impact of 3D non-linear 
rheology can be large (chapter 3) and therefore the impact on cryosphere-solid Earth 
feedback is significant (Van Calcar et al., 2023). 

While the ASE was the main small-scale region in this thesis our model has also been 
applied to the small region of the North Sea in Hijma et al. (2025). When our 3D FEM 
model was applied to just the North Sea, we found no improvement in the fit to the RSL 
(Hijma et al., 2025), corroborating findings from Chapter 4 that the North Sea likely has 
little 3D variations underneath it. The changes to GIA solutions by introducing 3D 
rheology to neighboring Scandinavia are not accurate or impactful enough to improve 
the data in the North Sea region. 

Chapter 3 showed that Amundsen Sea Embayment (ASE) could be sensitive to 3D GIA 
because of low local viscosity and large changes in loads over time, but a region like 
Iceland could possibly also fit this description and would be good study area once a 
version of the model with coupled mantle dynamics is developed.  

 Can we improve the fit to RSL and VLM data by applying 3D rheology in north-
western Europe? 

In Chapter 3 it became obvious that if field measurements are scarce, it is not possible 
to distinguish 1D models from 3D models in the data. However, it is expected that 
viscosity variations within a small region, such as the ASE, are smaller than variations 
within a larger region. Therefore, measurements over a larger region could show effects 
of 3D rheology. A region like Europe fits this description better as it is larger and 
tomographic studies indicate difference in mantle structure between Eastern and 
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Western Europe (Fichtner et al., 2018; Schaeffer & Lebedev, 2013). This is also 
confirmed by geological studies as the eastern part of Europa is believed to be a large 
craton, the Eastern European Craton. The older colder craton is more likely to have 
higher viscosity mantle underneath it than the warmer western parts of Europe (Tesauro 
et al., 2009). With a large part of Northwestern Europe covered by ice sheets, from the 
Barents Sea to Britain, we would expect these differences in viscosity to become 
apparent in VLM induced by GIA. However, so far, the expected viscosity differences 
have not become apparent from comparisons between most 1D GIA studies for Europe. 
Studies for Scandinavia (Kierulf et al., 2014; Lambeck et al., 1998; Steffen et al., 2008) 
and Britain (Bradley et al., 2011; Simms et al., 2022) both find comparable upper mantle 
viscosity for both regions. The exception to this is Rovira-Navarro et al. (2020), which 
uses GRACE data to compare 1D models from the Barents Sea to Scandinavia and finds 
that the viscosity in Scandinavia is expected to be a factor of 2 times larger than the 
viscosity underneath the Barents Sea. This aligns more with the findings from 
tomographic studies(Celli et al., 2021; Fichtner et al., 2018; Schaeffer & Lebedev, 
2013). 

To create different viscosity profiles, we used the newest iteration of the WINTERC 
upper mantle model, WINTERC-G.  Furthermore, a seismic profile from the averaged 
tomography model SMEAN2 was also used to create 3D viscosity underneath Europe. 
As SMEAN2 is an average of multiple seismic models, Earth models based on it had a 
smoother viscosity profile than Earth models based on WINTERC-G, where for 
example a high viscosity feature can be found under the North Sea and Eastern Britain 
(Celli et al., 2021; Fichtner et al., 2018).  

In Chapter 4 it is shown that for the entire Northwestern Europe 3D models are 
distinguishable from 1D models and improve the fit to the available data for certain 
regions, such as Eastern Scandinavia. Specifically, the high positive RSL values on the 
Eastern Baltic coast could only be replicated by models with longer relaxation time and 
thus higher viscosities, while at the same time the 3D rheology shifts uplift westward so 
the lower VLM in Finland could also be fitted. The only possibility for 1D to fit this 
region was with very low relaxation times that resulted in more deflection over the past 
few millennia to match the fast decline in RSL while at the same time matching the low 
present-day VLM. This 1D solution is rejected as it did not come close to producing the 
maximum observed uplift in Scandinavia and there is no tomography study that would 
provide any indication of low temperatures that could lead to such low upper 
mantle(?)viscosities (0.3 × 10ଶଵ Pa·s). This confirms that the found 3D solutions are 
the only way to both fit RSL and VLM in the region. we found areas in Eastern 
Scandinavia that are consistently improved by the best 3D rheology models, that were 
not highlighted in previous literature investigating the effect of 3D rheology in Europe 
using similar rheologies. The fit for the North Sea and North Sea coastal region often 
did not improve or even worsen. This indicates that the high viscosity underneath the 
North Sea in WINTERC-G based Earth models, and to a lesser extent also in the 
SMEAN2 based models is probably not present.  
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When we consider all ice histories, we established that 1D Earth models can fit the data 
as well as 3D Earth models, but this is partly because of the built-in bias for 1D models 
in an ice history like ICE-6G that were developed in tandem with an 1D Earth model 
(VM5a). When we only consider ice histories that were developed somewhat 
independently from 1D models (the model from Patton et al., 2017 and the BRITICE-
CHRONO model) we found an improvement in the fit to RSL and VLM data when we 
applied 3D rheology. This illustrates that the dependence of ice models like ICE-6G on 
a specific 1D Earth model prohibits conclusions on how well 3D models can fit the data. 

5.2 Data and Ice histories 
As explained, the ice histories that use a certain 1D model in their construction form an 
obstacle to assess 3D model results. The ideal setup for finding earth structure through 
GIA studies would either be having an ice model that is independent from any Earth 
model or have every Earth model tested with a dedicated ice history. The former is 
unfeasible because, as much as can be learned from geological evidence and far field 
RSL on the position of ice sheets and total mass in the ice sheets, the ice sheet 
reconstruction will essentially be under constrained as the ice evolution models will fail 
to provide a unique solution that replicates the geological evidence. Therefore, local ice 
height must be constraint using some form of ice dynamic model that includes solid 
Earth feedback, and which predicts reasonable sea level and vertical motion. The option 
where every model is tested with its own ice history is also still far off because of 
computational limits. A currently achievable alternative would be to test 3D models with 
ice sheet reconstructions based on 3D Earth models, even if the 3D Earth models would 
differ from the 3D Earth model used in the ice sheet reconstruction. While currently 
there is no complete ice-history built using a 3D Earth model, a version where North 
America and Europe are fitted to VLM and RSL data with 3D rheology does exist 
(Huang et al., 2019). Thus, 3D based ice history development should be an immediate 
objective for the GIA community as these ice histories will likely result in significant 
improvements in the GIA estimates for locations like Antarctica and Europe. 

Coupled models of 3D GIA with ice evolution are the first step to building those models. 
However, a single model run of a fully coupled model still takes days or even weeks. 
Thus, this issue can only be resolved once significant advances in computational 
processing power are made, or the models are innovated to be much more 
computationally efficient. Models like those from Zhong et al. (2022) claim to be able 
to do a 3D evaluation on a model with a 0.5° grid-size in 4.5 hours with 96 CPU’s. Such 
GIA models would, once coupled with an ice evolution model, be a first step in 
achieving full 3D ice histories for multiple different 3D rheologies. Once these advances 
are made, it would be insightful to redo a study such as done in Chapter 4 with different 
ice histories that are all based on specific (3D or 1D) Earth rheology parameters. As 
such one would not simply compare Earth models, but Earth model and Ice history 
combinations with one another to fully assess the impact of 3D rheology on VLM and 
RSL data. 
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Another issue on the analysis of the data that was already stressed in Chapter 4 is how 
to combine RSL and GPS data. While we feel that the method in Chapter 4 is a method 
that finds a balance in weighting both data sets somewhat equally but without deflating 
statistical uncertainties for each data point, we do recognize that as a debatable point as 
is evident from other studies choosing a different approach(van der Wal et al., 2015; 
Whitehouse et al., 2012). The problem that arises when RSL data and GPS are combined 
is that the misfit for RSL is almost always inherently worse than the misfit for VLM, as 
the GPS station measurement uncertainties seem to capture the variance in data much 
better than is the case for the estimated measurement uncertainty of the RSL height in 
dated samples, as it excludes reasons why the measured RSL could deviate from the 
average RSL at that time (e.g. wind forcing, tidal effects etc.). If this additional 
uncertainty of the RSL height was estimated for the sea level indicator points (SLIPS) 
used in Chapter 4, then we would advocate for combining that with the measurement 
uncertainty in height to create a combined RSL variance. With this combined RSL 
height variance the method proposed in Whitehouse et al. (2012) to also include the 
dating uncertainty would potentially produce a more representative misfit for the RSL 
than has been done before. 

Assuming the uncertainties perfectly represent the variation in the data, the misfit in 
RSL should be calculated by establishing the shortest distance between a measurement 
point and the modeled RSL curve, while normalizing the sea level height and its age for 
their respective measurement errors. However, there is more uncertainty in the RSL 
height than the standard deviation from the SLIP data suggests. It is not rare for 
contemporary SLIPS in the same location to deviate more than a few standard deviations 
from each other. Such outliers have a disproportionated influence on the total misfit. 
The variation in the RSL heights for the same location can be attributed to short term 
processes that are not captured in a GIA model.  Ashe et al. (2019) found they always 
needed to include more terms than the global average and the local GIA effect to account 
for the variability in RSL datapoints. Physical processes that explain this variation are 
short term ocean oscillations, tectonics, sediment compaction, and glacier specific 
effects (Ashe et al., 2019). When present day tide gauge data is examined the main 
drivers outside of GIA are found to be the local thermal expansion, salinity related 
changes and atmospheric pressure related changes. However, with these effects included 
still only 30-85% of variability was explained, depending on the location, along the 
Norwegian coast (Richter et al., 2012). Non modelled influences such as wind effects 
and mass distribution in the deep ocean due to hydrographic changes are also mentioned 
as possible error sources (Richter et al., 2012). The measurement uncertainty from 
SLIPS in the RSL height cannot be used in combination with the temporal uncertainty 
to compute model fitness compared to the data if we do not include uncertainties on 
measured RSL compared to average RSL for each location in each time period. Either 
model fitness should be calculated as proposed in Chapter 4 or these variations should 
be incorporated into the SLIPS RSL variance.  
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5.2 Upper Mantle and 3D viscosity 
While we have found that 3D models cannot fully replace 1D models as the difference 
in computational costs makes 1D models more suitable to large parameter studies, we 
have found that 3D models can provide new insights when the results are compared to 
1D models. Two parameters which are most used to compare 3D studies to 1D studies 
are the average effective mantle viscosity and average elastic lithosphere thickness, 
because in 1D models, the mantle viscosity and lithosphere thickness are themselves 
parameters(e.g. Barletta et al., 2018; Peltier, 1974). These two values are also easy to 
compare from one GIA study to another, but harder to other geodynamics studies. 
Lithospheric thickness, defined for GIA as the top layer or elements which do not behave 
viscously on the time scale of the model is related to elastic thickness from gravity but 
is not the same (Eaton et al., 2009). Furthermore, lithospheric thickness should be 
understood as average elastic lithosphere thickness and viscosity should be understood 
as average effective viscosity, and they are not universal physical quantities.  

This is also one of the reasons why using flow laws instead of viscosity as parameter is 
beneficial, as things like grain size and water content are parameters that are physical 
quantities which are usable in a wide variety of geodynamic models and which have 
been observed in sparse findings of mantle rocks (Dannberg et al., 2017; Novella et al., 
2015). As GIA models have started to include 3D variations, the average effective 
viscosity and average elastic lithosphere thickness are no longer directly used as 
parameters in 3D models. This raises the question of whether they can or even should 
be computed from a 3D model, to compare to 1D studies. The first issue is that obviously 
not all elements contribute to local GIA, therefore it is not clear which elements to 
include when computing an average of the log values of the viscosity (Paulson et al., 
2005). Global averages of 3D viscosity do not fit GIA observations as well as local 
averages of the same 3D viscosity profile (A et al., 2013). We must create a criterion 
based on which we make an element selection. In Chapter 3 we used relative stress, but 
we found in Chapter 4 that for Europe relative strain was a more logical choice, as stress 
was accumulating in highly viscous elements that are hardly contributing to any VLM. 
The same conclusion was reached already in Christensen (1984), where the strain rate 
is also used as a weighting function to compute the average effective viscosity. Whether 
stress or strain is used as a weighting function, a threshold of relative stress and strain 
must be assumed above which elements are considered as contributing. While we have 
also taken an unweighted average, not all elements equally contribute to VLM and so a 
weighted average should be taken to obtain an accurate representation of the average 
viscosity. If weights were to be used the number of assumptions would only increase 
further. If we have a non-linear rheology the viscosity of elements can also change over 
time, which again complicates the computation of an average viscosity only further. The 
only reasonable way to solve this is to fit a 1D model to the 3D model to obtain a 
reasonable estimate of what the average viscosity would be that best approximates the 
results of the 1D model (van der Wal et al., 2015).  
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When considering the elastic lithosphere, we define this term as the part of the 
lithosphere that behaves elastic over the course of the glacial cycle considered, which is 
similar to most other GIA studies who use (almost) the same definition (Kuchar & 
Milne, 2015; Nield et al., 2018; Watts et al., 2013). But for the definition of elastic 
lithosphere thickness the same questions as with average viscosity exists concerning 
element selection: which elements have a high enough viscosity that they are considered 
to be part of the lithosphere, and which elements are actually contributing to this number 
for a region when using a global model? Furthermore, the elastic lithosphere also 
depends on the timescale of the process considered where for longer simulation an 
element can behave visco-elastic which would be considered elastic for faster processes 
as hardly any viscous deformation would take place in the shorter time frame. The point 
that elastic lithosphere has a time-dependent factor to it has also been raised in Lau et 
al. (2020). This means lithospheric thickness is more difficult to compare between 
studies that focus on different periods of loading. A similar solution, similar to the 
effective viscosity problem, might be possible to calculate the elastic lithosphere 
thickness by fitting 1D models to the 3D model, and adopt the best fitting elastic 
lithosphere thickness as the model’s effective elastic lithosphere thickness. However, 
this would again mean trying to let the 3D model adhere to 1D parameters that do not 
exist in the 3D model nor the real world. More useful would be to compare the 
lithospheric thickness distribution or even the viscosity distributions from area to area. 
While 3D distribution figures itself might be hard to interpret, simplifying it to well-
known statistical measures like boxplots or kernel density plots for different depths 
would already provide a more insightful way of comparing lithospheric thickness or 
viscosity estimates between different studies. At the very least, a central statistic like 
effective viscosity should be accompanied by a measure of spread, such as the 
interquartile distance or variance in either viscosity or elastic lithosphere thickness. 

An important assumption done for scaled rheology was the conversion factor for seismic 

wavespeed anomalies to temperature anomalies, 
ఋ்

ఋ௩ೞ
. Here we have assumed that the 

seismic wavespeed in a material depends only on temperature and pressure (Karato, 
2008).  In reality, partial melt and more importantly, local mantle composition can also 
influence the seismic wave speed velocity without influencing the temperature (Goes et 
al., 2000; Trampert & van der Hilst, 2005). While this element is captured by the 𝛽 
constant in our equations (following Wu et al. 2013) it is still an extra source of 
uncertainty when interpretating individual wave speed anomalies found by tomographic 
studies. However, even if we assume the composition of the mantle to be homogenous 
seismic wavespeed also depends on grain size in the mantle which leads to several 

additional issues (Priestley & McKenzie, 2013). First of all, the 
ఋ்

ఋ௩ೞ
 used in this study is 

based on parameters found in laboratory experiments (Goes et al., 2000). The pressures 
thought to be present in the mantle are hard to replicate in laboratories for constant strain 
experiments, nor can experiments run for the thousand or sometimes millions of years 
needed to replicate mantle processes. Grain sizes in laboratory experiments are two 
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orders of magnitude smaller than the grain sizes we think are present in the mantle, 
depending on the depth the experiments are performed for. Second, we do not exactly 
know what the grain size is of mantle materials as all our information comes from 
surfaced mantle material and we have no way of establishing if and how the surfacing 
affects the grain size in these samples. Moreso, the samples from surfaced materials are 
few and they would only provide information from the shallow upper part of the mantle 
at a few specific locations. We do not know if these samples are accurate representation 
for the grainsize in the upper mantle at these locations or that they are anomalies. Still, 
we do know that grain size is likely to vary with depth in the upper mantle (Dannberg 
et al., 2017) and is not constant as assumed in our current model. This last point could 
be remedied by adopting a depth-grainsize relation based on the results from Dannberg 
et al. (2017). Adopting a method that incorporates the grain size depth relation could 

improve 3D rheology and the accuracy of models that use it, whether a  
ఋ்

ఋ௩ೞ
 conversion 

is used or a flow law that contains grain size. 

Dislocation creep is non-linearly dependent on stress (Hirth & Kohlstedt, 2003), as such 
a mantle in which dislocation creep is significant will have an effective viscosity that is 
also dependent on the stresses that are present. While in this thesis we looked at GIA 
induced stresses, processes such as mantle dynamics can also add additional stress to 
the mantle. The model developed in this thesis was used in the MSc thesis of Morra 
(2021) where schematic mantle dynamics stresses induced stresses were introduced in 
the 3D FEM to calculate creep based on the combined stress tensor. The GIA model 
could be combined in the future with stresses from a full-scale mantle dynamics model. 
For orogenic regions such as Cascadia or mantle plume regions like Iceland, where both 
mantle dynamics and relatively small ice sheets induce stress, such a model would 
provide more realistic viscosities and give insight how mantle dynamics affects GIA in 
these regions. 

5.3 Transition zone and deeper mantle 
In this thesis we mainly focused on the upper mantle as the differences in viscosity are 
more pronounced there compared to the transition zone and the lower mantle. At the 
same time, we also concluded in Chapter 4 that changing the transition zone viscosity 
can affect uplift and RSL. However, we stopped short of investigating to what extent 
this influences the best fitting upper mantle model. For the transition zone Hirth & 
Kohlstedt (2003) compute a range of possible viscosities at 400 km between ~10ଵଽ and 
10ଶଷ Pa·s depending on the activation volume used. Other studies find a transition zone 
viscosity of 5 × 10ଵଽ Pa·s (Liu & Zhong, 2016), 5 × 10ଶ଴ Pa·s (Rudolph et al., 2015), 
and ~5 × 10ଶଵ Pa·s (Ricard & Wuming, 1991), , and in a future study these viscosities 
should be explored when modelling GIA with 3D rheology with a 1D transition zone. 

While a combination of seismic models such as SMEAN2 reveals that the transition 
zone has less drastic variations in 3D viscosity than the upper mantle it is not completely 
homogenous. Viscosity variations at the base of the upper mantle, such as a low 
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viscosity notch have been shown to influence the GIA signal in Scandinavia (Milne et 
al., 1998).  Furthermore, the assumption of an olivine mantle does not hold for the 
transition zone as olivine experiences a pressure induced transition into wadsleyite at 
~410 km depth and to ringwoodite at larger depth (Ringwood, 1975). This means that 
the flow law and flow law parameters should be changed to match the rheology in the 
transition zone, as for example described in Ritterbex et al. (2020). Would research into 
3D rheology be continued with this model, it is advised to incorporate transition zone 
viscosity variations and transition zone flow laws.  

The lower mantle viscosity has not been investigated at all in this thesis. Viscosity in 
the lower mantle can have an observable effect on GIA (e.g. Métivier et al., 2016). Large 
ice caps (~6500 km in diameter and a maximum height of 3300 km) can be sensitive to 
mantle viscosity up to the core mantle boundary (Wu, TBP; Lau et al., 2016). Regarding 
the lower mantle viscosity, there is some consensus that the deeper part of the lower 
mantle has a viscosity of between 9 × 10ଶଵ Pa·s and 4 × 10ଶଶPa·s (Caron et al., 2018; 
King & Masters, 1992; Lambeck et al., 2017; Liu & Zhong, 2016; Métivier et al., 2016; 
Nakada & Okuno, 2016; Roy & Peltier, 2018). The viscosity values for the upper part 
of the lower mantle (until 1000-1500 km depth), however, are more contentious and are 
thought to range from 1 × 10ଶଵ  (Roy & Peltier, 2018) to 4 × 10ଶଶPa·s (Caron et al., 
2018). Although theoretically the resolving power of the European Ice sheet should go 
as deep as ~1300 km (Mitrovica & Forte, 2004), it seems that the RSL data is hardly 
sensitive to the lower mantle viscosity and thus the viscosity is hard to constrain based 
on the European GIA signal (Steffen & Kaufmann, 2005). Nonetheless, the lower mantle 
was constrained with 95% certainty between 5 × 10ଶଵ Pa·s and 5 × 10ଶଶ Pa·s 
underneath Europe using VLM data from the BIFROST network (Milne et al., 2004). 
The average lower mantle viscosity should be varied when the largest ice sheet, the 
Laurentide ice sheet, is modelled as it more sensitive to lower mantle viscosity and has 
been used to constrain lower mantle viscosity (Argus et al., 2021; Lambeck et al., 2017).  

GIA can also be sensitive to 3D structures in the deep mantle (Lloyd et al., 2024). 
However, it might be hard to define parameters for non-linear rheology for the lower 
mantle as well as exact flow laws as little is still known about conditions in the lower 
mantle, let alone grain sizes that could be used in flow laws. Conditions for strain rates 
for lower mantle rheology are almost impossible to replicate in laboratory experiments 
and as such statements regarding lower mantle rheology remains controversial (Chen, 
2016). Thus, 1D maxwell rheology might still be advised for the lower mantle.  
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5.4 Future outlook on the field   
A recurring theme when trying to assess the effectiveness of 3D models is that the 
collected data impacts this method of assessment to a large degree. In Chapter 3 we 
discussed the problem of the scarcity of data in the ASE and how this data scarcity 
prohibits us from observing 3D effects. At the same time, in Chapter 4 we had to find 
solutions to areas that are over sampled compared to other areas in Europe. In the future 
data scarcity in Antarctica is hopefully mitigated by placing more stations there. Of 
course, other aspects than just scientific relevance play a role here, as placing and 
maintaining stations in Antarctica is expensive, logistically complex and in the absence 
of uncovered bedrock often not possible at all. Secondly, space-based altimetry and tide 
gauges have not been utilized in this thesis, while for Europe the wide coverage and 
accuracy would have made it a potential useful addition to the work in Chapter 4. This 
has already been demonstrated by studies that identify the GIA fingerprint from tide 
gauges (Wang et al., 2021) and altimetry (Spada, 2017). As such VLM data, paleo RSL 
data, tide gauge data and altimetry data together form an impressive combination of data 
identify GIA effects. As the length of the time series for specifically VLM data and 
altimetry will continue to expand over time, the potential for this data in finding a GIA 
solution with an increasing higher accuracy will increase with time. In the future, studies 
using all these data types should become more common as their potential relevance will 
also increase over time. 

While data collection could improve GIA solutions in the future, innovations in GIA 
models also have the potential to improve the fit to data. Of course, increases in 
computing power will make it more possible for 3D models to perform parameter studies 
in a similar manner as 1D models have been used the past decades. However, the 
inherent reduced computation time needed for 1D models will mean that 1D models will 
also benefit from increases in computing power making it possible to always do more 
extensive parameter studies than contemporary 3D models can do. While just doing 
more model runs in the same parameter space will at some point lose its usefulness, a 
study such as Hartmann et al., (2020) already proves that in that case the parameter space 
for 1D models can still be expanded, by segmenting the study area. 

Another innovation in modelling that can reduce the misfit of GIA solutions compared 
to data is the development of neural network type AI GIA emulators. The field currently 
uses two different methodologies to compute GIA solutions: statistical driven inverse 
modelling and physics driven forward modelling. Neural network type AI would be 
capable of combining elements from both methods to compute better fitting GIA 
solutions. At the moment a proof-of-concept model that is able to perform sufficiently 
accurate inversions already exists, albeit only trained and verified on the effect of 
varying simulated ice history input (Lin et al., 2023). For the AI to also incorporate the 
effect of varying Earth rheology parameters would require a large amount of training 
data. 3D Forward model results can be used as basis for this training data. The neural 
network weights such an AI model would develop to constrain solutions would far 
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exceed the complexity of inverse models now used as it accounts for far more parameters 
when determining the Earth structure. If we would expand the AI emulation to 
simultaneously invert for the ice history as well as the mantle parameters, we would be 
able to generate mantle viscosity patterns with more degrees of freedom which are no 
longer constrained on assumptions on mantle composition such as the set values to 
convert seismic wave speed to actual viscosity. Mantle viscosity patterns generated in 
this way should in principle be able to fit the observation to a high degree, as a larger 
number of parameters can be used. AI models like this would also lend themselves well 
for these types of parameter studies as they, just as regular inversion models, generate 
solutions quickly (Lin et al., 2023), much faster than for example the model in this 
dissertation. The additional degrees of freedom in Earth parameters will not only allow 
for a better fit to GIA observables like RSL and VLM and with that a better accuracy of 
GIA estimates in general but also provide a more defined envelope on what possible 
Earth rheology parameters are realistic in any area.
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