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Abstract

The penetration of the renewable energy sources in the global market has been constantly growing over the
last years. This trend is expected to accelerate even more in the future due to the improving technologies, the
economies of scale, the competitive supply chains and the improving developer experience. The main chal-
lenge for a faster and wider implementation of these resources is their intermittent character and the limitations
that this implies.

A concept that successfully deals with this variable energy output is the Hybrid Power Plants (HPP). HPPs
combine at least two different sources of energy with the goal of delivering stable power with reduced fluctua-
tions throughout the year. In addition, HPPs present various other synergies such as in operational costs or in
the developing processes, that could lead to a reduced Levelized Cost of Energy (LCOE).

The goal of this thesis is to assess the potential synergy of a combined wind and solar park for the case
of the Energy Storage Lake (ESL) of the project Delta21. The Delta2l project has a twofold character: firstly,
the usage of the ESL as a large battery integrated with green energy production and secondly the protection
of the inland against floods due to high sea level or superfluous river discharge. The main challenge for this
specific case is the large water level fluctuations within the lake on a daily basis due to the operation of the lake.

The feasibility of a hybrid wind and solar park can be examined by various different perspectives and disci-
plines. Among these relevant components, the most frequently studied ones are the optimization of the energy
resources, the use of common electrical infrastructure and the effect of the intermittent wind turbine shadows
on the solar panels. Due to the special conditions, with the large water level fluctuations met at the lake, two
more components become critical and these are the type of foundation of the wind turbines and the mooring
configuration for the floating solar units.

This project is evaluating a new potential synergy that regards the use of the wind turbine towers as anchor-
ing points for the floating solar units. Therefore, the research is focused on the estimation of the forces acting on
a floating solar unit. These forces are a combination of wind loads acting on the solar panels and the freeboard
of the floaters, and wave forces acting on the submerged part of the floaters. In particular, the technology of
the floating solar boat as introduced by GroenLeven and the small scale wind turbines as designed by Dutch
Wind Design are adopted for this project.

Analytical formulations are used for the calculation of the wind loads. As for the wave forces, the linear
potential theory is used and the calculations of the hydrodynamic coefficients and wave exciting forces are
performed through the Boundary Element Method (BEM) software NEMOH. After the computation of first order
wave forces and the corresponding responses of the floaters, the far-field approach is used for the estimation
of the Quadratic Transfer Function (QTF) of the drift force.

The methodology developed in this project and the accuracy of the model are validated with the use of
reference data that regard the interaction of connected floating units placed in a close proximity and the corre-
sponding second order wave forces as predicted by the far-field approach.

The resulting forces as exerted on a single solar boat are then expanded accordingly for a solar unit of
4.1MW installed capacity consisting of 400 solar boats, as defined by the base case design. When the drift
force density spectrum is adopted, the total mooring force is 90% higher than the rest of the forces acting on
the tower. The corresponding wind loads on the solar boat account for only 4.5% of the mooring force. In
comparison, for four different scenarios that make use of the maximum value of the drift force and include a
variable parameter, the ratio of the mooring force over the tower forces presents a wide range with values of



35% up to 164%. The most influential parameter in the total solar unit force is the incident wave height.

Finally, the potential mooring forces originating from loads on the solar units do not seem to be a showstopper
for the proposed configuration. However, further work is required for the evaluation of the financial impact of
such a system as well as the technical feasibility of the connection points. Other recommendations regard the

optimization of the layout of the HPP with the objectives of maximum energy production or the minimization of
LCOE.
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1 Introduction

This chapter is introducing the concept of the hybrid power plants and their relevant components. The back-
ground of the problem in hand as well as the main research question follow.

1.1 Hybrid Power Plants

The penetration of the renewable energy resources in the global electricity market has been constantly growing
over the past decades. The environmental concern and the corresponding progressive depletion of fossil fuels
has shifted research and attention towards renewable resources.

Within 2020, the share of renewable energy in the global electricity mix, reported a high record estimated
at 29%. Moreover, solar photovoltaics (PV) had a record breaking year reaching up to 760GW of installed
power including both on-grid and off-grid systems. A comparable record high was achieved for wind power
leading to 743GW of total installed capacity [73], with 707.4GW installed at onshore locations and the rest
offshore. Specifically for the case of the Netherlands, the PV installed capacity in 2020 reached to 10.1GW
while the wind capacity to 6.5GW, originating from 2.6GW and 3.9GW of offshore and onshore respectively [42].
However, the stochastic nature of these two resources and the corresponding technical challenges related to
grid power supply are the main obstructions towards further deployment and installation [5]. The risks related
to this fluctuating and unpredictable nature can be mitigated up to a certain level with the so called hybrid power
plants (HPP). These HPP combine at least 2 energy resources which are then connected through substations
and provide combined power, and they offer potential reduction in the inter-annual variability as well as reduction
in the installation and maintenance costs [3]. Solar radiation is present during the day and summer, while the
wind can compensate for the absence of solar production during night and decreased performance in winter.
The main advantage of such a HPP compared to independently operating systems can be summarized to the
following [101, 107]:

« space can be used more efficiently, with the increase in the installed capacity and energy output per
square meter; this can lead to a reduced Levelized Cost of Energy (LCOE)

 a higher capacity factor and a more stable power output can be achieved at locations where the two
energy sources are complementary (negative correlated)

« infrastructure investment costs related to electrical components can be reduced if a single grid connection
point is used

« the needs in energy balancing and curtailments are significantly reduced when compared to pure solar
or wind power plants

« from a developer’s point of view, new synergies are created within the development and permitting pro-
cess as well as for the operation and maintenance of the plants; this leads to an overall reduction of
development, capital and operational expenditures

« hybrid power plants can be advantageous in terms of dispatching power in the market; in cases where
the electricity market prices are negatively correlated to wind power, the hybrid power plant could earn
revenue from the market, when prices are high, thanks to the solar resource

There are numerous studies that have investigated the potential exploitation of wind and solar PV power
production complementarity to deal with this variability in energy output [19, 35, 75, 110]. The potential syn-
ergy of developing offshore floating wind and solar energy in a case study for the area off Asturias (Spain)
has been performed in [62]. The results showed that the capacity density (MW/km?) and the specific yield

1



CHAPTER 1. INTRODUCTION 2

(MWh/km?2/year) can be increased by 10 and 7 times respectively for a combined wind-solar park in compari-
son to a stand-alone wind farm. More significantly however, the power output variability of the combined park
was reduced by 68% relative to the wind farm.

In Figure 1.1, the opportunity of co-locating the solar panels in the space available between the wind turbines
is presented.

Figure 1.1: Opportunities for synergies between wind and solar parks [62]

The first utility scale hybrid plant in Europe was developed in Haringvlied (the Netherlands). The layout
of the existing wind-solar-energy storage system and the controller’s features were presented in [80], and the
simulated hybrid system was shown to satisfy all requirements. Another study [18] attempted to investigate the
advantages of an offshore hybrid farm consisting of wind turbines and PV panels on the western coast of the
Iberian Peninsula. The analysis was performed through a classification based on the stability of resource, rich-
ness of the offshore resource, economic and risk factors. The study concluded that the examined combination
of wind and solar resources reduce the spatial and temporal variability.

A technical-economic risk study for the financial impact of PV power insertion into a wind energy system for the
case of Brazil was carried out in [12]. The findings showed that even if the PV equipment is more expensive
than wind, the installation of a certain number of PV panels has a high probability of making the project eco-
nomically successful.

Bekele and Palm [6] investigated the possibility of providing electricity to a remote location in Ethiopia, from
a stand-alone solar-wind system. They proposed a list of different feasible power supply systems and ranked
them based on their Net Present Value (NPV). They reached to the conclusion that an energy system which
includes renewable resources is the most appropriate solution besides the slightly higher Net Present Cost
(NPC).

For a case study in Libya [50], after numerous simulations were performed, the results showed that the most
economically feasible design to supply average load connected to gird is a combination of PV arrays and wind
turbines.

The spatiotemporal variability and complementarity of wind and solar resources within Germany was studied
in [92], by using different time scales (daily, seasonal, annual). The results obtained, revealed the need of an-
alyzing the correlation of these two resources in even smaller time scales such as sub-daily. Klonari et al. [57]
mapped all the operating or under development hybrid wind-solar parks, in an attempt to identify drivers and
barriers that could help in the formulation of new policies with the ultimate goal of boosting their development.
WindEurope has developed and made publicly available an online data-set of co-located wind and solar power
plants with storage technologies [108]. A screenshot of this database is presented in Figure 1.2. The orange
dots correspond to projects in which a storage system is also implemented while the blue dots are the ones
without storage.
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Figure 1.2: Co-located hybrid wind and solar projects [108]
From the 27 projects included in this data-set, the main functionalities of the parks can be divided into the
following:

- Enhanced and smoother power output (51%): make power generation profile flatter over time compared
to a pure wind or solar system, eliminate rapid voltage and power ramps

- Increased capacity factor (26%): better utilization of the converter, transformer and connection capacity
through negative correlation of wind and solar resources

- Weak power grid (33%): provide more predictable and schedulable power dispatch, assisting in the satis-
faction of load demand for cases/areas where the power grid is too weak to provide reliable power supply.

Mazzeo et al .[69] performed a literature review on the trends of research in the field of hybrid PV-wind
systems including 550 articles. The main findings of this review are:

- the most prevalent study methodology is the simulation
- parametric analysis is most commonly met with HOMER being the most widely used software

- Loss of Power Supply Probability (LPSP), Resource Fraction (RF), Cost of Energy (COE), Net Present
Cost (NPC) and the emissions of CO, (E) are the most used indicators for the energy, economic and
environmental analysis respectively

- battery is the most widely used auxiliary component

- the optimization techniques most frequently used in studies are the Particle Swarm Optimization (PSO)
and Genetic Algorithm (GA)

- stand-alone systems are investigated in the majority of projects compared to grid-connected

As the demand in reliable and stable electricity remains a priority, the benefits of co-locating wind and solar
technologies present significant advantages of these technologies compared to when used separately [20, 55].

In addition, as both the floating PV technologies [14] and floating offshore wind [47] structures are becoming
more and more appealing with the corresponding reduction in cost, hybrid systems on water bodies or offshore
areas will be further investigated in the future.
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1.1.1 Energy Storage Systems

In addition to the combination of two energy resources, the inclusion of an energy storage system (ESS) would
allow for further regulation of their intermittency and seasonality of electricity generation [25]. The main func-
tions that energy storage technologies can perform when applied to energy systems can be summarized into
the following [22, 30, 95]: providing operational support to the grid, load shifting, peak shaving and stabilizing
the grid by frequency and voltage control. This consequently means that ESSs can play an important role in
the reliability and stability of the grid. .Moreover, ESSs can generate revenue by providing ancillary services
but also add flexibility to the operational strategies and achieve the objectives as set by the demand-side man-
agement. In conclusion, they can significantly contribute to a greater insertion of renewable energy sources
into the energy matrix.

For this thesis, the focus is drawn on the case of Delta21 project which offers the possibility of performing a
large energy storage function. Moreover, the technologies adopted are the solar boat of GroenLeven and the
small scale wind turbine of Dutch Wind Design.

1.2 The case of Delta21l

Delta21 is a project that seeks to increase the water safety in the Rhine-Meuse Delta. A combined event of
high sea level and a high river discharge could be threatening for the water safety and therefore enormous dike
reinforcements would be needed to prevent flooding. The plan consists of building a new dike at the west side
of the Haringvliet, that can pump the water out of the Haringlviet when the two scenarios occur simultaneously.

However, such a system would only operate 1-2 times every 10 years and this could potentially lead to high
failure probability. This could be prevented if the pumps operate in a daily basis for a different purpose. The
proposed idea is to create an Energy Storage Lake (ESL) in which energy can be stored and again generated
with the use of the pumps/turbines. The pumps/turbines will have an installed capacity of 1.8GWe and could
exchange 430 million m? of seawater once a day. Therefore, the project can be used in a twofold way: protect
inland from a high sea level and also move superfluous river discharge into the North Sea.

The location and the layout of the lake are presented in Figure 1.3 [27].

Figure 1.3: Location and layout of the Delta21 ESL [27]

Delta21 is also looking into other possibilities for multiuse of the lake. One of these is the combination of a
wind park and photovoltaic panels. A surface area of approximately 43km? offers a great opportunity for such a
park. The hybrid park can generate renewable electricity with a further possibility of storing the excess energy
through the pump system. The battery can be charged when there is surplus of energy by using the pumping
station to pump water out of the lake until it is completely empty. Afterwards, the battery can be discharged and
therefore provide energy to the grid, by utilizing the turbine function of the station while water from the sea is
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filling up the lake again. This large battery with the possibility of storing 1.8GWe would consequently lead to a
very constant flow of energy, enhancing in this way the performance of the renewable sources.

However, the pumped storage use would also lead to a fluctuating water level within the reservoir, with
a maximum rate of 11m per 12 hours. These large water fluctuations as well as the blending of fresh water
coming from the river and the brackish sea water bring up new challenges. Consequently, certain limitations
and considerations must be applied during the selection and the design, both for the wind turbines and the PV
panels.

The maximum water level in the ESL will be at NAP -5m while the lowest at NAP -16m. The bottom of the
lake is going to be excavated at the level of NAP -17.5m. This consequently means that after the discharge
of the water, the minimum water level is going to be 1.5m. It is therefore challenging to install either fixed or
floating structures with this enormously fluctuating water level.

1.3 GroenlLeven

The benefits of FPV systems can be summarized into the following: the large availability of water for the cleaning
of the panels and the significantly increased efficiency of the panels due to the water cooling of the system. The
energy storage lake offers a friendly environment for these solar panels, as the wave action will be considerably
lower inside the lake, when compared with open sea conditions.

GroenLeven is already a leader in the implementation of floating solar parks. Their floating solar boat solution
offers the following advantages over the rest of the available structures [9]:

 areduced direct water contact footprint that accounts only for the 15% of the total size and enables the
water to move freely underneath the structure

< easy and safe maintenance is guaranteed through the stable walkways created between the boats

¢ an integrated DC cabling system with protected cables running under the walkways; inverters at each
solar row and a floating transformer leading to a total reduction of the costs and the electrical losses

* an east-west orientation of the panels at an optimized tilt angle leading to an increased strength against
wind

« a layout of the floating blocks that allows light transmission and thus minimizing the ecological impact of
the water body by preventing the reduction in primary algae production

* a modular FPV system which can be easily scaled and in the same time the installation rate can be
maximized due to the stardarized construction procedure

Besides the aforementioned advantages, the usage of this technology, which is solely applied in sandpits and
lakes, forms new challenges. The main ones are: the fresh-salty environment within the lake that needs to be
accounted for during the steel selection, the mooring system and the power cables that have to follow the water
fluctuations and finally the integration of the electrical system for a park that will reach up to hundreds of MW
installed.

1.4 Dutch Wind Design

The innovative windmill design of Dutch Wind Design (DWD) is definitely a solution worth investigating for the
Delta21 project. This design is characterized by a large sized direct drive ring generator that holds the blades.
Next to that, the aerodynamic shape of the ring accelerates the wind into the blade section and thus increases
the energy captured. With a small installed capacity of around 128kW (which can be further adjusted to meet
site-specific conditions), these turbines offer multiple advantages when compared with larger conventional tur-
bines. These according to [11] are:

« higher efficiency of about 50% especially in the range of 3.5 to 10m/s which is also to be found around
the lake; generator efficiency also reaches values up to 97.98%

 the aerodynamic shape of the ring allows the energy level in the air to recover significantly faster than
conventional turbines, and thus the wake effects are minimized allowing for a spacing of 3 rotor diameters
between the turbines (for common turbines the distance is set to about 5 rotor diameters)
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« long lifetime which allows the DWD turbines to service up to 30 years (5-10 years more than the common
turbines)

¢ maintenance needed is minimized due to the modular generator and its control strategy; the lack of a
gearbox and the over-sized main bearing contribute as well to this

« short payback time as a result of the long lifespan, low maintenance and high efficiency, that can reach
at maximum the 7 years

* quick installation since there is no need for special crane vessels
 low noise stemming from the fact that no gearbox is present and that the tip speed is very low
* no horizon pollution due to the relative small wind turbine size, leading to a small object shadow as well

« the small size and the alternative darker colors have proved to minimize bird impacts and thus making
DWD turbine friendlier to animals

1.5 Aspects of HPP design

When zooming out of the design of a HPP, there are multiple aspects or parameters that can be investigated
and properly tuned for every individual case. For the case of the Delta21 ESL these parameters have been
categorized as presented in Figure 1.4. The first three aspects have been selected after an overview of the
research on hybrid parks, while the last two are of importance for the specific site.

Hybrid Power Plant within the ESL

Sizing Optimization
Different requirements can be set as the objectives for il
the optimization of the system -

Electrical Infrastructure

Potential synergy for cable sharing

Shadow Effects
Potential reduction on solar panels’ performance (33

Mooring Configuration

n Sl T b e e weter
Tevel

‘Wind Turbine Foundation

Special conditions imposed by the fluctuating water
level

Figure 1.4: HPP parameters

A brief discussion of the most relevant properties of each one of the aforementioned parameters will follow.

1.5.1 Sizing Optimization

The optimization of the layout has as an utter goal the achievement of a specific objective. In most cases, the
objective is set to be the minimization of the cost while in others it might be the maximization of the energy
production. The variables of the system are most frequently set to be the size/installed capacity of the wind
turbines and the solar panels. Particle Swarm Optimization (PSO) is the method most frequently used in rel-
evant studies in the literature [32, 66, 78, 91]. Other studies [2, 70, 109] adopted a Genetic Algorithm (GA) to
investigate the optimization of such hybrid systems.

In addition,the software that is most frequently met in hybrid optimization studies is HOMER. HOMER makes
simulations for every hour of a whole year and checks whether the load demand is met by the system. After
that, it finds the configuration that can achieve that with minimum cost, taking into account a fixed cost per hour
and energy cost per kWh [99, 100],. Matrix Laboratory (MATLAB) is also used for the the sizing and economic
analysis of such a hybrid system with different concepts for energy storage [26, 72].
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Most of the studies perform an analysis of the power production of a hybrid system based on historical data
of hourly global solar irradiation as well as hourly mean values of wind speed. Ekren et al.[28] proposed a
different approach based on the utilization of probabilistic distributions to perform random input simulations for
the system, in a case study for a PV-solar system with battery storage.

Another field which also seems to offer a good opportunity for the implementation of a hybrid wind and solar
system is that of coupling with hydroelectric power stations. The existence of such a hydroelectric plant can
be used for energy storage when a surplus from the wind turbines and PV panels occurs and therefore can
compensate for the varying nature of these two resources. This coupling can lead to a reduction in both needs
for energy storage and the energy losses inherently associated with storage [54].

Ma et al. [65] also performed a similar analysis but in this case a solar-wind-pumped storage system was
investigated in a standalone mode for an isolated microgrid for a remote island of a small scale of just a few
kilowatts. The system optimization was based on two different criteria: the first one is related to the reliability of
such a system and is the LPSP and the second with the COE. The findings of this study revealed that for the
optimization of such a system, the profile of the load demand is the single most important factor.

Other optimization methods that have been performed throughout the last decade are moving-window op-
timization and multi-objective optimization. The former proved to be a very useful tool that can lead to the
optimized solution when long and short term variability in the energy outcome is requested [59]. The latter
method has been used in [61] with three different objectives namely: minimization of power generation, max-
imization of power supply reliability and maximization of power fill rate. For this case, varying environmental
conditions, different monetary penalties for unmet demand and multiple load profiles were studied. The con-
clusion of the study was that the highest impact for the determination of the sizing comes from the available
environmental resources.

After this short review of existing studies on the optimization of hybrid wind and solar system it has become
evident that it is a field that has been widely investigated over the last 15 years. The existence of different
tools-software and optimization techniques allow for a wide range of approaches that such a topic can be
confronted. In most cases, the optimization is mainly dependent on the available resources (solar irradiation
and wind speeds) and the electricity load profile that has to be met.

1.5.2 Electrical Infrastructure

One of the promising features of a combined hybrid wind and solar park with a storage unit is the common
usage of the electrical infrastructure. The required inverters, converters and medium/high voltage cabling for
the transfer of electricity are components that have a profound share in the total investment cost.

The main issue with respect to transport cable is that a renewable system does not produce all the time at
the rated capacity and even when it does the system losses result in a sub-optimal usage of the cable.

More specifically, the electric grid infrastructure is one of the main cost drivers for offshore wind farms,
accounting for up to one third of the overall project cost, with the export cable being the main contributor [74].
Next to that, the intermittent nature of wind leads to a non-optimal usage of the cable due to irregular transitions
between states of high and low power [84]. Therefore, a shared grid infrastructure with the solar farm could
lead to cost reduction and better cable utilization.

Golroodbari et al. [37] investigated the potential of incorporating a floating solar park in an existing Dutch
offshore wind farm. Worth mentioning is the conclusion that the inclusion of a certain number of FPV capacity
could lead to a potential increase in the cable capacity factor from 49% up to 88%. However, the actual cost of
FPV technology and the available subsidy scheme are the two economical factors that will regulate the optimal
share of installed solar power.

The "cable pooling" which is the possibility of sharing only one cable for both wind and solar energy has
also been investigated by Mertens [71]. In this paper, it is stated that a baseload profile in the Netherlands
can be achieved using a ratio of wind to solar energy yield Ey /Es = 1.7 and a ratio of wind to solar installed
power Py /Ps = 0.6. More importantly however, assuming a capacity factor of 30% and 10% for wind and solar
respectively, when a common cable is used, for a 100% yearly match the energy curtailment reaches up to 6%
while for 75% energy match it drops to only 1%.

Another study that looked deeper in the same direction was conducted by Ara et al. [1]. A two-level plan-
ning approach was introduced for the techno-economic feasibility of a hybrid wind-solar system. For this case
study off the coast of India, the results showed that the LCOE is reduced by 8% when the existing electrical
components of the wind park are utilized by adding solar panels.

Sharing the same electrical infrastructure in a hybrid park can further reduce the cost and increase the
capacity factor of the cable. However, such an approach should always be attached to an investigation of the
layout and the percentage of capacities installed.
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1.5.3 Shadow Effects

Another important aspect of a hybrid wind and solar park is the effect of shading of the wind turbines on the
performance of the photovoltaic panels. Two different types of turbine shading can be distinguished: self-
shading and invasion shading. The latter takes place mostly during early morning and afternoon hours when
the solar radiation is low and therefore has a small impact on the energy production, while the former mainly
occurs during daytime and therefore may impact the overall PV output. Again, self-shading can be further
analyzed into tower shading and blade shading (shadow flickers), corresponding to slow and fast changing
shadows respectively.

The effect of shadowing on the performance of the solar panels can be approached by two ways: in a macro
and in a micro scale. The former is related to the overall production losses within a solar park while the latter
with the reduced production of a single PV module.

Interestingly, in a micro scale approach of PV modules, the total shadowing of a single cell among an array
of 36 serially connected cells can cause a 30% reduction on the PV output [94]. This reduction is mostly affected
by the amount of series resistance of PV module and the current mismatch among the shaded and unshaded
cells. However, the assumption of constant shadowing is not applicable in the case of a hybrid park since the
wind turbines are going to introduce slow and fast moving shadows, and the losses of the system in a macro
scale approach are fairly low [4].

There are two approaches when it comes to the evaluation of incoming irradiation. The first approach makes
the assumption of an every day-perfect day and uses "Clear Sky" equations whereas the second requires the
use of measured data of global-horizontal and diffuse-horizontal solar radiation and therefore takes into account
the true variety of daily conditions [93].

Moreover, the adopted model for the wind turbine shading can highly affect the analysis. The most used
approaches are the opaque sphere, blades as disks, tower only and that of a combination of tower and fast
moving blades shadows. A difference of up to 2% in shadow losses can occur in the case of comparing the
only tower and the dynamic model [85].

In a study performed for two different latitudes onshore: 32° and 50°, by calculating the shadow patterns
and trajectories, it was concluded that for a location of 50° the effect is significantly larger [67]. However, for
both cases the main outcome is that the average percentage of land loss due to wind turbine shading is less
than 1%. This result prerequisites the existence of maintenance lanes around the wind turbines which cannot
be used in any case for the installation of the solar panels.

Ludwig et al. [63] evaluated the onsite integration of a hybrid PV-wind power plant in Germany. Among
other aspects, they investigated the effects of turbine shading on the panels. By performing simulations with
different time steps and different % for each of the two resources (varying thus the distance between a turbine
and a panel), they concluded that even for the worst case scenario -denser layout- the power losses did not
exceed the 2.3%.

The aforementioned value can further lowered to under 1% if an optimization with the objective of minimizing
the shadow losses is further pursued [85].

In conclusion, the effects of wind turbines’ shadows on the solar panels should be taken into account in the
design. However, this phenomenon will only lead to low power losses which can be further compensated for
if a denser layout -and hence a higher yield- is incorporated. Lastly, the fast moving blade shadows should be
further looked into.

1.5.4 Mooring Configuration

Besides the components relevant to energy production, the structural
integrity in a hybrid system must be studied. For the case of Delta21,
this is a very important field since the 11m fluctuation of the water level
in a bi-daily basis entails risks and challenges. For the PV panels, the
solution of a bottom founded system is rejected since for the minimum
water level within the lake, a large and wide structure would be left
standing at 12.5m from the bottom. Therefore, a floating approach ‘ |
seems more suitable for this case. However, itis considered that water S\ /g
level fluctuations and shallow depths are among the key challenges = & — " %

for the mooring system [43]. Figure 1.5 shows the typical arrangement
of floating solar system. The mooring system that provides station
keeping for the floating structure can be achieved in two ways. The
first configuration is bottom mooring which can be implemented by

Figure 1.5: Schematic overview of a
typical floating solar system [87]
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either anchors or suction piles. Shoreline mooring is the other option for small and shallow basins where bottom
mooring may introduce problems in the materials of the seabed [34]. In addition, the mooring configuration can
be either taut or catenary. The catenary mooring system is exploiting the self-weight of the mooring line to
cope with the floater’s static offset and dynamic motions and it is the most widely used system for medium and
shallow waters. On the other hand, the taut leg system allows for a smaller anchor footprint and therefore less
material usage [64].

In water bodies where the water level fluctuation is high, a catenary mooring system is more suitable than a
taut one [106]. Compliant moorings present similar characteristics with the catenary system but can be deployed
with less space and less disturbance to the seabed. In any case, if a catenary system is implemented within
a significant varying water level, special attention must be paid in the design process as the behavior and in
particular the stiffness of these mooring lines will constantly change. This consequently may lead to potential
snatch loads which are impulse mooring loads, with higher amplitude than the static and dynamic mooring
loads. Snatch or snap loads can occur when a mooring becomes slack and then suddenly is re-tensioned.

Additional options for a catenary system is the inclusion of clump weights and jumpers. Such a system
for the mooring configuration of a Wave Energy Converter (WEC) was investigated by [36]. It was found that
the mooring pre-tension has a great impact on the mean displacement in surge due to wave drift effects and
therefore on the survivability conditions.

Different type of mooring configurations are presented in Figure 1.6 and include both rigid and floating solutions.

Roller/sliding connection EBridgefink span connection Surface line
A /

Floating Floating
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| Solar Amay _,A——:::m .}J . .~ Moctina buoy
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(a) Examples of rigid mooring systems (b) Examples of floating mooring systems

Figure 1.6: Typical mooring configurations[106]

In a case study in mid-western Taiwan, the tidal variations imposed an average 2.5m water level fluctuation.
The FPV was moored by catenary stud-less mooring lines and both numerical and experimental simulations
were carried out to analyze the motions of the system. The instantaneous peaks in the mooring tension oc-
curred during wave conditions close to the resonance frequency of the floating platform in surge and pitch
motions [111].

Three-dimensional potential theory followed by numerical methods can be used to investigate the response of
an FPV array under the effect of different environmental loads. This can be wave only, wind only, current only
and then their combined effect. The wind load has been shown to be dominant for the mooring tension and
displacement of an FPV array moored by 124 V-shaped lines for an average water depth of 10m [113].
Moreover, numerical methods based on diffraction/radiation theory can be used as well for the design of the
mooring system. Such an approach was adopted in [40] where superflex wire ropes were proposed for the
installation of a WEC in ultra-shallow water depths. An overall reduction of the mooring material, the length
of the mooring line and the mooring radius was achieved by incorporating the superflex rope due to its elastic
energy storage. However, long term economic and environmental aspects should be further investigated.

An anchor-tension type mooring system, fixed with a chemical anchor and cable to the wall of the waterway
was selected for the case of a waterway to be able to deal with small water level fluctuations [56].

Other fields of research on the mooring configuration have been optimization techniques [60] and identification
of the trends of the hardware mooring costs with respect to water variations [41]. Finally, the topic of imple-
menting FPV system in irrigation reservoirs with the object of reducing the water evaporation while generation
electrical power has been widely studied [83, 88]. These cases present similar behavior with the ELS of Delta21
since the reservoirs are subject to high water level variations.
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1.5.5 Wind Turbine Foundation

Until now, many different types of wind turbine foundations have been investigated and installed in existing
projects. All the types fall within two categories: fixed and floating substructure. The first category consists of
monopiles, gravity based structures (GBS), tripods and jackets, while the latter consists of semi-submersibles,
tension leg platforms (TLP) and spar-buoys (Figure 1.7).

Figure 1.7: Different types of foundation (lllustration by Joshua Bauer,NREL)

For the specific environmental conditions of Delta21 lake, floating solutions will be not discussed, since the
minimum water level of 1.5m within the lake wouldn't be sufficient for the required draft.

During the early stages of offshore wind development, the majority of the support structures were gravity
based such as Vindeby (1991), Tung Knob (1995), Middelgrunden (2001), Nysted (2004) and Sprogg (2009)
in Denmark, Lillgrund (2008) in Sweden, and Thorntonbank (2009) and Belwind (2011) in Belgium [51].

As stated in [8], the most attractive solutions for up to 30m of water depth are monopiles, jackets and
gravity based structures (GBS). However, in economical terms, GBS is the most cheap solution since concrete
is cheaper than steel. In contrast, due to the large volume of concrete needed to support a wind turbine, GBS
could lead to limitations of required vessels for transportation. It is therefore becoming clear, that the size of
the required slab is critical for the selection of the specific foundation.

Moreover, in [89] it is also stated that for distances less than 15-20 km from the shore, GBS are more widely
used.

Qian et al. [82] studied the behavior of a piled beam-slab foundation in sand onshore under different loads,
by performing experimental analysis on a scaled model. The main outcome of the study was that the vertical
loads increase the horizontal bearing capacity of the slab.

A gravity caisson foundation consisted of a central tower and a bottom caisson with a larger diameter was
proposed in [15]. The study focused on the towing and the positioning of the foundation using backfill of sand
on soft seabed, in a water depth of 21m.

Whitehouse et al. [105] evaluated the scour of gravity base foundations and highlighted the need of inte-
grating these considerations into the life cycle management.

1.5.6 Parameter Selection

The presentation of the most relevant components in the design of a wind-PV park within the ESL of Delta21
and the relevant available literature has been attempted in Section 1.5.

The first three components, namely optimization, electrical infrastructure and shadow effects, are mostly
connected with the performance of the hybrid system. They are important aspects when the maximization of
the energy yield and the minimization of the costs are being seeked but this can be performed during a later
stage of the design.

The technical feasibility of such a combined farm is first and foremost depending on the viability of the
structural components. These are the mooring configuration for the FPV panels and the substructure for the
wind turbines. GBS have been implemented in various projects and locations and have proven their reliabil-
ity.However, the effect of the water fluctuation and the corresponding dynamic analysis of the tower must be
further investigated.
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On the other hand, a floating system and the corresponding mooring configuration that must be capable
to cope with 11m difference in water level is something new and challenging. Even though a large variety in
studies regarding mooring systems exist, the analysis of the mooring systems of FPV has not been sufficiently
explored yet. Next to that, the energy storage function of the lake generates an environment which tests the
application of floating panels.

The purpose of this study is therefore dedicated to the investigation of a suitable mooring configuration. In
any case, there are definitely more components and aspects that have to be checked to have a solid under-
standing of the feasibility of such a hybrid power plant. However, the results of the project can be used as input
for future studies that will look into other directions.

1.5.7 Further Considerations

Another potential synergy for this specific hybrid park is the integration of the mooring lines with the wind
turbines foundation.

In order to minimize the effect of the mooring system on the seabed and keep the mooring footprint as low
as possible, the mooring lines could be anchored on the wind turbine substructures.

This would consequently lead to lower costs for the mooring of the solar panels but the capability of the GBS
to withstand also the tension from the moorings should be further checked. In this way, a logical sequence is
created with regards to the feasibility of the whole system.

The most critical parameter as discussed earlier is the feasibility of the floating panels. With the environ-
mental loads as input, the corresponding line tension can be calculated by taking into account the different
water levels within the lake. Again, the environmental loads and the line tension would be the input for the
structural response and stability of the foundation. In later stages, the optimization aspects of the system could
be further investigated but only after proving and checking the technical feasibility.

1.6 Research Question

This study aims to investigate the possibility of using the wind turbine towers as anchoring points for the floating
solar boats. It is important to consider what the advantages of such an approach over a conventional seabed
anchoring would be.

« Reduced overall length of mooring lines; potentially leading to lower cost for the mooring system

< Reduced mooring footprint; enhanced usage of space

Zero disturbance of the seabed

L]

At this early design stage, such a system seems promising to deal with the large water fluctuation
< A novel design that to the knowledge of the author has not been investigated until now

« Introducion of a new component to the synergy of offshore hybrid wind and solar parks
The main question that this thesis will answer is the following:

How large would the mooring force be if the towers of the wind turbines are used as anchoring
points for the floating solar units within the ESL of Delta21?

1.7 Scope of the research

The exact configuration of the mooring system is not required to be determined at the beginning of the analysis.
The boundaries of the system are that there are available bottom founded wind turbines in the perimeter of the
floating solar plants that can be used for the anchoring. This study is focused exclusively for the energy storage
lake of Delta21 and the environmental data that have been gathered from available data-set or calculated during
other projects.

This project uses assumptions and rough estimates for the foundation of the wind turbines rather than
analytical calculations due to the limited time frame for the completion of the project. In addition, environmental
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considerations due to the impact of either wind turbine foundations or the coverage of the lake with solar units
are disregarded.

The purpose of the project is to make estimates of the second order wave drift force of the floating solar
panels. The initial step is breaking down the existing solar boat that GroenLeven is deploying, to smaller and
easier to handle blocks.

Lastly, the results of this thesis can be used only as a first indicator of whether or not the proposed mooring
configuration is feasible. Crucial aspects that have to be investigated further are the economic impact of such
a system and the technical design of the connection point, suitable adjusted to follow the water fluctuations. In
later stages, the length of the mooring lines can be looked in deeper after the optimization of the HPP layout
based on energy output and the limitation of shadowing effects.

1.8 Approach

The floating solar units are composed of multiple rows and columns of solar boats. The problem can there-
fore be broken down to smaller and easier to deal with blocks. The first block is a single solar boat which
can be again divided into smaller components. So, the main unit that will be studied is the floating solar boat
of GroenLeven which has three main elements: the inclined solar panels, the metallic frame and four plastic
floaters. The model will start from a single floater and will gradually develop to reach four floaters mechanically
connected with each other.

The two main forces acting on a solar boat are the wave forces on the submerged part of the floaters and
the wind forces acting on the solar panels and the part of the floaters above the waterline. For the calculation
of the latter, analytical calculations can yield accurate results while for the first one the far-field approach will
be adopted for the calculation of horizontal forces. One step earlier, linear potential theory will be used for the
calculation of the required first order wave motions. Finally, the estimations of the forces of a single boat can
be expanded with proper assumptions to a whole solar floating unit.

The final step towards answering the main research question is the comparison of the mooring force that
the proposed configuration would imply with the forces acting already on the wind turbine. The wind forces are
given as input from Dutch Wind Design while analytical formulas will be used for the estimation of wave and
current forces on the submerged part of the tower.

1.9 Structure of the Thesis

This report contains the theory, implementation and validation of the method developed. The detailed structure
of the report is as follows.

Chapter 2 presents the background of linear potential theory, the boundary element method, the structural
theory used for the mechanical connection of the model and the available approaches to the second order wave
forces. An overview of the model and the methodology followed in this project is given in Chapter 3. In Chapter
4, four different validation cases are presented to check the reliability of the model and the produced results.
Chapter 5 presents the results obtained from the developed model. A discussion of these results is provided
in Chapter 6 whereas conclusions are drawn in Chapter 7. Finally, recommendations for further investigation
and work are included in Chapter 8.



2 Theory

In this chapter, the theory used for the implementation of the model is presented. More specifically, it covers the
linear potential theory, the boundary element method and the approaches for the calculation of second order
drift forces.

2.1 Selection of method

The hydrodynamic forces on a floating body can be calculated with the use of multiple methods. The first and
simplest method is the Morison equation which is able to calculate the drag and inertial forces on the body.
Sarpkaya [90] tried to give a thorough understanding of the origins and the limitations in the use of Morison
equation for the calculations of forces on offshore structures.

Additionally, forces can be calculated after the de-
scription of any flow field, which can be achieved by

two governing methods/approaches. The first one

which is the most complete is given by the viscous cal [ e ihen-S0 v j‘t‘;s
Navier-Stokes equation. These equations can be | o ees
solved by Computational Fluid Dynamics (CFD), but & | diffraction effects ¢ ¢ 558
it is restricted by a very high computational cost. It 25| | |—> s+ 605
is unsurprising that if the accuracy of the solutionis = o ! ¢ ¢+ 68s
reduced, then the computational time can be atten- =/~ E . FalE.
uated as well. In such a case, the accuracy can be U N - o s o 200
reduced but still remain efficient by introducing cer- - §_\:L\ e "“SU e s 2105
tain assumptions and simplifications. = -
And this is where the second method, linear po- s DEFRACTIGICTHEDRT .
tential flow theory, comes into play. The main simplifi- St o 1 ¢ -

cations that this method is adopting are that viscosity
and viscous effects are not relevant to the problem
considered. In order to make use of the potential flow
theory, small deformations and rotations of the struc-
ture can only be considered.

Every theory or approach is valid within certain re-
gions, as presented in Figure 2.1.

4.0
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Figure 2.1: Potential theory and Morison equation
validity regions (x-axis:d/L, y-axis H/d) [49]

For this thesis, the analysis include multiple floating bodies in close proximity and the diffraction effects have
to be taken into account, excluding consequently the simple use of Morison’s equation. Moreover, at this early
stage of the design, estimations on the forces are more important rather than precise results followed by high
computational time. Therefore, the linear potential theory is used for this project.

2.2 Linear Potential Flow Theory

As mentioned earlier and can be also found in [52], the main assumptions that potential flow method is adopting
and regard the basic properties of the flow can be summarized into the following:

¢ The flow is non-viscous

¢ The flow is irrotational

13
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¢ The flow is incompressible

Using the assumption that the fluid is incompressible and by applying the continuity principle for a control
volume V, the continuity equation can be given by Equation 2.1.

ou Ov Ow
T 2.1
or + dy + 0z (1)
In this equation, u,v and w are the components of the velocity of the flow (17) in three directions, x,y and z
respectively.

The other two assumptions; those of irrotational and non-viscous fluid, can be used to describe the motions
of the water by the velocity potential function (®). This potential function (@), associated with a potential flow
field, is actually a mathematical expression that has the property that at any point in the flow, the velocity com-
ponent in any direction is just the derivative of this function in the chosen direction. Equation 2.2 is describing
the aforementioned relationship.

0P 0P 0P

%’U_aiy’w:%

If V is used as a collective term for all the first order derivatives in the corresponding x,y and z direction, the
substitution of Equation 2.2 into Equation 2.1 yields the Laplace Equation (Equation 2.3).

2.2)

0P? n 0P? n 0P?
ox2 Oy 022
The potential must also satisfy the next three boundary conditions:

= V2P =0 (2.3)

1. If (S) is the surface of the body, then the boundary condition at any point of the surface (S(zx,y,z)) is
expressed as:
0P
on
with v,, being the outward normal velocity at the submerged surface of the body, defined as positive in
the direction of the fluid. This condition plays a very important role as it dictates that the normal velocity
of any water particle at the surface of the body will be equal to the normal velocity of this watertight body
itself.

U, (2.4)

2. Itis necessary to guarantee that no fluid permeates through the sea bed and this implies the sea bottom
boundary condition at z = —o0:
0 0
8z
3. The linearized combined kinematic and dynamic free surface boundary condition at z=0. At z=0 the
vertical velocity of the free surface is equal to the vertical motion of the fluid (kinematic). In addition,
at z=0 the pressure above the free surface is constant and equal to zero (dynamic). The combination
of the kinematic and dynamic free surface boundary conditions after differentiation of the dynamic and
substitution of the kinematic yields:

(2.5)

) 2
%z - ‘%@ -0 (2.6)

with, w being the wave frequency expressed in [rad/s] and g the gravity acceleration expressed in [m/s?].
Besides the boundary set of the three boundary conditions, the linearization of the problem, which seeks to

make it simpler, introduces two additional assumptions. These linearization assumptions as described by [33]
are:

¢ The ratio of wave height to wavelength (also referred as wave steepness) and the ratio of wave height to
water depth must be significantly smaller than 1.

» The motions of the floating body are small and around a fixed mean position: the amplitude of the motions
over the dimensions of the body should also be significantly smaller than 1.

According to [52, 103], when a floating body is exposed to an incident wave field, the interaction between
those two can be divided into the following phenomena:
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* The incident wave is causing changes in the pressure field around the still body. This phenomenon is
captured by the velocity potential of the incident wave (®y).

« The incident wave is reflected due to the presence of the floating body. The occurring diffracted waves
exert fluid pressure forces which consequently affect the motion of the body in a way that is described by
the diffraction potential (®7).

« As the floating body in waves is oscillating, it generates radiation waves which once again exert fluid
pressure forces on the body. These forces are taken into consideration through the radiation potential
(P1-6)-

In regular waves, a linear potential ®, which is a function of the earth-fixed coordinates and of time t, can
be written as a product of a space-dependent term and a harmonic time-dependent term as follows [52]:

®(z,y,2;t) = ¢(z,y,2) - e ™" (2.7

The three aforementioned potentials can be combined to describe the total velocity potential in the vicinity
of the floating body. The space-dependent part of the complex potential ® follows from the superposition of
these potentials and is given by Equation 2.8. Once again, the assumptions for the potential flow and linearized
boundary conditions as well as the steady-state interaction of the body with a regular wave in deep water are
adopted.

6
¢ = —iw{(do + ¢7)Co + Y _ 6;¢i} (2.8)

Jj=1

where, ¢; is associated with the j-modes of motion of the body (j=1-6).

Substituting the radiation potential into the hull boundary condition (Equation 2.4) the following relationship
is true:

Oy
qgln S — onn (2.9)

As far as the undisturbed and diffraction potential are concerned, once again it should be guaranteed that
the hull is water tight. It must be reminded that in the linear approach adopted here, the motions of the body
are completely ignored while considering the wave excitation forces. Therefore, the fluid velocity in the normal
direction to the hull due to the undisturbed wave potential plus the the diffraction potential should be zero. As
a result, Equation 2.10 is valid.

d¢pg  Od7 0

on " on (2.10)
000 _ 061 |
on an

The fluid pressure follows from the Bernoulli equation and is given by Equation 2.11 and has two compo-
nents: the first component expresses the hydrodynamic pressure while the second one the hydrostatic pressure
and they both depend on the density of the fluid.

o0
p(x,y, z;t) = —p oy ~ P9z

00y 0Py 0P_g
=gr vty T )R

(2.11)

Figure 2.2 gives an overview of the motions of a floating rigid body in all 6 degrees of freedom; with length
L, width B, total height H and draft D.



CHAPTER 2. THEORY 16

W

Figure 2.2: Definition of the axis system and degrees of freedom for a floating rigid body

The 6 degrees of freedom correspond to the following naming as mostly met in the literature of floating
structures: displacement in the direction of x-axis is called surge (j=1), displacement in the direction of y-axis
is called sway (j=2), displacement in the direction of x-axis is called heave (j=3), positive right hand rotation
about x-axis is called roll (j=4), positive right hand rotation about y-axis is called pitch (j=5), positive right hand
rotation about z-axis is called yaw (j=6).

Now, the forces and the moments acting on the body (in all 6 directions) can be distinguished into two

components as explained earlier: the first order wave exciting hydrodynamic forces and moments, described
by Equation 2.12 and the oscillating hydrodynamic forces and moments, described by Equation 2.13.

sz—// pny - dSo
So

(2.12)
= —pw?(oe ™! // (¢o + ¢7)ni - dSo
So
Fk:_// pny - dSo
So
6 (2.13)
= —pw? Y (e // Pjni - diSo
i=1 So
Where:
So= mean wetted surface of the body
ny,= direction cosine of surface element dS; for the k-mode
k =1,2,3 corresponds to forces and k = 4, 5, 6 corresponds to moments
The generalized direction cosines on S, are defined as follows:
surge : ny = cos(n, x)
sway : ng = cos(n,y)
heave : ng = cos(n, z) (2.14)

roll :ng = (r xn); = yns — zng
pitch : n5 = (r X n)g = zn; — xng

yaw : ng = (r X n)g = xng — yn

Now, an oscillatory motion (in a complex notation) can be described by Equation 2.15.
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55 = saje_i“’t (2.15)

It naturally follows that the velocity and the acceleration of this oscillation are given by Equations 2.16 and
2.17.

5 =v; = —iwsa].e_m (2.16)
ov )
55 = ;tj = —w’sq, e (2.17)

The corresponding hydrodynamic forces and moments can be split into a load in phase with the velocity
and a load in phase with the acceleration as shown in Equation 2.18.

Fk = —Mkij — Nkij

2 . —iwt
= (8q;w" Mp; +i5q;wNpj)e” "

(2.18)
= (—Sajw2,0/ Gjng - dSy)e !
So

The last part is similar to the right hand side of Equation 2.13, where s,;, = (;. So, in the case of an oscillation
of the body in direction j with a velocity potential ¢;, the hydrodynamic added mass and damping (coupling)
coefficients are defined by Equation 2.19 as follows:

akj = fRe[p/ ding - dSo)

So (2.19)

by = —Im[pw/ diny - dSo)
So

Both matrices are symmetric which means that the following symmetric relations hold (Equation 2.20):

ks = Ak (2.20)
bij = by

2.3 Boundary Element Method

The boundary element method (BEM) is a method which allows for the calculation of the hydrodynamic coeffi-
cients and forces that were described in Section 2.2.

In a fluid domain, the velocity potential at any point of the domain can be characterized in terms of a surface
distribution of sources (Equation 2.21).

6(7) = / o ()G (7, ) dS 2.21)

where,

» G(&#xy) is the Green function

e I, is a point on the body surface S

* o(%) is the unknown source distribution

The Green'’s function helps solving linear inhomogeneous partial differential equations. It satisfies all bound-
ary conditions except from the normal velocity boundary condition on the surface of the structure as described
by Equation 2.4.

As a consequence, the source strength can be solved using the boundary condition as described by Equation
2.22.

2 47 Ny

- 30@+ 1= [ LT 0wds = @ (2.22)
Sp
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A numerical approach to Equation 2.22 would be to describe the shape of the submerged hull by flat panels.
Each one of this panel could then have a constant source strength o. After that, a point per panel should be
chosen where the boundary condition will be satisfied. And this point is called the collocation point named m.
The normal derivative of the potential at location m can then be described as follows (Equation 2.23):

3¢>m 1 1 o aGnLn
S = Ot = Y O A
o g 0

on

Sn, (2.23)
where n indicates the location of all the panels (with their strengths o,, and areas AS,,) except panel m.

By substituting Equation 2.9 and 2.10 into Equation 2.23, the following formulas can be developed.

For the diffraction potential:

1 9o
— 501,y 2 +—§j<m7 ASy =~ )m (2.24)
For the radiation potential:
1 mn
= 5o1-6(2,,2) + — E on1—6 + —5— A8y, = 11-6(Tm; Yms Zm) (2.25)

Equations 2.24 and 2.25 show that every panel m has an expression for the boundary condition at that
panel m and is affected by two components: the source sheet at panel m itself and the other source sheets on
all remaining panels.

Since there are N panels with their collocation points, there are in total N number of these equations. And
since each panel has its own source strength, a N x N system of equation occurs.

Starting with the diffraction potential, the system of equations to be solved for solving the source strengths is
given by Equation 2.26.

A - Awn 01,7 *(%)1
: = : (2.26)
Ayt -+ Ann ON,7 —(2)y
Where,
e Ayp = —% (influence of source at panel n on % at its own collocation point)
o Apn = 741ﬂ 3%;7" AS,, (influence of source at panel n on %fj at collocation point m)
* 0,7 is the unknown source strength of the diffraction potential at panel n
The same relationships can be generated for the radiation potential as described by Equation 2.27.
A - Ain 01, (nj)
= : (2.27)
Any1 -+ Ann ON,j (nj)n

Where,
« j indicates which radiation potential is considered: j = 1..6

+ A,, = —1 (influence of source at panel n on 99; at its own collocation point)
2 on

o Apn = —ﬁ mn A S, (influence of source at panel n on aﬂf at collocation point m)

* o, ; Is the unknown source strength of the radiation potential at panel n

* (n;)m is the local direction due to motion in direction j at panel m described by Equation 2.14
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2.4 Equation of Motion

As was described in Section 2.2, a single body exposed to waves has 6 degrees of freedom (DoF) which
correspond to 3 translations along the main axes and 3 rotations around these axes. The response of the body
can be described by the equation of motion which gives the motion in all 6 degrees of freedom. According to
[52], Newton’s second law can be used to derive the equation of motion for a body in waves around it's center
of gravity (CoG). It is also assumed here that both the total mass of the body and the mass distribution over
the body are constant.

The translational motions of the CoG are described by Equation 2.28 while the rotational motions around the
CoG are given by Equation 2.29.

L9 .
F = = (mU) (2.28)

M= %(ﬁ) (2.29)
Where,
« Fis the external force acting on the CoG [N]
¢ m is the mass of the rigid body [kg]
« U is the instantaneous velocity of the CoG [m/s]
« M is the external moment acting around the CoG [Nm]

« H is the instantaneous angular momentum about the the CoG [Nms]

t is the time [s]

The adopted potential linear theory is allowing to consider the motions of the body in waves, as a super-
position of the motions of the body in still water and the forces of the constrained body exposed to incoming
waves.

As a result, the first component yields hydromechanical forces and corresponding moments that are induced
by the harmonic oscillations of the body moving in still water. While the second component yields wave exciting
forces as exerted by the waves on the restrained body.

Starting with the latter, the wave exciting forces and their resulting moments, that the body is experiencing
due to the undisturbed incoming wave can be further analyzed into two components as shown in Equation 2.30.

F,=Fprg + Fy (2.30)
Where,

« F, is the wave exciting force
* Frg is the Froude-Krylov force
* Fy is the diffraction force

The Froude-Krylov force comes after the direct integration of the hydrodynamic wave pressure over the
body’s submerged surface. However, a part of the wave is diffracted and therefore a correction is needed. This
correction is implemented through the diffraction force.

Revisiting the hydromechanical forces resulting from the harmonic oscillations of the body in still water, they
can be divided into two parts: a hydrostatic and a hydrodynamic part. The hydrostatic part is the force acting
on the body due to its displaced position and can be determined via Equation 2.31.

Fh,static = —CU(UJ) (231)

Where, c is the hydrostatic stiffness matrix and is connected to the buoyancy of the body and « is the
frequency dependent displacement in all DoF. For a body in waves with 6 DoF and double symmetry, the
hydrostatic stiffness matrix C is a 6x6 matrix and can be described by Equation 2.32. For free floating bodies,
which is the case for the floating solar boat in this analysis, the restoring spring terms are only present for
heave, roll and pitch.
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C_ €33 (2.32)

And the individual components are given by Equations 2.33-2.35.

C33 = pgAwp (233)
cas = pgVG Mo (2.34)
css5 = pgV G Mpitcn (2.35)

Where:
* A,y is the water-plane area
* V is the water displacement
« GM,,y; is the transverse metacentric height
* G Mpien is the longitudinal metacentric height

The oscillations of the body also result into a hydrodynamic force. As was shown in Equation 2.18, this
hydrodynamic force can be also expressed by Equation 2.36.

Fhyayn = W A(w)u — iwB(w)u (2.36)

Where A and B are the added mass and damping matrices respectively as calculated by Equation 2.19. It
should be noted that both of these matrices are depending on the frequency of the oscillations.

For a single body with the usual 6 DoF, the added mass and damping matrices will result in a 6x6 matrix at
every frequency. This is illustrated by Equations 2.37 and 2.38.

ar1(w) - arp(w)]

Aw) = : : (2.37)
agi(w) -+ ag6(w)]
bii(w) - brg(w)]

Bw)=| : (2.38)
be(w) -+ bee(w))

After defining all the relevant components, the total equation of motion for a single body with 6 degrees of
freedom floating in waves is given by Equation 2.39.

(W) (—w?(M 4+ A(W)) + iwB(w) + C) = Fy(w) (2.39)
Where,
* @ is the complex motion vector, i(w) = [# § 2 ¢ 0

e M is the mass matrix (6x6)

L]

A is the added mass matrix (6x6)

B is the hydrodynamic damping matrix (6x6)

C is the hydrostatic stiffness matrix (6x6)

. F, is the complex wave exciting force and moment vector
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2.5 Two Floating Connected Bodies

The theory introduced for a single floating body presented until now can be further extended to a system of two
floating bodies mechanically connected with each other [96]. Figure 2.3 presents the configuration adopted for
this project, for the case of two interconnected bodies.

floater 2

floater 1

Figure 2.3: Configuration of two interconnected floating bodies

The two bodies are considered rigid, they have the same dimensions and these are: length L, width B, total
height H and draft D. They are placed in a distance d and are connected with 3 translational and 3 rotational
springs with spring stiffness k. The connection point for both floaters is set to be at the waterline and exactly
at half of the length. Three system of coordinates can be distinguished as well: a global system of coordinates
in the middle point of the connection and two local coordinate systems at the center of gravity of each floater.
Each floater is subjected to 6 DoF denoted as z12, y1,2, 21,2, ¢1.2, 01,2 and ¢ 2. The incoming waves are
perpendicular to the largest dimension of the floaters and are called beam waves.

The connection introduces a new component to the equation of motion and this is the connection stiffness
matrix denoted as K..»». The purpose of this matrix is to couple the relative motions between the two floaters
as transferred through the connection points. This approach was also used in [49]. Since this system entails
6+6 DOF, the K o, Will be a linear 12x12 matrix. For the determination of each individual entry, the Euler-
Lagrange method will be used.

The potential energy for the system of 6 springs and two connection points can be described by Equation 2.40.

V= %(kx(A%)? Tk (Aye)? + ko (Az)? + ko (Ade)? + ko(A8.)% + ky(Ar)?) (2.40)

Where the relevant displacement is given be Equation 2.41.

Aa:,z: = T1,c — L2,c
Ay,c =Yi,c — Y2,c
Az,c = Zl,c — 2,

2.41
Agpe=d1c— da.c ( )

The location of the connection point with respect to the local coordinate system of each floater can be
expressed by the location matrices as presented in Equation 2.42.
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Te1 0 Te,2 0
yc,l = B/2 yc,2 = —B/2 (242)
Ze,1 0 Zc,2 0

The relative displacement of each connection point after the translations and rotations of the two floaters
can be described by Equation 2.43.

Leyi
Z;’z Lc,i Le,i
Ue,q = ’ + R¢,9,1[) Yei| = | Yeyi (243)
¢c,i P P
90,1' c,i c,i
wc,i

Where i = 1,2 denotes the number of the floater and R ¢, is the rotation matrices for the 3 respective
rotations.
According to the Euler-Lagrange method, the connection stiffness matrix K.onn is described by Equation 2.44.
ov
Keonn(uj) = — 2.44
Where V is the kinematic potential as given in Equation 2.40 and j = 1..12 corresponds to each and every
DoF.
In order to obtain the final form of the connection stiffness matrix, the following linearization assumptions are
adopted:

» small angle approximation: sin(f) = 0 and cos(f) =0
 quadratic terms of the degrees of freedom are set to zero

 multiplications of the form v, - sin(u;) , where i, j are different degrees of freedom, are also set to zero

Taking all the above into consideration, the 12x12 K., for the case of two connected floating bodies and
the layout of Figure 2.3 can be calculated as follows:

Kconn: 2
[ ke 0 0 0 0 —Lk, —ks O 0 0 0 Lk, 7
0 ky 0 0 0 0 0 —ky, 0 0 0 0
0 0 k. k. 0 0 0 0  —k. k. 0 0
0 0 Lk ke+Zk 0 0 0 0 Bk —k+Zk 0 0
0 0 0 0 ko 0 0 0 0 0 —ke 0
~Bk, 0 0 0 0 hkp+Zk Bk, 0 0 0 0 —ky+ Bk,
—ks 0 0 0 0 k. ke 0 0 0 0 ks
0 -k, O 0 0 0 0 ky 0 0 0 0
0 0 —k: — Sk, 0 0 0 0 k- —Zk. 0 0
0 0 Bk —ky+Zk 0 0 0 0 Bk k+ER 0 0
0 0 0 0 —ke 0 0 0 0 0 ko 0
2k, 0 0 0 0 —kp+Zk Bk, 0 0 0 0 ky+ Bk, |

Now, Equation 2.39 can be expanded for the system of two interconnected floaters and is defined by Equa-
tion 2.45.

(W) (—w* (M 4+ A(w)) + iwB(w) + C + Keonn) = Fu(w) (2.45)
Where,
« @ is the complex motion vector, a(w) = [#1 51 21 ¢1 61 1 T2 Go o o bs zﬁg}T
e M is the mass matrix (12x12)

¢ A is the added mass matrix (12x12)
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L]

B is the hydrodynamic damping matrix (12x12)

C is the hydrostatic stiffness matrix (12x12)

¢ K.onn is the connection stiffness matrix (12x12)

* F, is the complex wave exciting force and moment vector

2.6 Expansion to Multiple Interconnected Bodies

The procedure described in Section 2.5 can be further developed to account for multiple floating bodies. Every
new added body will introduce 6 more DoF and therefore all matrices have to be adjusted accordingly. For
example, 4 interconnected, with the same single connection, bodies will result into matrices of dimensions
24x24. The methodology is the exact same, however with an important increase in computational time.

2.7 Drift Forces

2.7.1 Wave Loads

Offshore structures exposed to waves experience different type of loads and have consequently different re-
sponses. Firstly, there are loads that are linearly proportional in amplitude to the wave amplitudes and are
therefore called first order wave forces. Section 2.2 included a thorough analysis of these loads.

Next to these loads, there are other wave load components that apply forces which are proportional to the
square of the wave amplitude and are called second order wave forces [52]. The existence of these non-zero
mean components of the total wave force acting on a floating vessel was initially reported by [98] during exper-
iments of a rolling vessel in regular beam waves. It was noted that the vessel was subjected to a mean sway
force which was at first explained as the capability of the vessel to partially reflect the incoming wave. These
second order wave forces have frequencies that are either higher or lower than the frequencies of the waves.
The low frequency second order wave forces present frequencies which come as a result of the presence of
wave groups in irregular waves. These forces can be further analyzed into two different components. The first
component is a time-varying force while the second one is a non-zero mean force which is well known as wave
drift force. This name comes as a result of the tendency of a freely floating vessel to drift in the direction of
the propagating waves due to the influence of these mean second order forces. It has been observed that
low-frequency components can significantly influence moored vessels which in general have low natural fre-
guencies. On top of that, at these low frequencies damping is rather small which also enables large surge and
sway motions. As a result, the mooring system should be suitably designed to withstand these potentially large
motions.

The high frequency second order wave forces contain frequencies that occur after the summation of different
wave frequencies and are in the order of double the frequency of the waves. It can be said that the effect of
these sum frequencies on the horizontal motions response of moored structures is generally small. However,
this could change in the case of very stiff structures.

For the purpose of this project, further attention would be paid to the estimation of the mean drift forces as they
will be the most influential for the design of a mooring system.

2.7.2 Approaches

When it comes to the calculation of the wave drift force there are two well-known formulations and a third
one which was later proposed and tried to offer more advantages. The first one was introduced by Maruo
[68] and extended afterwards by Newman [77] and is the "far-field" method, which is based on momentum
considerations. The second one is the so called "near-field" method which was proposed by Pinkster & van
Oortmerssen [79] and is based on the direct pressure integration of all pressure contributions on the wetted hull
of the body. The last approach is based on the Lagally formulation and was introduced by Guével & Grekas
[38]. The first two approaches will be further analyzed while the latter one is only mentioned as it's use has not
been widely expanded.
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2.7.3 Far-Field Approach

The main idea of the far-field approach is the consideration of the contribution to the rate of change of momen-
tum through all boundaries of the control volume ). Figure 2.4 gives an overview of the examined area and
the corresponding boundaries. Even though Maruo [68] was the first to work on this approach, his results were
lacking satisfactory verification with experimental results. It was [58] who using the theory of Maruo obtained
analytical results on the mean horizontal wave force and proved that they were in reasonable correlation with
measured data. Later on, [31] compared the results obtained from a modified version of the three-dimension
far-field approach with experimental results. The comparison regarded a box shaped barge in regular waves
and the two sets of results proved to be in good comparison.

Control
Volume: Q

Figure 2.4: Far-Field approach

Besides the control volume we can distinguish four more elements.

¢ Sp: under water body surface
» Sys: water free surface
* S cylindrical surface surrounding control volume at infinite distance

« Infinite water depth assumption is made and therefore bottom is neglected

The average wave force on the floating body can be expressed by Equation 2.46 as given by [104].

(2) _ ., / /S it Cf) VodSi (2.46)

In order to use the previous equation the potential should be solved at infinity in order to estimate the fluid
velocity and fluid pressure at infinity. It must be noted here that this expression does not take into account first
order wave forces as they average zero over one period.

As we have already seen, any type of potential, either radiation or diffraction, can be expressed by Green’s
theorem at any point (x,y,z) of the domain by Equation 2.47.

on

Where G is Green’s function which dictates how potentials are transferred throughout the domain as a result
of the presence of the body. So, it naturally follows that an approximation of Green'’s function at infinity is the
next step. This has already be done by Newman [77] and is described in Equation 2.48.

1 0 oG
oi(z,y,2) = = //s Gﬂ — @-%d&, (2.47)

2k

G =2

)1/2ek(z+c)+i(kR+%) (2.48)

Where,
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* Ris the horizontal distance between a point on the body surface and the point of the domain at which the
function needs to be estimated

« ( is the vertical position of a point on the body surface
Finally, a substitution of Equation 2.48 into Equation 2.47 can yield the potential at infinite distance from the
body. This is described by Equation 2.49.

‘ _ 1/2 k(z+Q)+i(kRo+75) 24
%(m,y,z) <27TR0) € (7T+9) ( 9)

Where, H(w + 0) is the complex Kochin function and is unique for every geometry for every radial direction
(6) around the body. With simple words, Kochin function is a directional function that enables the transfer of
the potential from the body surface to a large distance R, away from the body.

Finally, with the substitution of the following equations (Equation 2.50-2.54) into Equation 2.49, the derivation
of the horizontal drift forces based on the far-field approach is completed and described by Equation 2.55.

x = Rocost (2.50)
y = Rysind (2.51)
. —iw 1 =
p = —pRe{—iwg;e”™"} = Sp|V?| = pgz (2.52)
¢J 7zwt
Ve = Re{ 55 } (2.53)
1 8(25] 7'Lwt
= Re {R 50 ¢ } (2.54)

<§x> - %’f 0% |H(9)2|((C?59) ) + %pr( (0933 ))Im{H(W +B8)}  INm?] (2.55)

Y sind sinf3

It is obvious from the last formula that for the calculation of wave drift forces with the far-field approach, the
main input needed is the Kochin functions with the appropriate resolution in radial direction (6).

According to [76], the relationship between the Kochin function and the velocity potential is given by Equation
2.56.

cosh(k(z + h)) k

oy — ilkr—%)
cosh(kh) o7 © Hx (9) (2.56)

ox (M) =
With,
* (r, 6, 2) the cylindrical coordinates of M
« perturbation potential pp = ¢p + ¢r
s pr=—iwY S X, 0
* X; and ¢; the motions and radiation potential for the DoF |
* X;(t) = Re(X; - e ™)

Due to the inherent phase conventions of NEMOH code ,which is the main software used in this project, the
Kochin function per frequency is described by Equation 2.57.

6
H(0,w) = Hp(h,w)e's — Z 7, (0,w)e'® (2.57)

Where,

. I?D(&w) is the Kochin function associated with the diffracted potential for wave frequency w
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+ Hg(h,w) is the Kochin function associated with the radiation potential for wave frequency w

Finally, the horizontal drift forces Fg.;f: per wave amplitude can be calculated for each wave frequency of
the incident wave field as Equation 2.58 [21]:

Farifte(W)\ cosf3 ~ k(koh)? o cost)
(Fdnft,yw)) - _2@,4“((%/3))1 (3, =250 o) 1P <3i”9)(:958>
With, '

« H(6,w) is the complex Kochin function without time dependence at wave frequency w and incidence 6,
as described by Equation 2.57, expressed in [m?/s]

« [ is the incident angle of waves

2 .
o ky = % is the deep water wave number

o k-tanh(kh) = “’72 is the wavenumber at the water depth considered
* his the water depth

e Ais the wave amplitude

2.7.4 Near-Field Approach

As was mentioned earlier, the near-field approach is based on the direct pressure integration of the wetted
surface of the body. Before diving into the equations that govern this method it is necessary to present the
system of coordinates used for it (Figure 2.5).

Figure 2.5: System of coordinates for the near-field approach [79]

Three different systems of co-ordinate axes can be distinguished. The first one is a right-handed earth-
bound system of O — x; — 2 — x5 with O being the origin, X; and X, axes in the mean free surface of the
sea and X defined positive in the upward direction. Any given point in space can be described by the vector
X = (X3, X2, X3).

The second one is a right-handed system G — x; — 25 — 23 body-bound axes with origin the center of gravity
of the body G. Again, the G — x3 axis is defined positive in the upward direction and the x; axis in the longitu-
dinal direction. In the mean position of the freely floating vessel this axes system is parallel to the earth bound
system. This system of axes is exclusively defining the surface of the hull. A position vector ¥ = (x1, 2, x3)
can define any point of the body surface in this body-bound axes system. Additionally, an outward point normal
vector 77 = (n1, ne2,ns) is defining the orientation of any surface element in this system of coordinates.

Finally, there is a third system of coordinates G(X71, X4, X4) which is a moving axes system with its origin in
the mean position of the center of gravity G, of the body. This system has axes which are always parallel to the
earth-bound system. This means that this system does not translate or rotate with the ship’s motions, with the
exception of the forward vessel speed if present.
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The floating body is exposed to the fluid force, with respect to the G(z,y, z) system of axes, and can be

described by Equation 2.59 [52].
ﬁ:—//p.z\?-ds (2.59)
S

Where,
* S is the instantaneous wetted surface
« N is the instantaneous normal vector to the surface element dS relative to the G(z, y, z) system of axes

Figure 2.6 presents the separation of the the wet-

ted surface into two parts: a constant part Sy up to [——
the static hull waterline and an oscillating part s, the — =%:j—_:_.___.__=.:}?? T—— -
splash zone between the static hull waterline and the ——-________fsn S§=Sg+s

wave profile along the body.

Expanding Equation 2.52 to the non-linear
Bernoulli equation and with the use of Taylor's ex-
pansion, after adopting the assumption of small-first
order- wave frequency motions, the pressure in the

mean position of the vessel can be expressed by Figure 2.6: Wetted surface [52]
Equation 2.60 and the normal vector N by Equa-
tion2.64
p=p9 +epM 4 2p®@ (2.60)
With,
 hydrostatic pressure:
PO = —pg X (2.61)
« first order pressure:
N oo (1)
P = —pgXV _ o (2.62)
« second order pressure:
1 = 2293 . oM
2 — _ dH2 _ NG 4SO I v At 2.
p p(VO) —p EYe p( iy ) (2.63)
N=i+eRW .7 (2.64)

with R(Y) being the linearized rotation transformation matrices as given by Equation 2.65.

. 0o —a +al
RO =143 o Y (2.65)
—if) i) 0

Using all the above and substituting them in Equation 2.59, the fluid force on the body is given by Equation
2.66.

F=— // P + ep® + 2p?) . (i 4+ eNW)Y . dS
So

. (2.66)
_ //<p<o> +ep® 1 2p) . (77 4 eN D) . g

Equation 2.66 is the basis for the calculation of the second order wave forces with the direct pressure
integration method. The exact derivations can be found in [52] but will not be included in this report as they
are out of scope. The total second order fluid force is made of three separate contributions as can be seen in
Equation 2.67.
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F?=F3 + F} + F}
—m-RV. XD

(2) R L Od!
/ e p(V<I>(1)) p% XM vag} i dS (2.67)
So

ot

1 B,

—7{ 5Pe(CV)? it di
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The first component (ﬁj) of Equation 2.67 includes products of the first order pressures and the first order
oscillatory components over the constant part Sp.

The second component (ﬁg) comes after the direct integration of the second order pressure over Sy.

Finally, the last component (ﬁl%) contains the contribution of the first order pressures over the oscillatory part s.
Figure 2.7, presents the results of the normalized drift force for a floating sphere and also gives the individual
contributions of every component mentioned earlier.
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Figure 2.7: Contributions of pressure integration with near-field approach [79]

Where,

« | is the relative wave height contribution:

g(¢V)? -y - dlg

l\D\H

g2

« |l is the contribution from the pressure drop due to velocity squared:

1
27

1 1 -
b0 [ GoFet? s
2" | /s, 12

« lllis contribution from pressure due to the product of gradient of first order pressure and first order motion:

. S Ot
+p// X(l)-Va—}-nj-dS
So ot

« |V is contribution due to product of pitch motion and heave inertia force:

+m - xél) . Xél)

It is apparent that contribution | is dominant, with the rest only tending to reduce its effect. The contributions
of second order potential is zero for regular waves.
The following figures show results that were used to validate the near-field approach for the calculation of
horizontal drift forces [21, 52]. Figure 2.8a presents the mean horizontal wave drift force on a floating sphere



CHAPTER 2. THEORY 29

with 1m radius at infinite water depth while Figure 2.8b the horizontal force for a barge with dimensions L=150m,

B=50m, D=10m at 50m water depth. It can be said that this method gives sufficiently accurate results and allows
for the estimation of the mean drift fore.
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(a) Validation for a sphere at infinite water depth [52] (b) Validation for a barge at 50m water depth [79]

Figure 2.8: Near-field approach validation

2.7.5 Selection of Approach

In Sections 2.7.3 and 2.7.4, a thorough presentation of the far and the near field approach respectively has
been performed. The first one gives the mean drift force on a floating body by evaluating the disturbances
resulting from the body at infinity. The latter uses a direct pressure integration over the instantaneous body
surface and considers also second order terms. It could be said that if accuracy and the full quadratic transfer

functions are seeked, the near-field approach is the most appropriate method. However, for this project, the
far-field approach is adopted for two main reasons:

« for the estimation of the mooring force, the mean drift force is sufficient

 the selected software is suitable for the direct use of Kochin functions



3 Implementation

This chapter can be mainly divided into three different sections. The first section regards the considerations
behind the selection of the base case design for the layout of the hybrid power park. After that, the environmental
conditions at the location of the Delta21 lake will be presented. Finally, the methodology that is adopted in the
current project will be explained with an explanation regarding the software used.

3.1 HPP layout

In order to come to an initial layout for the HPP, there are multiple aspects that could be used to define the share
of each energy resource. For the needs of this project, this selection will be limited to two main components:
the levelized cost of solar and wind energy as well as the annual energy production.

3.1.1 Solar Panels Cost Breakdown

In this first stage, it is valuable to have a look at the various components that consist the investment costs
for a stand-alone system of solar panels. The capital expenditures can be further divided in 3 main parts as
presented in Figure 3.1. This data was adopted by [81] and further modified by [9].

CAPEX ANALYSIS

Ancillary Costs__

193 Electrical

_—Infrastructure
- 26%

Harware —
Components
55%

Figure 3.1: Photovoltaic Panels CAPEX analysis [81]

From Figure 3.1 it is obvious that the hardware components (modules and mounting system) comprise the
most expensive unit. For floating PV panels, the mounting system is consisting of the floaters, the mooring

30
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lines and the anchoring system. After the analysis of the share of the costs, a further presentation of the values
themselves is performed in Table 3.1.

Component Cost
Hardware Components | €0.35/W
Electrical Infrastructure €0.17/W

Ancillary Costs €0.12/W
CAPEX €0.63/W
OPEX €0.0075/W

Table 3.1: PV Capex & Opex [81]

As seen in Table 3.1, the operational expenditures account for 1.2% of the capital costs. The main reason for
these low operational and maintenance costs are the competitive pressures and improvements in the reliability
of the technology which have resulted in system designs that are optimized to reduce O&M costs. In addition,
improved strategies that take advantage of a range of innovations have also driven down O&M costs and
reduced downtime. Such innovations stretch from robotic cleaning to 'big data’ analysis of performance to
identify issues and initiate preventative interventions ahead of failures [48].

3.1.2 Offshore Wind Turbines Cost Breakdown

The same estimation as done previously for the solar panels can be done for a standalone system of offshore
wind turbines. Firstly, an analysis of the different components of the capital expenditures is presented in Figure
3.2 and in Table 3.2. Once again, the same three main categories have been selected to allow for a direct
comparison.

CAPEX ANALYSIS

Ancillary Costs__
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. 29%
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Figure 3.2: Offshore Wind Turbines CAPEX analysis [86]
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Component Cost
Hardware Components | €1.31/W
Electrical Infrastructure | €0.73/W

Ancillary Costs €0.51/W
CAPEX €2.55/W
OPEX €0.088/W

Table 3.2: Wind Capex & Opex

For a standalone wind park, the data from Table 3.2 reveals that the operational expenditures are 3.5%
of the capital costs. According to [48], these costs remain high due to the fact that accessing the wind site
to perform maintenance on turbines is heavily influenced by weather conditions and the availability of skilled
personnel and specialized vessels. In this perspective, the location of the Delta21 lake seems favorable since
it is really close to the shore, is in shallow water depths and finally offers mild environmental conditions (small
wave heights).

Moreover, it is observed that the initial investment of the turbine itself as well as the support structure and
foundation are the most influential cost parameters accounting for 51%.

When compared to a standalone solar park, even though the allocation of the capital costs is similar, the total
capital costs of solar are only 25% of wind.

With the values for the capital and operational expenditures known, a fist estimation of the Levelized Cost of
Energy (LCOE) is possible. LCOE is an index that uses the overall costs and the energy production and gives
an insight of how expensive the system under consideration is (expressed in €/ MWh). The following formula
is used for the estimation of LCOE:

I+ M, +F,
NPV of Total Costs Over Lifetime - > %

NPV of Electrical Energy Produced Over Lifetime > (157;),

LCOE =

With,

« |: the initial cost of investment

« M: maintenance and operations expenditures
 F: fuel expenditures (if applicable)

¢ E: sum of electricity produced

 r: discount rate

t: the lifetime of the project

3.1.3 HPP LCOE

Before looking at the combined LCOE for the hybrid power plant, it is necessary to estimate the LCOE for the
individual resources. As it expected that the project of Delta2l could be actualized around 2030, projected
values of the capital expenditure will be used.

According to IRENA's report for the forthcoming trends and the future of solar PV panels [46], a reduction of
the installation costs is expected by 2030 that can reduce the CAPEX to €0.52/W (average value).This means
that the levelized cost of energy is sensitive towards the available technologies and consequently the available
prices of the industry. Therefore, the actual construction date of the project is important as it will define mainly
the initial investment costs. An analytical calculation of the LCOE can be found in Appendix A.To perform this
calculation, a few assumptions need to be made.These are presented in Table 3.3.

Component Value
Year of construction 2030
Installed Capacity 250W/m?
Degradation of the panels 0.5%
Discount rate 6%
Project lifespan 30 years
LCOE €45.77/MWh

Table 3.3: LCOE analysis for PV panels
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Looking at the trends of offshore wind and in particular in the estimations of the capital costs reduction
by 2030, a significant decrease is expected [47]. After estimating the operational and capital costs, a first
calculation of the LCOE for the wind turbine can be achieved, with the approximations/assumptions presented
in Table 3.4. This value is in good agreement with a conservative approach found in [17]. Again, a more
analytical presentation of the LCOE calculation can be found in Appendix A.

Component Value
Year of construction 2030
Installed Capacity 128kW/turbine
Degradation of the wind turbines 0.5%
Discount rate 6%
Project lifespan 30 years
LCOE €50.00/MWh

Table 3.4: LCOE analysis for the wind turbines

From Tables 3.3 and 3.4 it is becoming obvious that the levelized cost of energy is lower for a standalone
solar park than a standalone wind park, with the latter being 9.2% more expensive. If these two systems are
combined and integrated with a large storage unit, the following benefits can occur:

« the integration of floating solar units and offshore wind turbines can increase the capacity factor of the
main export cable and lead to an overall capital cost reduction, according to [17]

« the addition of the storage function, through the use of energy lake, can lead to 10-15% reduction of the
overall capital expenditures, as demonstrated by the Delta21 organization [7]

« the energy production can be evenly distributed to the two resources, leading to a low variability index
[62] and consequently to a flatter and smoother output

For this project, the installed power share is selected to be 21.7% of wind and 78.3% of solar. This results
into an energy production share of 43.9% for wind and 56.1% for solar. This would lead to a combined LCOE
of 47.62 €/MWh, which could be further reduced according to the three bullet-points mentioned above.

This configuration is adopted in order to visualize the potential synergy of mooring the floating panels on the
wind turbines, but it could be further optimized to meet the potential objectives of cost minimization, energy
maximization, reduction of shadow effects or output variability.

3.1.4 Base Case Design

After the analysis in Section 3.1.3, the base case design can be defined. Even though the available surface
of the lake is approximately 43 km?, as a first step the design is going to be focused in a rectangle of 1 km?2.
In this way, it would be easier to make comparisons with other projects and investigate up to what extend this
design can be up-scaled to maximize the energy production. During this early stage, the considerations that
were mainly accounted for are:

* spacing between the turbines is set to be just around 3 rotor diameters, which is the distance provided
by DWD to minimize wake losses

« every wind turbine and every solar boat must be easily accessible for maintenance
« the wind is considered omnidirectional allowing for same wind turbine spacing in the two main directions

* a minimum distance between the tower of the wind mills and the solar boats must be set, in order to limit
the shadow effects and also leave sufficient space for the mooring lines

All the above can be observed in Figure 3.3 while a representation of the side view in Figure 3.4. At this design
stage, it is assumed that a mooring line can be attached at the tower of the wind turbine and then connected
to a fairlead point at the solar boat. In this way, the mooring system and the floating solar unit can follow the
water level fluctuations of the lake. The technical design of the connection is out of the scope of this project.
However, together with its economic impact, they are two factors that should be later investigated.
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Figure 3.3: Base Case Design Layout (distances in meters)
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Figure 3.4: Impression of side view

All assumptions adopted for a first estimation of the installed capacity and the energy outcome are repre-
sented in Table 3.5.
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Wind Solar

Rotor diameter 18 m Area per solar unit 23,100 m?
Turbine spacing 55>3D =54 m Excluding walkways (assumed 20%) 18,480 m?
Total number of turbines 200 Total area of solar park 369,600 m~
Installed power 128.0kW/turbine Power installed [9] 250 Wim?
Total wind installed power 25.6 MW/Ekm? Total solar installed power 92.4 MW/km?
Generator efficiency 97.8% Tilt angle 12°
System Losses 7.5% System Losses 10.0%
Energy produced [11] 377 MWhturbine Energy produced [16] 1041.62 KWh/kW
Total wind energy production 75.4 GWhlyear Total solar energy production 96.2 GWhlyear
Capacity factor 0.336 Capacity factor 0.119
share of installed power 21.7% share of installed power 78.3%
share of energy production 43.9% share of energy production 56.1%
Combined specific yield 118 MW/km?

Combined energy output | 171.7 GWhl/year

Table 3.5: Estimation of installed capacities and energy output per resource

3.2 Environmental Loading

This section will give a presentation regarding the prevailing wind and wave conditions in the Energy Storage
Lake of Delta2l. The location of the lake will be at the north-west of the Tweede Maasvlakte and can be
described by the coordinates: 52°00’N, 03°40° E.

3.2.1 Wind Data

With hindcasted wind data retrieved from [44], the wind characteristics can be seen in Figure 3.5. It must be
noted that wave data of the last 28 years over the area under examination was used for the generation of wind
data.
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Figure 3.5: Predominant wind direction and wind speed for the location of the ESL

Besides the predominant wind conditions, according to [102] it is important to assess the mean 1-hour wind
speed for a 50-year return period, in order to statically calculate the environmental loading. This assessment
has been performed in [29], where a value of 29.9m/s at a height of 10 meters has been found. To accordingly
translate this value to the actual height of the wind panels Equation 3.1 is used.
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Where,

- h,ey is the reference height (10m) at which the wind speed is known

- h is the height at which the wind is acting on the solar panels (0.5m)

(3.1)

- zg is the roughness parameter, here estimated as 0.01 which corresponds to the upper limit of an open
sea with waves and of a coastal area as there are dunes at the perimeter [23]

Substituting the aforementioned values in Equation 3.1, it is found that the 50-year 1-hour wind speed at a

height of 0.5m is 15.2m/s.

3.2.2 Wave Model

Ocean waves can be modelled by the superposition of a number
of regular waves (Figure 3.6). This superposition can be later
modelled as a wave spectrum. For the construction of this wave
spectrum two different variables must be known and these are:
the significant wave height and the peak period. However, in
order to estimate these values the wind speed and the available
fetch, meaning the available area for the waves to developed,
must also be known.

According to [39], the significant wave height H,,, and the
peak period T, can be calculated based on the dimension-
less significant wave height H,,,, (Equation 3.2) and the dimen-
sionless period Tp (Equation 3.5) respectively. This method
was first introduced by [112] in an attempt to match empirical
data with measured ones for a lake with 10km width and 20km
length.

Hypo = Hypo—22 (3.2)
where,
* g is the gravitational acceleration
* Uy is the wind speed 10m above still water level

* H,, is given by Equation 3.3
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Figure 3.6: Superposition of harmonic
waves with random amplitudes, directions

and phases[39]

HmO = ﬁm(tanh(klpml))p

(3.3)

where, H.., k1, m,, p are constants and their values are given in Table 3.6. F is the dimensionless fetch and

can be calculated according to Equation 3.4.

7 g
F=F—
Uty
Regarding the peak period the following relationships can be used:
- Ul()
T,=T,—
p p g

where, Tp is given by Equation 3.6.

T, = Too(tanh (ko F™2))4

and T, k1, m1, p are constants and their values are given as previously in Table 3.6.

(3.4)

(3.5)

(3.6)
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Wave height Peak period
Constant Value Constant Value
H., 0.24 T 7.69
k1 4.14-10~4 ko 2.77-1077
mq 0.79 mo 1.45
P 0.572 q 0.187

Table 3.6: Constant values for the calculation of wave height and peak period [39]

For the specific case of the Delta21 energy storage lake, the fetch is not constant. Therefore, this value

ranges from 1 to 6km to capture the influence of the fetch in the corresponding wave height and period. Another
important aspect is that once the lake has been filled in (partially) with floating solar panels, the available fetch

will be further reduced due to the existence of these structures. This influence will not be taken into account in
this project.

Now, with the provided equations it is possible to calculate the significant wave height and wave period for
different wind speeds and different available fetches. This is presented in Table 3.7.

Wind speed [m/s]

F=1km

F=3km

F=6km

23.4 (1-year max)

H=0.57m Tp=2.38s

H=0.94m Tp=3.20s

H=1.29m Tp=3.87s

26.8 (10-year max)

H=0.66m Tp=2.54s

H=1.09m Tp=3.41s

H=1.49m Tp=4.12s

30 (50-year max)

H=0.75m Tp=2.67s

H=1.24m Tp=3.60s

H=1.70m Tp=4.34s

Table 3.7: Influence of wind speed and fetch on peak period and significant wave height

After calculating the significant wave height and the peak period it is possible to generate the correspond-
ing wave spectrum. There are two main types of spectra: the first is called JONSWAP and the second is the
Pierson-Moskowitz (PM). The latter one is assumed to represent fully developed conditions in deep water. Ad-
ditionally, the JONSWAP spectrum was developed for wind generated waves in the North sea, and is therefore
closer to the environmental conditions of the ESL of Delta21. Finally, for this project the JONSWAP spectrum
will be used. The assumption of deep water has to be adopted also for this case.

The JONSWAP wave spectrum can be described by Equation 3.7 according to [39].

f
_ 5 I /Y2
Ejonswap(f) = ag®(2m) 4€$p[—*(i) Hyerrl=3 (25— B.7)
4 fpeak
where,
« fis the wave frequency
¢ « is the energy scale parameter (Equation 3.8)
« g is the gravitational acceleration
e v = 3.3 and ¢ (Equation 3.9) are shape parameters
£0.67 F 1
a=0.0317fp 00, (fpeak = =) (3.8)
Tpeak
o =0.07for f < fpear and o = 0.07 for f > fpea (3.9

With all information known now, it is possible to represent the wave spectrum as a function of radial fre-
guency. The information that this graph provides is where the most wave energy will be present for the specific
environmental conditions. As it is made clear from Figure 3.7, for the energy storage lake almost no wave
energy is expected after 6rad/s.
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Jonswap Spectrum for U=30m/s
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Figure 3.7: JONSWAP wave spectrum for wind speed of 30m/s and multiple fetches

3.2.3 Wind Loads on Solar Panels

This section will give an overview of the analytical method used for the calculation of wind loads on the solar
panels themselves as well as the part of the floaters that stands above the waterline. The basis for these cal-
culations was introduced in [43].

According to [24], an incoming wind is exerting a steady wind load on any floater, and this load can be
described by Equation 3.10.

1
Fuind = ngQACdCs (310)
Where,
* pis the density of the air

» Ais the area exposed to the flow

V is the flow velocity (at the corresponding height)

C, is the sheltering coefficient to account for the presence of multiple objects

C, is the drag coefficient and depends on the shape and surface roughness of the considered object

This formula even though it has been developed for other cases, is still applicable for the floating solar units
since the background theory is valid. Two main directions of the wind will analyzed, namely 0° and 90°, and
this effects the projected area of the object along the wind direction. This also leads to changes in the drag
coefficient.

As it is introduced by [53], the first row of panels and floaters will be the affected the most by the wind. The
rows behind it, will be exposed to a reduced wind load due to the presence of the first row. This phenomenon
is captured by the sheltering coefficient. Even though such an assumption can be used for this early stage of
the design, it should be followed by thorough CFD calculations to properly capture this interaction.

All the analytical calculations and the corresponding coefficients can be found in Appendix B.
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3.2.4 Wind Turbine Forces

As was stated in Chapter 1, the end goal of the thesis is the comparison of the potential force imposed by the
mooring line with the forces already acting on the wind turbine. This section provides a presentation of the
forces that would normally act on the wind turbine, without any further components from the mooring system.
These forces are:

Thrust force acting on the hub height

« Wind force acting on the ring and the blades

Distributed wind force acting of the tower of the wind turbine
« Wave and current force acting on the submerged part of the wind turbine

The first three components are provided as input from Dutch Wind Design, after performing the required calcula-
tions. The maximum thrust force is stimulated at 2.5 x the average wind speed according to NEN-EN-61400-2.
This value is also used for the calculation of the rest of the wind loads. The last component is calculated with
the use of Morison equation for a peak period of 3.5s in accordance with Figure 3.7, a current velocity of 1m/s
as estimated for a location close to the pumping station and a wave height of 1.25m as follows from Table 3.7.
All of the aforementioned data are presented in Figure 3.8.

Max Thrust
Force = 27.4 kN

Hub height | —  m—] y

Wind force on ol
y
blades + y/

ring=25.1 kN /i

Distributed wind
force on
tower=27.9 kN|D=0.7m
t=10mm

E
o
~

35m

NAP -5 | Wave and
current
forces=29.4 kN

11m

7.9m

NAP -16

NAP -17.5 -t - Check for overturning moment

5m

Figure 3.8: Wind turbine forces [11]

3.3 Methodology

This section gives an overview of the method used for this project. It begins with the presentation of the structure
under analysis and the intermediate steps towards the calculation of drift forces follow.

3.3.1 Geometry Generation

The first step towards the estimation/calculation of the forces acting on the floating solar units is breaking down
the problem into a smaller one that can be tackled. For this purpose, the analysis starts with modelling the
floating solar boat that GroenLeven has introduced into the market (Figure 3.9).
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Figure 3.9: GroenLeven'’s floating solar boat

Three different components can be distinguished from the solar boat: 16 photovoltaic modules with an in-
clination of approximately 12°, 4 plastic floaters that are the only part of the boat in contact with the water and
finally the metallic frame that keeps all these parts together. Since for this project the focus is set to the hydro-
dynamic behavior of the floating units, the plastic floaters are the single most important element. The loading
of the wind on the solar panels was exclusively treated in Section 3.2.3.

For the generation of the required geometry, the open software SALOME [13] is used. SALOME is a plat-
form suitable for numerical simulations and it is developed by Open Cascade (France). It is well known for the
simplicity and speed for the creation of various geometry models and sophisticated meshing. An illustration of
the meshed floater is shown in Figure 3.10. A rectangular shape is assumed for the modeling of the floater with
dimensions that can be found in Table 3.8. The last two rows include the distances between the floaters of the
solar boat in the two main directions. The next steps regard the expansion of the geometry from a single floater
to a system of four floaters with the main system of coordinates located in the middle.

Length 2.100m

Width 0.588m

Draft 0.360m

Total Height | 0.630m

x- offset 2.820m

y-offset 4.226m
Figure 3.10: Mesh generation with SALOME Table 3.8: Floater’s dimension

3.3.2 Hydrodynamic Simulations

After defining the dimensions of the floater and the wave spectrum, for a range of wave frequencies between
0.1 and 6rad/s, the ratio of the width of the structure over the wave length ranges from 105 to 0.35. According
to Figure 2.1, this means that for the shorter waves the structure is not considered slender anymore, making
the diffraction approach the most suitable.

In order to apply the theory presented in Section 2.2 for the calculation of the first order wave forces, use
of NEMOH will be made. NEMOH is the world’s first open source Boundary Element Method (BEM) code
developed in 2014 by Ecole Centrale de Nantes [76]. It is dedicated to the computation of first order wave
loads on offshore structures. The approach it has adopted decouples the resolution of the linear free surface
Boundary Value Problem (BVP) and the definition of the boundary condition on the body. In this way, it is easier
to deal with flexible structures, hydroelasticity, generalized modes and unconventional degrees of freedom.
However, for this project the analysis is restrained to rigid floaters. The BVP is solved in frequency domain with
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the advantage of smaller computational time and sufficient accuracy. NEMOH can be separated into 3 different
components with 3 different operations as follows:

e preProcessor: reads and prepares the mesh; prepares the vectors of body conditions; prepares the
vectors of integration rules for the calculation of the forces

« Solver: for each vector of body condition solves the BVP for the potential; calculates the forces according
to the integration rules; calculate the wave elevation and the far-field coefficients

« postProcessor: gives the hydrodynamic coefficients; generate files for the wave elevation
The outputs that NEMOH can produce are the following:

» Radiation coefficients

« Excitation force coefficients

« Diffraction force coefficients

* Froude-Krylov forces

* Impulse response force and added mass

¢ Visualization of the mesh

All the aforementioned elements are presented in the overview shown in Figure 3.11.

Output

Figure 3.11: Overview of the work-flow of NEMOH

3.3.3 Kochin Function

Among the other post processing possibilities that NEMOH can
offer, Kochin functions for every frequency and any angle resolu-
tion can be provided. The output files are stored in the format of
Kochin.X.dat, with X corresponding to the frequency under ex- Kochin.X.dat
amination (Figure 3.12). Again, it is important to note down that

. gst .
1.7453292E-02  60.60375 -2.417300 1+ column: value (I‘ED') Ofthe

due to the structure of NEMOH, there are seven different output Susessseor s v angle (5) where the Kochin

files, one for the solution of diffraction problem and six for every z;gizizgggg gg§3§;3 g:}gggg . gf:iﬁl”ﬁﬁffiﬁfmnm»
radiation problem. This file needs to be further processed in or- Sl eame s o colmn:angle (Kochinfd))
der to get the final horizontal drift forces. The different Kochin

functions that stem from the solution of the radiation and diffrac-

tion potential need to be combined to generate the total Kochin

function H(6). Figure 3.12: NEMOH output for Kochin func-
And this is the main input for the calculation of drift forces as de- tions

scribed in Section 2.7.3, in combination with RAO as presented

in the next Section.
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3.3.4 Response Amplitude Operator

As was presented in Section 2.2, the motions of two connected floaters in all 12 DoF can be described by
Equation 2.45. However, it is common for the offshore applications to express the motion of a floating structure
as motion per meter amplitude for a number of different frequencies. This can be performed through the so
called Response Amplitude Operators (RAO) as expressed in Equation 3.11.

RAO(W) = || = | By - Tnv(—w?(M + A)) + iwB(w) + Keomn)|  [m/m] (3.10)

As it is obvious, the RAO contains information about the amplitude of the motion in all DoF per wave ampli-
tude. All the results coming from NEMOH are already scaled with respect to the incoming wave. Besides the
amplitude of the motion, another valuable element is the phase angle ¢ which expresses the phase difference
of each motion with respect to the phase of the wave. The phase angle can be easily calculated with the use
of Equation 3.12.

e(w) = arg(ci) = arg(F, - Inv(—w*(M + A(w)) + iwB(w) + Keonn))  [rad] (3.12)

w

3.3.5 Irregular Frequencies

When the a numerical tool is used to deal with a mathematical problem, it is possible that there are a few
occasions where discrepancies may occur. This is also the case for the use of NEMOH. As it is explained
in [31], an infinite number of of discrete frequencies cause the three-dimensional source technique to break
down for a surface piercing body. These frequencies are called irregular frequencies and they do not capture a
physical phenomenon, rather they consist an inherent problem of these kind of solvers. NEMOH requires the
geometry of only the submerged part of the floating body, and this has a result that for these frequencies there
is a fictitious fluid motion inside the body, with the same free-surface condition as outside the body. This results
into a mathematical issue, since at the irregular frequencies, for the unknown source densities, the determinant
of the coefficient matrix goes to zero when the number of unknowns goes to infinity. This consequently leads
to large peaks in the calculated hydrodynamic coefficients as well as the force coefficients.

Until now, NEMOH has not been reinforced with a tool to deal with the irregular frequencies and therefore have
to be manually removed during the post processing of the results. This can be easily achieved using Equation
3.13, as was introduced by [45].

Wap = /g7y coth(vT)
%3 B (3.13)

2 (202 4 (202 =1,2.3... 3=1,2,3...
fy (L)—’_(B)’a 773 /B 773

Where L is the length of the rectangular box, B is the width and T is the dratft.
After the identification of the irregular frequencies, the affected areas are removed during the post-processing
of the results in MATLAB. After that, a smoothing function is used to interpolate the removed results. For this
project, the build in function of smoothingspline is used, with the automatically selected smoothing parameter
from the software itself. The importance of the removal of irregular frequencies will be also presented for the
validation cases. However, for the floater used for the solar boat, the first irregular frequency is located out of
the range of frequencies that are being analyzed as defined by its geometry.

3.3.6 Expansion of the Model

As it was mentioned multiple times until now, the fragmentation of the initial problem into smaller blocks was
pursued, in order to have smaller and easy to deal with problems. This is why until now the two geometries
analyzed have been a single floater and two connected floaters. Figure 3.13 presents the expansion of the
simulation model that perfectly matches with the original solar boat.
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(a) Original solar boat (b) Simulation model

Figure 3.13: Expansion of the simulation model to full geometry

As it is now clear, the simulation model consists of 4 floaters with dimensions given in Table 3.8 and the

corresponding horizontal offsets. Every floater is connected with the other two through a system of 6 springs
as presented in Section 2.5, with very high stiffness which represents a rigid connection. The location of the
main system of coordinates is selected exactly in the middle and plays an important role for the calculation of
the resulting moments by NEMOH.
For the needs of this project, the only direction for the incoming waves that will be analyzed is perpendicular to
x-axis. This assumption is required to guarantee that the execution time will stay within the limits of the project.
However, it also leads to the higher wave loading and thus yields the most conservative results for the drift
forces.
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3.3.7 Drift Force Density

As was shown in Figure 3.7, the JONSWAP spectrum can be used to express the energy density of the wave
in [m?2s] for every frequency analyzed. According to [39], this is described by Equation 3.14.

Ew)=-—=¢; (3.14)

Where, Aw is the frequency step used in NEMOH and ¢; is the wave amplitude. From this relationship, the
2
density of % (Figure 3.14) can be generated with the appropriate transformations.
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Figure 3.14: (2 /Aw density spectrum

The far-field approach gives as output the Quadratic Transfer Function (QTF) of wave drift force expressed
in [N/m?] for every wave frequency. Beginning from Equation 3.14, the components of drift force for every
wave frequency can be defined as follows:

11
E(w) = Aw?2 o
QG
=% =2.F(w)
Aw
I ¢ (3.15)
drift _ Sa | QTF
Aw Aw
o Fri
Farift total :/ watdw [V]
0

The above formula shows that by using the wave energy density spectrum, it is possible to calculate the
drift force at each wave frequency. Then, the total drift force is the summation of all individual components.
This sequence of calculations is actually enabling to fully incorporate the local environmental conditions in the
estimation of drift forces.

3.3.8 Overview of the Model

After reviewing all individual components, the overview of the model that this thesis is using to answer the main
research question is provided in Figure 3.15.
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Figure 3.15: Overview of the workflow for the calculation of the horizontal mooring force

As becomes obvious from the figure above, the methodology is mainly divided into 3 sub-stages regarding
the 3 different software used.
Initially the geometry is required as input in SALOME to generate the associated mesh. These two outputs
are now used as input in NEMOH, which takes the next step and calculates hydrodynamic coefficients, wave
exciting forces and Kochin functions.
The user has to manually insert the hydrostatic and connection stiffness matrices, which can be combined with
the added mass and damping coefficients, as well as the wave exciting forces, to generate the RAOSs for every
wave frequency analyzed.
Now, with the RAOs already computed and the Kochin functions given as output from NEMOH, the two com-
ponents of the horizontal drift force can be calculated with the far-field approach. The wind loads acting on the
solar panels and the free board of the floaters are calculated with the use of analytical calculations.
The wave energy density spectrum can be transformed to wave amplitude square spectrum and the multipli-
cation with the wave drift force QTF [V/m?] yields the drift force spectrum distribution over the range of wave
frequencies.
The total horizontal mooring force can be estimated as the summation of the wave drift forces and the wind
forces. The last step is the comparison of this force with the forces already acting on the wind turbine, with a
simultaneous check on the effect on the overturning moment.



4 Validation

This chapter presents four different reference cases which were used for the validation of the model. These
cases include: a single barge, two adjacent barges, two interconnected barges, drift forces with the far-field
approach on a sphere and a barge. The selection of these cases has been done to follow the gradually ex-
panded model. So, as it was already presented in Chapter 3, the first block is a single floater, the next one is
two floaters placed in close proximity and the third one is two floaters mechanically connected. The last block
is the calculation of the drift forces. By checking each building block of the model, it is reassured that the model
is producing accurate and reliable results.

4.1 Validation for a Single Barge

For the first and second validation case, the reference data that was used come from a study performed by Sun
et al. [97] and was focused on the analysis of the first and second order wave forces due to resonant waves
between two adjacent barges. In addition, another boundary element method software called DIFFRACT was
used for the generation of the mesh as well as the hydrodynamic calculations. The configuration that was used
for the analysis is indicated in Figure 4.1. For the first validation case, the configuration includes only a single
barge. The analytical properties of the rectangular boxes-barges are presented in Table 4.1. The inclusion of
a term for additional roll damping was made to represent the effects of viscosity, and the value was calculated
based on empirical models.

e

140 140

Figure 4.1: Configuration of the system for validations case 1 and 2

[97]
Property Value Unit
Length 280 m
Width 46 m
Draft 16.5 m
Vertical centre of gravity 16.5 m
Additional roll damping | 3.562- 10° | Nm/(rad/s)

Table 4.1: Properties of the barge for validation case 1

46
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4.1.1 Convergence Study

The first action towards the validation of the results of the model regards the number of the panels. As was
presented in Section 3.3.1, the generation of the mesh can be achieved with multiple number of panels that
are given as input from the user. In order to check which number of panels gives sufficient results, different
simulations were performed. As itis illustrated in Figures 4.2 -4.4, the number of panels has a significant effect
on the calculated wave exciting forces. More specifically, the simulations were performed for 6 different total
number of panels. The frequency range selected and presented here is the same as used in the original study.
It is important to note down here that any increase in the number of panels is accompanied with a drastic
increase in execution time. The corresponding execution time for every case is shown in Table 4.2.
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Figure 4.4: Convergence of roll moment of a single barge

Number of panels

Execution time (min)

264
344
562
706
1088
2824
3962

2.6
3.0
3.6
6.2
18.1
180.1
656.4

Table 4.2: Execution time for various number of panels

As is obvious from Figure 4.2 and Figure 4.3, the accuracy of model is not significantly influenced by the
selected panels. There are however two areas where extreme discrepancies compared to the reference data
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occur. As the dashed lines indicate these are the areas around the irregular frequencies and will be treated in
Section 4.1.2. Now, if attention is turned to Figure 4.4, it is apparent that high inaccuracies are documented
along the whole band of frequencies for every case of panels. After 1088 panels however, it looks like the
results have converged and are in good agreement with the reference data.

If this observation is counter-checked with the data of Table 4.2, it is completely justified to select 1088 panels
for the analysis. In the end, it is a trade-off between accuracy and computational time, with the case of 1088
panels being the most favorable. Therefore, results of following sections are generated for barges simulated
with a mesh of 1088 panels. This number of panels results to division of length, width and draft to 56, 10 and
4 panels respectively. The minimum wavelength that corresponds to the maximum frequency w = 1.4rad/s is
31m. This means that the ratio of the panel length (5m) over the minimum wavelength is 6.2.

4.1.2 Removal of Irregular Frequencies

As was already mentioned in Section 4.1.1, the areas close to irregular frequencies present high discrepancies
with the reference data. In Section 3.3.5, the analytical equations for tracking down these frequencies were
presented. With the use of these formulas, the first three irregular frequencies are found to be: 0.91rad/s,
1.17rad/s and 1.42rad/s. The most important value is the one of the first irregular frequency as it is certain
that no more irregular frequencies will be found below this value. Another comment that seems interesting is
that not every irregular frequency is influencing the excitation in every degree of freedom. So, sway force is
affected by the second irregular frequency, heave force is affected by the first and third while roll moment is
only affected by the second.

After the detection of the problematic frequencies, their values are removed and the data are smoothed with
a built-in function of MATLAB as explained in Section 3.3.5. The results of the exciting forces on the barge,
after the removal of irregular frequencies and for 1088 number of panels are presented in Figures 4.5-4.7. The
results calculated from the model in NEMOH are in great agreement with the results published from Sun et al.
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Figure 4.7: Roll moment on a single barge

4.1.3 RAOs of a Single Barge

After the validation of the wave forces that are exciting the barge, the next step includes the validation of the
motions due to these forces. These mations are expressed through the response amplitude operators, which
was thoroughly explained in Section 3.3.4. The RAOs give information about the motion of the barge at every
DoF per wave amplitude. Figures 4.8 and 4.9 validate that the motions of the barge computed with NEMOH

are in great agreement with the reference data. No comparison is possible for the roll RAO since data was not
published for this.
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4.2 Two Adjacent barges

After verifying the accuracy of the model for the case of a single barge, the next building block towards the
representation of the full solar boat, is the case of two barges placed in close proximity. The two adjacent
barges share the same properties are presented in Table 4.1 and their configuration is shown in Figure 4.1.
The spacing between the barges is set to be 18m. The purpose of this case is to capture the hydrodynamic
interaction of two bodies when placed close to each other. At first, the comparison and the validation of the
forces between a single and two adjacent barges is presented in Figures 4.10-4.12.
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Figure 4.12: Roll moment for a single and two adjacent barges

First of all, the results of the figures above, show that NEMOH is correctly used for the case of two adjacent

barges and the wave exciting forces are in great agreement. Moreover, a new peak about 0.58rad/s has
occurred for sway force for the case of two barges. Barge 1 is the barge considered upwave of Barge 2 in this
analysis. The value at the peak has became larger than double of the force acting on a single barge. Barge 1
is still experiencing about 16% larger horizontal force along y-axis as can be seen in Figure 4.10. Same peaks
have been developed also for the heave force and roll moment. Interestingly enough, in both Figures 4.10 and
4.12, after the aforementioned pick, the second barge is experiencing almost zero excitation in sway and roll
respectively. As the frequencies are increasing and thus the wave length is decreasing, it seems like the first
barge is absorbing more energy of the waves and thus reducing the effect behind it. Even though this trend
is continuing, a spike of excitation appears around 1.3rad/s. As it is explained in [97], this happens due to a
trapped standing wave in the gap between the two barges.
Once the wave forces exerted on two barges have been validated, the next component that needs validation
are the motions of the two barges. These motions are illustrated in Figures 4.13 and 4.14. Again, a comparison
between a single and two barges is included. The RAO in roll has been left out since no reference data where
included in the report published by Sun et al.
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The results show that the case of two barges placed in small proximity has been correctly implemented
through the model. Throughout the whole frequency range, the agreement of the published and calculated
results is good. Next to that, the peak that was observed in the force plots is not influencing the motion in sway
and only a higher vertical motion is noticed for the barge that is placed upwave.
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4.3 Two Connected Barges

Until this point, the validity of the model has been checked for two cases: a single body and two adjacent
bodies. The next block towards the representation of the full solar boat is the mechanical connection of two
bodies. For this reason, a study published again by Sun et al. [96] and was mainly focused on the responses
of interconnected floating bodies will be used for reference. Data made available by Newman in 1994 [77] are
also included. The configuration of the system is presented in Figure 4.15. The barges are considered to have
a rectangular shape and mass is distributed uniformly. Once again DIFFRACT has been used for meshing the
geometries and the analysis is focused only in head waves (waves propagating along the x-axis).

z
| 40 | | 40 |
0 X
- Barge 1 —0— Barge 7
10

Figure 4.15: Configuration of the system for validation case 3 [96]

4.3.1 Hinge Connection

The first validation case regards the connection of the two barges with a bar of 10m length, which has a hinge
half way along. As a consequence, it allows rotation around y-axis. In the model developed in this project
where the connection is represented with the use of springs, this type of connection is achieved by setting the
spring stiffness around y-axis to be zero. Figures 4.16 and 4.17 present the results of the model as well as
the reference data. Figure 4.16 illustrates the vertical motion of the hinge per wave amplitude for a range of
periods, while Figure 4.17 illustrates the vertical force acting on the hinge per wave amplitude. For the model,
the middle point of the connection can be calculated using the motions of either barge 1 or barge 2. The figures
include both results as a safety check that the springs model is correctly implemented. The results seem to be
in good agreement.
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Figure 4.16: Vertical motion of hinge connection Figure 4.17: Vertical force of hinge connection

4.3.2 Rigid Connection

The second validation case regarding the connection regards a rigid connection. The methodology followed is
the exact same as in Section 4.3.1. This time however, the stiffness of the rotational spring around y-axis is set
to 10° rad/m in order to prevent any rotation. This type of connection is also the one that exists between the
various floaters of the solar boat. The two same results concerning the motion and the force per wave amplitude
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on the connection are presented in Figures 4.18 and 4.19. Finally, Figure 4.20 shows the interesting fact that the
vertical forces at the connection are the same regardless of the presence or absence of the hinge. The vertical
forces in the connection are the summation of wave exciting forces, inertia forces due to the responses of the
vessels and finally due to hydrodynamic radiation forces. The wave forces remain the same for both cases.
However, the other components are linked to modes of response that are either symmetric or anti-symmetric
with respect to the vertical plane. Due to the symmetry of the geometry of the problem, the responses in the
symmetric and anti-symmetric modes are coupled. The insertion of the hinge on the plane of symmetry only
affects the symmetric modes of response. The vertical force however is only affected by the anti-symmetric
modes and therefore the force is unaffected.

In conclusion, computed results of the model are in good agreement with the reference data.
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Figure 4.20: Vertical force on a hinge and a rigid connection

4.4 Drift Forces

The last validation case regards the calculation of the drift forces with the use of the far-field approach. A
thorough explanation of the approach as well as the formulas that govern it can be found in Section 2.7.3. Two
different cases were selected to compare the results and these are a floating sphere and a barge.

4.4.1 Drift Forces on a Sphere

The first case entails a floating sphere with a radius of 1m located in water of infinite depth. The reference
data were published from Kudou in 1977 [58] and were calculated with the use of analytical formulas. For
the hydrodynamic simulations, 1580 panels were used, which resulted to a ratio of minimum wavelength over
panel length (0.05m) equal to 49.4 (compared to 6.2 for the single barge). As Figure 4.21 confirms, the model
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is correctly predicting the drift force acting on the sphere. The vertical axis is has been normalized and is non-
dimensional while another normalization has been used for the horizontal axis as the multiplication of the wave

number k with the radius of the sphere R.
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Figure 4.21: Drift forces on a floating sphere

4.4.2 Drift Forces on a Barge

Another case used for the validation of the model is the one of barge exposed in head waves as published by
Pinkster in 1980 [79]. In his study he used analytical formulas of the near-field approach which he verified with
experiments. The barge has a length of 150m, a width of 50m, a draft of 10m and a displacement of 73,750m3.
The results were produced for a water depth of 50m and the directions of the waves was perpendicular to
y-axis (head waves). Figure 4.22 presents the comparison of the computed and the reference data in terms of
normalized drift force expressed in Newtons and a normalized frequency expressed in rad. The normalization
was kept the same as published by Pinkster. For this analysis, the number of panels were 1368 and this resulted

to a ratio of minimum wavelength (15.41m) over panel length (2m) equal to 7.7.
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Figure 4.22: Drift forces on a barge at head waves

As it is becoming directly obvious from Figure 4.22, the results of the model are not precisely coinciding
with the reference data. The two main observations here are: a mismatch in the maximum drift force and
a mismatch in the frequency where the maximum occurs. More specifically, the reference data recorded a
maximum normalized drift of 1.29 while the results of Nemoh recorded the maximum value at 2.42. As far
as the peak frequency is concerned, results of Pinkster show a normalized peak frequency at 1.91rad while
Nemoh shows at 1.22rad. If these values are converted again back to frequencies a value of 0.93rad/s and
0.59rad/s occur respectively. The explanation for this discrepancy in this case was not able to be found. For
the case of the floating sphere analyzed in Section 4.4.1, the computation of the RAOs was performed in an
uncoupled fashion since the motions of the sphere are not coupled due to its symmetric geometry. This was
not possible to be applied for the case of the barge. Another possible source of error is that the affect of the
phase angle of each RAO was not captured correctly due to the inherent conventions of Nemoh.
Despite the fact that the validation of the drift forces on the barge was not completely successful, it is considered
that it gives a good estimation of the order of magnitude of the forces. Therefore, the far-field approach is still
applicable in this project for the estimation of the drift forces. However, special attention should be paid in later
stages of the design to reassure that the calculated second order forces are reliable. The two sources of error,
maximum value and peak frequency, are selected to be two parameters in the simplified sensitivity analysis
which follows. In this way, the effect of these errors can be quantified. As a concluding remark, any further

analysis should have as a prerequisite the correct implementation of the far-field approach.



5 Results

In this chapter, results regarding first order and mean drift wave forces will be presented. The different blocks
concern the following geometries: a single floater, two adjacent floaters, two connected floaters, four adjacent
floaters and four connected floaters. These five different blocks have been selected to gradually create the full
geometry of the solar boat. The intermediate steps have also been validated in Section 4, so that concrete
results are obtained. At the end of this chapter, a comparison is made between the potential mooring force and
the already existing wind turbine forces. For this comparison, five different scenarios are selected to estimate
the impact of different components

5.1 Single Floater: 1st Order Wave Forces

The dimensions of the floater are given in Table 3.8. The waves considered in this analysis are beam waves
and therefore the resulting forces are almost exclusively excited in sway, heave and roll. The frequency range
is selected to be from 0 to 6rad/s as this is where energy from the waves is expected according to Figure 3.7.
Figures 5.1-5.3 illustrate the convergence study performed for the case of a single floater for 4 different meshes.
The selected numbers were 416, 778, 1368 and 2019 panels respectively. And their corresponding execution
times: 4.75, 12.3, 45.75 and 114.7mins. The number of panels selected to be used further in the analysis is
1368, as the results have already converged for this number and has also an execution time that will allow for
the expansion of the model to more complicated systems.

One thing to note down here is that there are no irregular frequencies present in the analyzed frequency
range. And this is also confirmed by the analytical formulas which predict the first irregular frequency at 7.5rad/s.
Therefore, no special treatment is required here to identify and smoothen the influenced areas. As was analyt-
ically presented in Section 3.3.5, the irregular frequencies are a function of the dimensions of the floating body
and the incoming wave length. Apparently, the floater is so small that these frequencies only appear for very
short wave lengths.
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Figure 5.3: Convergence of roll moment on a single floater

After the calculation of the wave exciting forces and the selection of the number of panels, the calculation
of the motions of the floater per wave amplitude can follow according to the EoM. It was selected to use 1368
panels for the analysis of the floater. This corresponded to 42, 12 and 8 panels in length, width and draft.
The analyzed frequency range yields a minimum wavelength of 1.71m. Therefore, the ratio of the minimum
wavelength over the panel length (0.05m) is equal to 34.2, compared to a value of 6.2 used for the single barge.
These motions are presented in Figures 5.4-5.6.
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From the figures above, it is obvious that the maximum vertical motion occurs at about 4rad/s while for
the case of a single barge this peak was at 0.53rad/s (Figure 5.5). These peaks should correspond to the
eigenfrequencies of the system in the respective motion given by the formula:

C33
P d 5.1
Was - [rad/s] (5.1)

Using Equation 5.1 and data produced by NEMOH for the added mass as well as computed data for the
mass and the hydrostatic stiffness in heave, the following values are generated: 4.03rad/s for the floater and
0.54rad/s for the barge. This is a check that confirms that the generated plots are correctly capturing the physics
of the problem. This big shift in the frequency where the heave peak occurs is correlated to the incoming wave
length. Higher frequencies correspond to shorter waves. For the case of the barge, which has a width of 46m
the resonance occurs at low frequencies and thus long waves. More importantly, the area around the natural
frequency is characterized by motions dominated by the damping term. This means that high resonance can
be expected when damping is small. After the peak, the waves are getting smaller compared to the width of the
structure and consequently lose their influence. This is also true for the floater, but now the peak only occurs
after 4rad/s when the length of the waves has already dropped too much. Until that point, the floater is too
small that is just following the elevation of the wave. Taking a look at the ratio of the wave length to structure
width, the following numbers occur: 4.8 for the barge and 6.6 for the floater. So even though the resonance for
the floater occurs at a very smaller wave length, the ratios do not match perfectly.

5.2 Adjacent Floaters: 1st Order Wave Forces

The next block after the computation of the first order wave forces and the corresponding responses of a single
floater is the expansion to two adjacent floaters. The distance at which these floaters are placed is regulated
by the dimensions of the solar boat and is equal to 4.226m from the inner sides of the floaters. As was already
noticed in Section 4.2, there is strong interference between the two bodies when placed in small proximity.
Figures 5.7-5.9 present a comparison of the excitation forces for the case of a single and the case of two
adjacent floaters.

It is reminded here that floater 1 is placed upwave of floater 2, so it is the one confronting first the wave.
Starting with Figure 5.7, the maximum sway force that occurs now for the first floater reaches up to 19.7kN/m
at a frequency of 4.2rad/s. The maximum horizontal force for the second floater is also present at the same
frequency but has an amplitude of 14.2kN/m. For the case of the single floater the maximum force is 13.3kN/m
and occurs at a frequency of 3.97rad/s. So, an increase of 48% and 6.7% is recorded for floater 1 and floater
2 respectively. Additionally, a periodic appearance of new peaks and troughs is recorded. Table 5.1 contains
information on these frequencies, the corresponding wave lengths and the ratio of these lengths over the width
of the structure.

Peak frequency [rad/s] \ Wave length [m] \ Wave length/Width of the floater [-]

3.45 5.18 8.81
4.17 3.54 6.02
4.89 2.58 4.39
5.52 2.02 3.44

Table 5.1: Sway peaks for two adjacent floaters

If the values of the last column of Table 5.1 are compared with each other, an almost constant factor of 1.37
is found. So, it seems that the peaks in sway force can be traced back as multiples of the ratio of the incoming
length over the width of the structure.

Figure 5.8 gives an overview of the heave forces exerted on the two floaters with however small increase in
amplitude compared to the case of a single floater. Once again, the first floater experiences about 20% higher
forces at the peaks that are occurring again due to the interaction of the bodies. These peaks do not correspond
to the same frequencies as in sway and are not as narrow.

Finally, for the case of excitation in roll as presented in Figure 5.9, the behavior is the exact same as sway
force with the maximum moment for floater 1 being 50% larger compared to the single case. The increase in
maximum excitation in roll for floater 2 is only about 6%.
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Moving a step forward, after getting the excitation forces, the computation of the relevant responses of the
floaters is presented in Figures 5.10-5.12.

Starting with Figure 5.10, the general behavior of the floaters is the same in both cases. However, after

3.6rad/s there is a significant reduction of approximately 50% in the response of the downwave floater. The
upwave floater seems to oscillate around the sway motion of the single floater with values differing up to 30%.
Moving to Figure 5.11, the main focus is being drawn to the maximum vertical motion. For the case of the single
floater the maximum response is 2.59m per wave amplitude. For the case of two adjacent floaters, floater 1 is
recording a maximum vertical motion of 3.67m/m and floater 2 of 2.94m/m. So, there is an increase of 42%
and 14% for the upwave and downwave floater respectively. After the occurring peak in heave however, floater
2 is presenting smaller responses compared to the case of a single floater.
Finally, the RAO in roll according to Figure 5.12, presents the same trends as sway, with decreased motions of
floater 2 after the frequency of 3.6rad/s. Again, the amplitudes of the motions of floater 1 are oscillating around
the values of the single floater. To conclude, all the three aforementioned figures demonstrate that the upwave
floater is operating as a wave attenuator for the second floater which is excited significantly lower. Interesting
is the fact that the responses of floater 1 are exceeding those of a single floater and this can related to the
radiated and diffracted waves coming from floater 2, creating a complex wave field in the gap.
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Figures 5.13 and 5.14 illustrate the phase angle of sway and roll motion respectively. This is done in an
attempt to identify a potential connection between the peaks and troughs present in Figures 5.10 and 5.12. The
phase angle is expressed in rad for every frequency analyzed in this report. However, no clear conclusions can
be formed from these figures.
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5.3 Two Connected Floaters: 1st Order Wave Forces

After presenting the results for the case of two adjacent floaters, the next block is the mechanical connection
of these floaters. In this case, the hydrodynamic simulations are the exact same. However, during the post-
processing of the results, the stiffness matrix of the connections is added as a new component in the EoM. The
analytical explanation of this procedure has been performed in Section 2.5. For that reason, the presentation of
the wave exciting forces is not needed since they are the same. However, the addition of the connection through
the very stiff springs has a significant influence in the resulting responses. These responses are illustrated in
Figures 5.15-5.17. In these figures the results both for the case of two adjacent floaters and the case for two
adjacent connected floaters are included, to draw some conclusions on the effect of the connection.
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Figure 5.17: Roll RAO on two connected floaters

Starting with Figure 5.16 and the vertical response of the two floaters, it can be said that the behavior of the

floaters has not been significantly affected. A 6% decrease in the maximum heave motion has been recorded
for the upwave floater while a 13% decrease occurred for the downwave floater. Despite the connection, the
floaters were free to move vertically independently due to the phase difference of the incoming wave in the
motions.
Figures 5.15 and 5.17 are perfectly capturing the addition of the connection. As it can be noticed from these
figures, the two connected floaters are now moving as a rigid body. The response in sway is now the same for
the two floaters, with the remarkable fact that for some frequencies the motion is completely canceled. More
specifically, at 2.49rad/s the system is experiencing zero sway motion and at 4.11rad/s the sway motion is
only 0.1m per wave amplitude. This comes a result of the complicated interaction of the two bodies and the
difference in the phase of the exciting forces. Let's take a look now at the phase angle of sway for the two
bodies (Figure 5.18).
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Figure 5.18: Phase angle of sway for two floaters

The two frequencies that present interest from this figure are at 2.6rad/s and 4.1rad/s, as these are the

frequencies where the force is changing direction. The second value is the exact same where the high decrease
is observed in Figure 5.15, while the first value is slightly larger (2.6 compared to 2.49). Even though it has
not been completely proven, the change of the signs in the phase angle is a good indicator for the behavior of
sway motion.
Focusing now on Figure 5.17, the same behavior is now observed for the response in roll. The connection is
now forcing the two floaters to rotate together as a rigid body. The general response has decreased compared
to the case of two not connected floaters, with a slight increase of about 15% in the peak value at 4rad/s. Again,
there are two frequencies for which the motion is completely canceled: at 3.6 and 5.1rad/s. Figure 5.19 is again
illustrated to check if something noticeable happens at these frequencies. However, the results presented do
not demonstrate any correlation between these cancellations and the phase angle of roll.
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Figure 5.19: Phase angle of roll for two floaters

5.4 Four Adjacent Floaters: 1st Order Wave Forces

The next block in the representation of the full geometry is the simulation with four adjacent floaters. The exact
configuration of the model can be found in Section 3.3.6. The offset in x direction is 2.82m while the one in 'y
direction is 4.226m.

Figures 5.20-5.22 illustrate the comparison of the wave exciting forces for the case of two and the case of four
adjacent barges.

The first comment that has to be made after the presentation of these figures is that in the configuration with
the four floaters, the two upwave floaters 1 and 3 as well as the two downwave floaters 2 and 4 experience the
exact same excitation. This happens because the wave direction analyzed here is along the y axis, the pres-
ence of a second row of floaters along the x axis does not influence the wave field. However, the hydrodynamic
interaction is captured since the results are different from the case of the two floaters.
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Figure 5.22: Roll moment on 4 and 2 floaters

Starting from Figure 5.20, the maximum force in sway for the case of 4 floaters and the first row of floaters
(floaters 1 and 3) is occurring at 4.9rad/s and is only 3% smaller than the case of two floaters. For the second
row of floaters (floater 2 and 4) the maximum excitation is occurring again at 4.9rad/s with an amplitude 5%
lower than the case of two floaters. The general trend for the sway force shows that the presence of two extra
floaters is reducing the sway forces, in a very low degree.

Figure 5.21 shows the comparison of heave excitation for two and four floaters. The oscillations of the ampli-
tude do not allow for any safe conclusion. However, it is noticeable that after a frequency of 4rad/s the vertical
forces of the four floaters are starting to converge with the case of two floaters. This can be explained by the
fact that the wave lengths are becoming so small that the interaction along x-axis is no longer impactful.
Figure 5.22 presents the excitation around y-axis for the two cases of two and four adjacent floaters. The be-
havior of the excitation is similar to the excitation in sway (along y-axis). For the case of four floaters and the first
row of floaters, meaning floater 1 and 3, the maximum roll moment reaches up to 2.3kNm per wave amplitude.
The same value for the upwave floater in the configuration with two floaters is at 2.4kNm per wave amplitude.
Only a slight decrease of 4% is recorded between the two cases. The maximum roll moment for floaters 2 and
4 reaches up to 1.6kNm/m. For the case of two floaters, this value is 1.7kNm/m. Therefore, a small decrease of
6% is recorded. In conclusion, the presence of two extra floaters is slightly decreasing the excitation in roll. Once
again, as the frequency is increasing and the wave length is decreasing, the two cases are starting to converge.

The final block regarding the first order wave forces is the calculation of the RAOs for the four connected
floaters. This is presented in Figures 5.23-5.25. The results of the previous analysis of the case of two con-
nected floaters are also illustrated to allow for a comparison with an additional row of floaters.

Regarding sway motion, as presented by Figure 5.23, only two lines are visible because the connection
has forced both of the configurations to move as a rigid body along the y axis. Moreover, for both the case of
two floaters as well as the case of four floaters the horizontal motion is almost identical for the whole range of
frequencies analyzed.
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Figure 5.24 shows that for the case of four connected floaters, the first row (floaters 1 and 3) and the second
row (floaters 2 and 4) are oscillating together. When it comes to the comparison with the case of two connected
floaters a decrease in maximum amplitude is observed. More specifically, the upwave row of floaters presents
12% lower motion at resonance. Next to that, the downwave row of floaters shows a decreased peak in heave
RAO by 24%. In general, for the case of the four connected floaters the four floaters have almost the same
maximum vertical displacement.

Finally, for roll motion presented in Figure 5.25, it is obvious that the configuration of the four floaters is recording
higher motions. The maximum rotation around x axis has been increased by 60% and this reveals a significant
impact of another row of connected floaters. The motions are still canceling out at the frequencies of 3.6 and

5.1rad/s.

The last set of figures marks the end of the analysis regarding 1st order wave forces. A thorough presentation
of the effect of adding more floaters in close proximity has been performed. The mechanical connections have
been implemented correctly and the connected floaters are moving as a rigid body. This means that motions
along y axis and rotations around x axis are the same for all the four floaters of the solar boat.

5.5 Drift Forces

This section is focusing on the presentation of the results regarding the second order mean drift force. The
background and the formulas governing the far-field approach were explicitly treated in Section 2.7.3. Again
the cases presented here will correspond to the building blocks of the model and the will include drift forces on
a single floater, two floaters, four floaters as well as a comparison with a reference barge.



CHAPTER 5. RESULTS 65

5.5.1 Single Floater: Drift Force

Starting with the case of a single floater, Figure 5.26 illustrates the horizontal drift force along the y-axis, since
the component along x-axis is zero due to the 90° incoming waves. The force is expressed Quadratic Transfer
Function (QTF) of the wave drift force, expressed as drift force per wave amplitude squared and is given for the
analyzed range of frequencies from 0 to 6rad/s. This come as a consequence of the fact that the RAOs were
analyzed within this range, and that was the input for the calculation of drift forces. Additionally, almost no wave
energy is expected after 6rad/s and therefore the analysis is considered sufficient. Figure 5.27 contains the
normalize drift force using the displacement V of the floater for the normalization factor. A similar normalization
has been performed for the horizontal axis of frequencies. The purpose of this normalization is to later compare
how the drift forces are affected by the submerged volume of the configuration.

Normalized drift force of a single floater
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Figure 5.26: Drift force on a single floater Figure 5.27: Normalized drift force on a single
floater
From Figure 5.26, a maximum value of 14.7kN/m? for the horizontal drift force is recorded. The frequency
where this peak occurs is at around 5.1rad/s. Interestingly enough, almost zero force is expected for frequencies
below 3rad/s. So long waves mainly affect the first order excitation while drift forces are increasing as the waves
are getting shorter. After the normalization, the peak value is now 3.82 according to Figure 5.27.

5.5.2 Two Floaters: Drift Force

Scaling up from a single to two floaters, the results are illustrated in Figures 5.28 and 5.29. In these figures,
both the results for connected and not connected floaters are included, to draw some conclusions regarding the
influence of the connection on the drift force. Starting from the maximum drift force, it is recorded that the peak
value is 28.9kN/m? for the adjacent floaters and 29.94kN/m? for the case of connected. The corresponding
frequencies where the maximum occurs are 4.95 and 5.1rad/s respectively. The overall behavior of the drift
force for the two cases is that there is a small reduction between the frequencies 4-6rad/s for the configuration of
the connected floaters while the maximum value is remaining almost the same. The normalized drift force has
now increased to 5.98 for the adjacent floaters and 5.92 for the connected floaters. These values are almost
56% larger than the normalized forces of the single floater. For the maximum drift force, the results show that
the addition of one extra floater in the analysis, impacted the maximum value by almost doubling it. The exact
increase was found to be 97%, indicating nearly a linear relation.

5.5.3 Four Floaters: Drift Force

The last case regards the four floaters, both connected and not. Results are presented in Figures 5.30 and
5.31. The plots look almost identical for the case of the two floaters with a logical increase in amplitude for
the drift force. More specifically, for the case of the connected floaters, the maximum values has climbed
up to 65.46kN/m?2, in comparison to 29.94kN/m? for the two connected floaters. This is an increase of 126%
confirming thus that the relation of drift force with the displaced volume is not linear. The frequency at which the
maximum occurs is 4.94rad/s, perfectly matching with the peak frequency of the two floaters. When looking at
Figure 5.31 and the normalized drift force, the maximum value for the case of connected floaters is 10.75 and
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for the case of not-connected floaters 10.34. This indicates that when the floaters are moving independently
from each other, their interaction leads to slightly lower second order forces.
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5.5.4 Comparison of Drift Forces

After the analysis and presentation of all individual cases, it is valuable to show a picture with the overview of
the drift forces. For this purpose, all the cases with the floaters have been included, as well as a reference case
of a barge to use for comparison. This barge is the barge used in Section 4.4.2 for the validation of drift forces
but now it has been analyzed under the effect of beam waves, as this is the same condition for the floaters.
Table 5.2 is giving a comparison of the dimensions for the two floating bodies.

Parameter | Floater | Barge
Length (m) 2.1 150
Width (m) 0.588 50
Draft (m) 0.36 10
Displacement (m?) | 0.445 | 73,750

Table 5.2: Comparison of the dimensions of the floater and the barge

As it is obvious from Table 5.2, the submerged part of the barge is 1.7 x10° times larger than the one of the
floater. Figures 5.30 and 5.33 illustrate the results in terms of drift and normalized drift forces.
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Isolating the values of Figure 5.32 for the single floater and the barge it is recorded that: the maximum drift
force for the floater is 14.68kN per wave amplitude squared while for the barge it goes up to 1167kN/m?, being
80 times larger. Now, regarding the peak frequency, for the floater it is at 5.1rad/s while for the barge 0.66. This
means that for the wider structure (barge), the maximum drift force occurs for a longer wave. It makes sense
therefore to check the ratio of the wavelength for which the maximum occurs over the width of the structure.
This ratio is 4.0 for the floater and 2.8 for the barge. Even though these numbers present a certain deviation,
they can give an approximate indicator for the wavelength and therefore the wave frequency at which the max-
imum horizontal force may occur. Additionally, for the 3 different cases of the floaters it is observed that the
addition of floaters is generating an increase in the drift force but not in an linear manner. This is accredited to
the complex interaction between the floating bodies
Figure 5.33 presents special interest regarding the normalized drift forces. It is reminded here that the normal-
ization has been achieved using the V'/3 to get a non dimensional value. For the cases of the floaters, the
addition of one extra floater leads to an increase by 55% on the maximum normalize drift force. The addition of
an extra row of two floaters leads to a 82% increase. The most interesting fact however lies in the comparison
of the normalized drift force on the floater and the barge. As explained earlier, every extra floater leads to a
significant increase in the force. That means that more displaced volume leads to higher forces. However,
for the case of the barge that has 1.7x10° larger volume, the normalized drift force is just 45% larger from
the single floater. The draft of the barge is 10m while the draft of the floater is just 0.36m. This consequently
means, that adding bodies or increasing the displacement close to water surface leads to a direct increase
the drift force. However, an increased displacement that goes way deeper from the waterline has just a minor
effect. This behavior is totally explained by the fact that most of the wave energy is concentrated close to the
waterline.

5.6 Expansion of Forces to Solar Unit

Until now, the analysis of the second order forces has been focused on four floaters that consist the solar boat
of GroenLeven. Together with the analytical calculations for the wind forces the following results have occurred
(Table 5.3) that regard the two forces acting on a solar boat. As the drift force is expressed in Newtons per wave
amplitude squared, it is required to make an estimate of the wave amplitude. This is done using the maximum
wave steepness ratio, that regulates that the wave height cannot exceed the 1/7 of the wave length in deep
water conditions [39]. With an estimated wave height, the maximum drift forces, expressed in Newtons, on a
solar boat can be computed. The total force acting on a solar boat is the summation of the wave drift forces
and the wind forces acting on the solar panels and the freeboard of the floaters. Now, a comparison with the
forces already acting on the wind turbine and the corresponding overturning moments is possible. An overview
of these forces is illustrated in Figure 3.8. It is important to note that the maximum wind forces on the wind
turbine have been calculated for a wind speed of 2.5 x average wind speed as described in Section 3.2.4.

The next step is to expand these forces to a whole solar unit consisting of 20 rows and 20 columns of solar
boats, leading to a total of 400 solar boats. The most conservative approach is adopted in this project, as the
solar unit wave forces are computed after the simple multiplication of the number of panels with the wave forces
acting on a solar boat. Regarding the wind forces, it is assumed that only a percentage of the force is acting on
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the rows behind the first row of panels due to the sheltering effects. The sheltering coefficients can be found
in Appendix B, in Table B.3 for the wind force acting on the panels and in Table B.4 for the wind force acting
on the floaters. Therefore, the total wind force on a solar unit can be described by the following equations. It is
reminded here that every solar boat has two rows of floaters.

Ftot,wind,panels = (Fwind,panels + Fwind,panels * Cshelt,anrowpanels+
Euind,panels * Cshelt,37’drou;panels+

Fwind,panels * Cshelt,3>37'owpanels * (Ncolumns - 3)) * Nrows,panels

Ftot,wind,floaters = (Fwind,floaters + Fwindfloaters * Cshelt,Qndrowfloaters+
Fwind,floaters * Cshelt,3rdrowfloaters+

Fwind,floaters * Cshelt,3>3rowfloaters * (Ncolumns) * 2 — 3) * Nrows,floaters

The total forces of the solar boat have been computed for the maximum drift forces which is again rather
a conservative approach. Additionally, the wave drift forces and the wind forces acting on the solar units have
resulted for a wind speed of 30m/s (50 year return period) and a wave state with a significant wave height
of 1.70m and significant period of 4.34s. Therefore, it is again a conservative approach since the maximum
mooring force occurs for differnt wind speeds compared to the maximum turbine forces.
According to Figure 3.3, every solar unit can be moored to 5 wind turbines along the x-axis which yields the
most extreme results. In the other direction, more wind turbines can contribute and share the mooring force.
As a result, the total forces acting on a solar unit can be divided by 5 to yield the final total mooring force acting
on a wind turbine with an arm of 12.5m with respect to the base of the foundation.

As was analytically explained in Section 4.4.2, during the validation of the horizontal drift force on a barge,
there were two types of mismatches: a mismatch in the maximum amplitude of the force and a mismatch in
the frequency of the maximum occurs. The first mismatch has a direct impact on the total forces of the floating
solar unit while the latter has an indirect impact through the calculated wave amplitude. Therefore, these two
parameters are used as basis for Case 2 and Case 3 that will follow. Case 1 includes the comparison of the
forces using direct results obtained in Section 5.5.3 for the maximum force and the frequency where this value
occurs. Case 2 is using the assumption for the influence of the maximum amplitude as resulted from Figure
4.22. Case 3 is using the same results to make assumption for the peak frequency. Case 4 is introduced to
calculate and compare the total forces of a solar unit, after taking into account the sheltering effects that the
downwave boats are experiencing. Finally, a fifth case is presented where the total drift force is calculated based
on the drift force density spectrum instead of the maximum value. This is performed to take into consideration
the local environmental data. The presentation of every single case follows. For the comparison of the forces
and moments, the ratio of the mooring forces over the other forces acting on the wind turbine is going to be
used. A threshold of 15%-20% is arbitrarily used to serve as a reference point for the various plots.

Parameter Value | Unit
Maximum Drift Force | 65.46 | kN/m?
Peak Frequency 494 | radls
Peak Wave Amplitude | 0.18 m
Wind Load Panel 653 N
Wind Load Floater 164 N

Table 5.3: Summary of forces of a solar boat
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5.6.1 Case 1: Maximum Forces

As was explained previously, the first case regards the calculation of the ratio of the forces and the moments
for the maximum value of the drift forces as computed for four connected floaters. Figures 5.34-5.37 illustrate
the computed results. The first two plots are expressed in terms of total number of solar boats per floating solar
unit, while the bottom row of figures is expressing the results in terms of installed capacity. All figures include
these five components: the existing force/moments on the wind turbine, the forces/moments of the mooring
force for various number of boats (with 400 boats corresponding to the base case design and indicated with the
star marker), the ratio of mooring force/moments over the existing forces/moments, a green stripe representing
the threshold of 15-20% of this ratio and finally a pink stripe highlighting the base case scenario. For Case
1 and the base case scenario, the mooring forces reach up to 180kN and the corresponding moments up to
2.2MNm. From these forces, only 5% belongs to wind forces acting on the solar boats. Finally, the ratios of
mooring over the existing forces and moments are 1.64 and 0.60 respectively. It can be said that Case 1 leads
to high loading but even though the ratio of the forces is high, the moment ratio is considerable lower. This fact
has its explanation at the arm at which the forces are acting. The majority of the wind forces are acting close
to the hub height of the wind turbine at about 47.5m from the ground, while the mooring forces have an arm of
12.5m and this is the worst case scenario since it corresponds to the maximum water level.
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5.6.2 Case 2: Assumption for Maximum Amplitude

The second case regards the adaptation of the maximum drift force on four floaters. According to Section 4.4.2
and specifically Figure 4.22, there is a deviation of 53% between the value computed with NEMOH and the
reference data. This value is used to recalculate the forces on a solar boat and then a simple multiplication
gives the expanded forces all over the floating solar unit. Figures 5.38-5.41 present the calculated results for
the ratios of forces and moments. The mooring force has now dropped to 120kN while the mooring overturning
moment has now declined to 1.5MNm. For Case 2, the wind forces on the panels and floaters account for
only 8% of the total mooring force. So, once again the governing influence is coming from the wave excitation.
Finally, for a solar unit of 4.1MW the ratio of the mooring forces over the existing wind turbine forces has reached
avalue of 1.1, noting therefore a 33% lower value compared to Case 1. The ratio of moments has now become
0.4 corresponding also to a 33% lower value. In conclusion, even if the assumption for the maximum drift force
is made, the mooring forces are still way too high to consider the proposed mooring system feasible.
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5.6.3 Case 3: Assumption for Peak Frequency

The third case has been selected in order to account for the mismatch of the frequencies where the maximum
drift force occurs. According to Figure 4.22, the reference data presents a peak at a normalized frequency
of 1.91 while for the results computed by the developed model this value is 0.59. Converting these values
using the normalization factors of displacement and gravity acceleration, they correspond to 0.9 and 0.28rad/s.
Therefore, a mismatch of 60% has occurred for the peak frequencies. If this mismatch is traced back to the
computation of the maximum wave height using the steepness ratio, the following results as illustrated in Figures
5.42-5.45 occur. With the adopted assumption of peak frequencies, the mooring force is now equal to 38kN
and the corresponding mooring moment has dropped to a value of 0.48MNm. When compared to the values
of Case 1, they account only for 21% of the forces and moments respectively. The ratio of mooring forces has
now decreased to 35% and the ratio of mooring moments has dropped down to only 13%. If a comparison
is made between the drift forces and the wind forces of the solar boat, the wind forces account now for 25%
of the total load. The assumption adopted for this case has significantly reduced the loading coming from the
potential mooring line, with the forces still being above the threshold but with the moments laying significantly
lower. It can be said that influence of this assumption is so large, because it is actually influencing the wave
height which is then squared before multiplied with the drift forces. This square factor is causing this noticeable
drop in mooring forces.
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5.6.4 Case 4: Assumption for Sheltering Effects

As it has been stated multiple times in this report, the expansion of the forces to the solar unit is rather con-
servative because they are just scaled with the number of solar boats. The fourth case has been selected
to investigate what is the influence of the sheltering factor in the total mooring forces. It has been selected
here to use the factors as follows: the first row of floaters is experiencing the full drift force, the second row is
experiencing only 70% of the initial value, the third row is subjected to 60% of the starting drift force and every
row behind the third row is experiencing only 50% of the starting value. If these coefficients are compared with
the coefficients used in Section 2.5 for the analytical wind loads, they are significantly larger and thus provide
once again conservative results.

Figures 5.46-5.49 illustrate the results for the ratio of forces and moments for Case number 4. Starting from the
forces and Figure 5.47, the base case design of 400 solar boats leads to 102kN being 57% of Case 1. The ratio
of the forces has now dropped to 92% deviating again by a large margin from the threshold of 20%. Moving to
Figure 5.47, it is observed that now the mooring moments are 1.3MNm corresponding to 59% of the starting
scenario of maximum drift moments. The consequent ratio of moments has now turned to 35% of the existing
moments of the wind turbine. Finally for Case 4, the wind loads contribute only 9.3% to the total mooring force.
In conclusion, Case 4 presents decreased values but the forces are still too large for the implementation of the
system.
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5.6.5 Case 5: Drift Force Density Spectrum

The final case is introducing a new method to calculate the total mooring forces. For this purpose, the drift
force density spectrum is used. The exact description of the method can be found in Section 3.3.7 but a quick
explanation is following here. The wave energy density spectrum can be converted to a density spectrum of the
ratio (2 /Aw with the appropriate transformations (Figure 3.14). As can be seen from Figure 5.30, the drift force
is expressed in Newtons per wave amplitude squared. The multiplication of these two aforementioned plots can
yield the drift force distribution expressed in Newtons per amplitude bin Aw as illustrated in Figure 5.50. With
the use of Equation 3.15, the discrete force values of this plot can give the total drift force. This method has
the advantage of incorporating the influence of the local environmental conditions. More analytically, wave drift
forces are mostly excited after a frequency of 2rad/s while the majority of the wave energy is dropping rapidly
after 2.5rad/s. As shown in Figure 5.50, the resulting significant drift force for a single solar boat is equal to
2502.25N compared to a value of 2130N as computed in Case 1 for the maximum drift force.

Drift force density spectrum
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Figure 5.50: Drift force spectrum

After the calculation of significant drift force, Figures 5.51-5.54 illustrate the obtained results for the mooring
forces and moments. Starting from the ratio of forces, the value has climbed to a value of 191% with a mooring
force equal to 210kN. Moving towards the moment ratio, the value has reached up to 70% with the overturning
mooring force being 13kNm. Both the force and moment ratios are located now above the selected threshold.
These values indicate the huge impact of the inclusion of the wave energy into the method, in comparison
to the cases that were resolved for the maximum forces. For this scenario, the wind loads on the solar boat
are accounting for a small part of the total forces, with the exact value of 4.5%. For Case 3, the wind loads
were responsible for 25% of the forces. It is becoming therefore obvious, that as the impact of the drift force is
weakened, the wind loads on the solar panels and the freeboard of floaters are taking over the behavior of the
solar units.
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To summarize all the cases examined here, Table 5.4 is presented a summary of the forces and moments
as calculated for every individual case.

Case | Assumption Force [kN] | Moments [KNmM] | Fpo0r/Fegisting [-] | Mmoor/Megisting [-]
1 Maximum Drift Force 180 2200 1.64 0.60
2 Reduced Amplitude 120 1500 1.10 0.40
3 Reduced Peak Frequency 38 480 0.35 0.13
4 Sheltering Effects 102 1300 0.92 0.35
5 Drift Force Density Spectrum 210 2620 1.91 0.70

Table 5.4: Summary of all the cases for the comparison of the forces

According to Table 5.4, Case 5 presents the highest ratios, with Case 3 being the most favorable for the
system.



6 Discussion

This chapter makes an evaluation of the results presented in Chapter 5. Moreover, another published study is
used for a comparison of the results.

6.1 First Order Wave Forces

rDuring this project, different geometries and configurations have been analyzed. Regarding first order wave
forces, the addition of an extra floating body close to another leads to a significant increase in the forces of the
bodies along the y-axis as well as the corresponding moments around x-axis, since these DoFs are coupled.
As far as the vertical force is concerned, the interaction of the two bodies does not influence significantly the
individual forces on the bodies. New peaks and troughs in various frequencies are occurring in the plots of sway
forces and roll moments. These frequencies could be linked with the existence of standing waves between the
gap of the bodies. An almost constant ratio of wave length to structure width was found to connect two consec-
utive frequencies where the peaks and troughs occur. The prevailing tendency in the three degrees of freedom
analyzed here, is that the upwave floater is acting as a wave attenuator and therefore the downwave floater
is presenting smaller responses. However, when the floaters are connected through a rigid connection, the
motions in sway and roll become the same for the upwave and downwave floater. The average value of these
responses is also decreased by about 40% compared to the case of not connected floaters. Moreover, when
the two floaters are connected, a certain number of frequencies appear where the interaction of the motions
leads to complete cancellation of the sway and roll responses. For the response along the vertical axis, there
is no major impact of the rigid connection.

Expanding the model to four connected floaters, the exciting wave forces do not present any important
deviation. The behavior is similar to the case of the two connected floaters and this is probably related to
the fact that the distance perpendicular to the incoming wave, as regulated by the solar boat, is so big that
the presence of one more column of floaters does not have a major impact. The responses of the rigidly
connected floaters are almost identical for the case of sway and heave motion. For the rotation around x-axis,
the configuration with four floaters shows a significant increase. The average value of roll per wave amplitude is
increased by 35%. This means that a total increase in size for the rigid body is mostly influencing the rotational
motions.

6.2 Second Order Drift Forces

All information obtained for the wave drift force should be treated with caution, since the model was not able to
be completely validated with reference data. Despite this, the order of magnitude has shown to be correct and
therefore can serve as a good indicator of the mean horizontal force. The addition of extra floaters leads to a
direct increase in the drift force. However, this increase is not completely linear. In any case, it indicates that
the small draft of the floaters used make them receive the whole energy of the waves and the upwave row of
floaters does not reflect a high percentage of it.

Based on the different scenarios adopted for the calculation of the total drift force on a solar unit it has occurred
that if the maximum value of the drift force is used, then the incident wave height is the most influential pa-
rameter. The method with the use of the drift force distribution presents the advantage of suitably involving the
local environmental data in the prediction of the total drift forces. Finally, it is also the scenario that yields the
highest forces and therefore the most conservative results for the proposed mooring configuration, as the ratio
of mooring forces over the forces acting on the tower reaches up to 190%.
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The total mooring forces and the corresponding force and moments ratios are calculated for the base case
design with solar units consisting of 400 solar boats and reaching up to 4.1MW. The size of the solar unit affects
linearly the amplitude of the forces. This consequently means that if less solar boats per solar unit are used,
these ratios would reduce accordingly.

6.3 Considerations on the mooring system

In a study performed by Ikhennicheu et al. [43], analytical formulas were used for the calculation of total loads
on a solar farm within a lake. The components of the forces correspond to wind and wave loads. For the cal-
culation of the wind loads similar formulas have been adopted for this report. As for the wave loads, Maruo’s
formula [68] was used with the assumption of 80% reflected waves. The floating solar unit has been analyzed
as a large rigid body rather than individual floaters and it was located in a large lake with 3km available fetch.
These environmental conditions present remarkable similarity with the case of Delta21. The analysis was per-
formed for four different wind directions since the orientation of the panels resulted into different loading. For
a floating island of 7.5MW the wind loads were responsible for 66% to 82% of total loading on the island. That
means that the wave loads on the floaters ranged from 18% to 34% of the total loading. When compared to
this report, the value of wind loads for the scenario with the significant value of drift force accounts for only
4.5% of the total loading. The rest of the scenarios lead to a range from 5% to 25%. This means that the
selection of the approach for the calculation of the wave forces is very influential as for the results obtained.
The consideration of the solar unit as a rigid body leads to significantly lower wave loads but does not take into
account the interaction of individual floaters, as well as the interaction of individual solar boats.

Moreover, the report by Ikhennicheu et al. included some preliminary calculations for the mooring design.
The main observation was that since the fairleads of the mooring lines will be on the floaters, the acceptable
load on the floater is going to be the crucial factor in the determination of the total amount of lines. In their report,
for a total load of 1200kN on the floating unit, 83 mooring lines are used. The selected lines consist of a combi-
nation of studless chains for the part of the line laying on the seabed and steel wire for the rest. In this project,
for the worst case scenario, the total force does not exceed the value of 210kN which means that a considerable
lower number of lines could be used. The usage of wire rope (spiral strand) for the mooring lines would lead to
high axial stiffness followed by a low submerged weight, allowing the lines to maintain a horizontal configuration.

The final selection of the mooring system has to take into account the optimization between the environ-
mental loading and the number of the fairleads. The maximum load at the fairlead is usually given by the
manufacturer. Therefore, the details for the mooring design should be further checked in a more thorough
analysis after the final decision on the size and total number of solar boats and thus the total solar unit loading.



7 Conclusions

In this thesis a new synergy between a wind and solar park has been proposed for the Energy Storage Lake of
Delta21. The local environmental conditions within the lake are imposing great challenges due to large water
level fluctuations. One of these challenges is a mooring configuration for the floating solar units capable to
follow the water level fluctuations. The proposed configuration developed in this project is investigating the po-
tential of using the towers of the wind turbines as anchoring points for the mooring lines. The first step towards
the feasibility of such a mooring system is the estimation of the forces that would be applied on the wind turbine
tower through the mooring line. This thesis proposed a methodology for the estimation of these forces, after
the selection of a base case design for the arrangement of the solar units and the wind turbines based on the
LCOE and the annual energy production.

The structure that is studied in this project is the floating solar boat that GroenLeven is using. The solar
boat is consisted of 4 floaters that are in contact with the water and 16 solar panels with an inclination of about
12°. The analysis is therefore distinguished into two parts: estimation of the wind loads as imposed on the
solar panels and the freeboard of the floaters; wave forces acting on the submerged part of the floaters. In
order to create solid steps during the solution of the problem, four different building blocks have been chosen.
These building blocks have been selected to represent: a single floater, two adjacent floaters, two adjacent
floaters mechanically connected and finally four adjacent floaters mechanically connected representing in that
way the solar boat. Each building block has been analyzed separately in order to create a correct basis for the
expansion of the full model.

Linear potential theory has been used successfully through the boundary element method NEMOH to per-
form the hydrodynamic simulations. The output of NEMOH in terms of hydrodynamic coefficients and wave
exciting forces was then used to solve the equation of motions and finally calculate the responses of the float-
ing bodies corresponding to each block. After the calculation of these first order wave forces and the resulting
responses, the far-field approach was adopted for the estimation of the QTFs of the wave drift force. The focus
has been drawn on these mean drift forces since they are the component of the wave forces that a mooring
system would primarily counteract. The end goal was therefore the estimation of the drift forces for a solar boat.
For the calculation of the wind loads use of analytical formulas has been made. During the analysis, the only
wave direction considered was perpendicular to the length of the floaters yielding in this way higher forces and
motions and making the approach more conservative.

In order to check the accuracy of the intermediate results, four validation cases with reference published
data were used. More specifically, the validation cases have been applied for: the first order wave forces and
motions of a single barge, the first order wave forces and motions of two adjacent barges placed in close prox-
imity, the first order wave forces and motions of two adjacent barges mechanically connected with a hinged
connection and then with a rigid connection, the second order drift forces on a floating sphere and a floating
barge. The computed first order forces and motions with the use of NEMOH presented a great agreement with
the reference data for both the case of a single as well as two adjacent barges. The mechanical connection with
the use of springs as adopted in the model was also proved to generate reliable results. Regarding the mean
drift forces, the use of the far-field approach proved to give accurate results for the case of a floating sphere
whereas a noticeable deviation was recorded for the floating barge. Even though the calculated drift force for
the case of the barge was not entirely matched with the reference data, it still gives a good estimation of the
order of magnitude of these forces. For this reason, the far-field approach has been considered sufficient for
this early stage of the design, but any further study should prerequisite its correct implementation.

After the calculation of the mean wave drift and wind forces on a single solar boat, the expansion towards
a whole solar unit consisting of 400 solar boats and reaching a capacity of 4.1MW was performed. The total
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forces of the solar unit were assumed to scale linearly with the number of the boats. This approach is consid-
ered to produce again the most conservative results. Five different scenarios were examined to investigate the
influence of the following parameters: the maximum value of the drift force, the wave amplitude, the sheltering
effects of adjacent boats and the drift force density spectrum. The results of these five scenarios were then com-
pared with the wind and wave forces acting on the wind turbine independently of the inclusion of the mooring
line. The results showed that the adoption of the total force based on the drift force density spectrum leads firstly
to a correct consideration of the local environmental conditions and secondly to total mooring forces accounting
for 210% of the tower forces. For this case, the wind loads were responsible for only 4.5% of the total loading
acting on the solar unit. As for the scenarios using the maximum value of the drift force, the wave amplitude
was proven to be the single most influential parameter. For the first four scenarios the mooring forces ranged
from 35% to 165% of the overall wind turbine tower loading. The concluding remark is that the mooring forces
that would result from the proposed usage of the wind turbine towers as anchoring points, do not comprise a
showstopper for the design. The proper approach to scale the forces of a single solar boat to the whole solar
unit should be selected with caution. However, there are more aspects that have to be investigated and checked
before obtaining a concrete answer for the feasibility of the system. These aspects include among others the
technical design of such a connection, the exact mooring line material and configuration, the stress analysis on
the connection point on the tower and of course the impact of such a solution in the economic side of the project.

This thesis has focused exclusively on introducing a new synergy for a hybrid power plant consisting of
bottom founded wind turbines and floating solar units within the ESL of Delta21. There are definitely more
aspects and elements relevant to such a HPP that require a lot of consideration. These elements have to do
with the optimization of the configuration for each energy resource; the synergies and challenges for sharing
electrical infrastructure such as transformers and power cables; the impact of shadowing effects due to the
presence of the wind turbines on the solar energy production; the dynamic behavior of the tower of the wind
turbines due to the water fluctuations inside the lake. In any case, the purpose of this thesis was to become a
springboard for studying the cooperation of these two renewable technologies within the ESL. The results look
favorable towards further investigation of the project and can be used as input for future studies regarding the
loading of the wind turbine towers.



8 Recommendations

In this chapter recommendations for future research are presented, that could potentially improve the work
performed in this thesis and also expand the feasibility study for a combined wind and solar park within the ESL
of Delta21. The order that these recommendations are displayed, reflect their relative importance.

As mentioned in both the validation and the conclusions of this report, the calculated wave drift force on a
barge with the use of the far-field approach was not able to entirely match the reference data. Even though
it provides a good estimation of the order of magnitude, it consequently means that there is uncertainty re-
garding the exact values of the drift forces of a solar boat. Therefore, it is a component that definitely needs
improvement for further use of the model. The improvement could potentially be achieved with the correct
implementation of the far-field approach which was not able to be validated in this project. Another way to im-
prove the reliability of the calculated drift forces would be the adoption of the near-field approach. Even though
it presents higher complexity, the direct pressure integration might lead to more accurate results and can also
be used for a comparison with the far-field approach.

During this thesis, the hydrodynamic simulations with the software NEMOH were limited to four floating
bodies representing a solar boat. The expansion to a grid of multiple solar boats and the conclusions for the
behavior of the whole solar unit were therefore drawn using some assumptions. In order to remove the uncer-
tainty underlying these assumptions, it would be very interesting and important to include more floating bodies
in the simulations. The expansion of the model from a single solar boat to a 2x2 grid of 4 solar boats would
produce results that could capture the complex interaction of these floating bodies. This would also require the
correct modelling of the connection between the solar boats which is close to a hinge connection that allows
relevant rotations. Additionally, more conclusions could be made about the sheltering effects for a row of 4
floaters as well as the expansion of the first and second order forces to the whole unit. However, the modelling
of more than one solar boats would come with a tremendous increase in computational time. That means that
the computational power would be a limiting factor for this improvement of the model.

During the final stage of the project, the computed mooring forces are being compared with wind and wave
forces acting on the towers. In addition, the contribution of these forces into the overturning moments is being
checked. The next step and improvement of the method would include the investigation of the influence of
these forces on the stresses. Once the material of the tower has been defined, it would be possible to estimate
the potential impact of the mooring force on the thickness and radius of the tower based on the shear and
bending moment capacity. This additional check would allow for a more concrete evaluation on the feasibility
of the system.

The model developed in this project is aiming to the estimation of the second order drift forces and the wind
forces which can then be later used as input for the design of a mooring system. This implies an uncoupled
analysis for the modeling of the mooring system. In reality however, the inclusion of the mooring in the system
would produce different results through its stiffness and inertia. Therefore, during a later stage of the design,
the properties and configuration of the mooring system would be necessary to correctly capture the interaction
with the floating unit.

For the selection of the mooring configuration, it would also be necessary to set the final distances between
the solar units and the wind turbines. This would mean that an optimization of the layout should be sought with
the potential objectives being the maximization of the energy output, the minimization of the levelized cost of
energy, the minimization of the shadow effects or a more stable energy output. Future studies could focus on
these parameters to evaluate different configurations of the layout of the HPP.
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A final recommendation for future studies lies in the economic feasibility of the proposed system. Using the
towers of the wind turbines as anchoring points would mean that a mechanism with a twofold character should
be used. The first objective would be to allow the floating units to follow the water fluctuations as imposed by
the operation of the lake while the second objective should be to protect the tower from wear and damages.
This would introduce a new component in comparison with conventional mooring systems. As a result, the
impact of such a system on the total costs should be further investigated to obtain a concrete overview of the
feasibility of the system.
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A LCOE Analysis

This appendix presents the analytical calculations that were performed for the estimation of LCOE. The starting
year of construction is assumed to be 2030 and only the first 6 years are illustrated for presentation reasons.

Assumptions (in 2022)

Initial Investment Cost (€) 48,048,00

Operations and Maintenance Costs (€) | 693,000

O&M Growth Rate (%) 0.00%

Degradation of Panels (%) 0.5%

Annual Fuel Costs (€) -

Annual Electricity Output (kWH) 96,200,00

Project Lifespan (years) 30

Discount Rate (%) 6.00%

Entry Date 31/12/2030

Total Costs Entry Construction Operations  Operations Operations Operations  Operations
Date 31/12/2030 31/12/2031 31/12/2032 31/12/2033 31/12/2034 31/12/2035 31/12/2036
Year Frac (From Start Date) 1 2 3 4 5 6
Initial Investment 48,048,000 - - - - - -
O&M Costs - 693,000 693,000 693,000 693,000 693,000

Fuel Costs - - - - - - -
Discount Factor 0.943 0.890 0.840 0.792 0.747

Present Value of Costs 48,048,000 653,774 616,768 581,856 548,921 517,850

NPV of Total Costs € 57,587,028

Total Energy Output Entry 1 2 3 4 5 6
Yearly Output - 96,200,000 95,719,000 95,240,405 94,764,203 93,818,930
Discount Factor - 0.943 0.890 0.840 0.792 0.747

Present Value of Costs

90,754,717 85,189,569 79,965,681 75,062,125 70,459,259

NPV of Total Output

1,258,293,626 kWh

[ LCOE [ €45,77MWh |
Table A.1: Solar LCOE analytical calculation

Assumptions (in 2030)
Initial Investment Cost (€) 31.974.400
Operations and Maintenance Costs (€) | 1.280.000
O&M Growth Rate (%) 0.00%
Degradation of Wind Turbines (%) 0.5%
Annual Fuel Costs (€) -
Annual Electricity Output (kWH) 75,400,400
Project Lifespan (years) 30
Discount Rate (%) 6.00%
Entry Date 31/12/2030
Total Costs Entry Construction Operations Operations  Operations Operations  Operations
Date 31/12/2030 31/12/2031 31/12/2032 31/12/2033 31/12/2034 31/12/2035 31/12/2036
Year Frac (From Start Date) 1 2 3 4 5 6
Initial Investment 31,974,400 - - - - - -
O&M Costs - 1,280,000 1,280,000 1,280,000 1,280,000 1.280.000
Fuel Costs - - - - - - -
Discount Factor 0.943 0.890 0.840 0.792 0.747
Present Value of Costs 31,974.000 1,207,547 1,139,195 1,074,713 1,013,880 956,490 902,349
NPV of Total Costs € 49,593,384
Total Energy Output Entry 1 2 3 4 5 6
Yearly Output - 75,400,000 75,023,000 74,647,885 74,274,646 73,903,272
Discount Factor - 0.943 0.890 0.840 0.792 0.747

Present Value of Costs

71,132,075 66,770,203 62,675,804 58,832,476 55,224,824

NPV of Total Output

986,230,139 kWh

[ LCOE

[ €50.29/MWh |

Table A.2: Wind LCOE analytical calculation
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B Analytical Wind Loads

As was discussed in Section3.2.3, the main equation for the calculation of the wind loads is:
1 2
Fying = ipv AC;C,

Where,
* pis the density of the fluid

e Ais the area exposed to the flow

L]

V is the flow velocity (at the corresponding height)

C, is the sheltering coefficient to account for the presence of multiple objects
* (Cy is the drag coefficient and depends on the shape and surface roughness of the considered object

The density of the air is 1.225kg/m? and the velocity is taken as the one with 100-return period, and which
for the height of 0.5m has a value of V' = 15.2m/s.
The geometry of the solar panels and the floaters, and the corresponding area exposed to the flow, is given in
Table B.1.

Panels Geometry Unit | Floaters Geometry Unit
Depth 2285 mm | Height 630 mm
Length 1134 mm | Draft 360 mm
Width 35 mm | Freeboard 270 mm
Tilt 12 0 Width 588 mm
Weight 31.63 kg Length 2100 mm
Weight 30.89 kg
Projected area Projected area
0° 0539 m? |0° 0.567 m?
90° 0.080 m? | 90° 0.159 m?

Table B.1: Properties of the solar panels and the floaters

The values of the drag coefficient are adopted according to DNV-RP-C205 [24] based on the closest shape
available in the guideline (Table B.2).

Object | Load Cases | Closest Shape in DNV-RP-C205 | Cy4
Floater | 0°/90°/180°/270° | Cube 1.05
Panel 0°/180° Isosceles triangle shape 1.1
Panel 90°/270° Cube 1.05

Table B.2: Drag coefficients for various shapes

The sheltering coefficients for each row of panes are presented in TableB.3 and are adopted from [43].
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Sheltering coefficient for each row of panels | C; —0° | C —90°

Row 1 1.0 1.0
Row 2 0.4 0.1
Row 3 0.3 0.1
Row >3 0.1 0.1

Table B.3: Sheltering coefficients for every row of panels

For the estimation of the sheltering coefficients of the floaters, analytical formulas from [24] will be used.
This is done because two floaters of the same solar boat have different distances from the floaters of the next
floater. This is illustrated in FigureB.1.

588
L a 4226 | 894 | 4226 | 2200
ER 5180 - 4580 5180
(b) Floaters in 0° incoming (c) Floaters in 90° incoming flow (distances in
(a) Wake recovery [24] flow (distances in mm) mm)

Figure B.1: Sheltering effects for the floaters

The velocity in the wake can be taken as:

Uw(xay) = Vo — Ud(.l?,y)

where, vy denotes the free-stream current velocity acting on the upstream body and v,(x,y) is the deficit
velocity field given as:

CpD un2
va(T,y) = kavgy | —2=e~0093(%)

S

where:

+4D
Ts =T+ —
( Ch

b= kl\/ CDDQL‘S

The empirical constants k; and k-, have values of 0.25 and 1.0 respectively.
With the use of the above equations and the distances as dictated in Figures B.1b and B.1c, the sheltering
coefficients for the floaters are presented in Table B.4.

Sheltering coefficient for each row of floater | Cs, — 0° | Cs — 90°

Row 1 1.0 1.0
Row 2 0.5 0.6
Row 3 0.2 0.4
Row >3 0.1 0.1

Table B.4: Sheltering coefficients for every row of floaters

For the base case design described in Section 3.1.4, every floating solar unit is consisted of 20 rows and
20 columns. So, the total wind forces acting on a solar unit for a wind blowing vertically to the larger dimension
of the solar boat (0°) would be: 13.4kN resulting from the freeboard of the floaters and 36.3kN resulting from
the solar panels.
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