
 
 

Delft University of Technology

An efficient adaptive implicit scheme with equivalent continuum approach for two-phase
flow in fractured vuggy porous media

Wang, Luyu; Golfier, Fabrice; Tinet, Anne-Julie; Chen, Weizhong; Vuik, Cornelis

DOI
10.1016/j.advwatres.2022.104186
Publication date
2022
Document Version
Final published version
Published in
Advances in Water Resources

Citation (APA)
Wang, L., Golfier, F., Tinet, A.-J., Chen, W., & Vuik, C. (2022). An efficient adaptive implicit scheme with
equivalent continuum approach for two-phase flow in fractured vuggy porous media. Advances in Water
Resources, 163, 1-15. Article 104186. https://doi.org/10.1016/j.advwatres.2022.104186

Important note
To cite this publication, please use the final published version (if applicable).
Please check the document version above.

Copyright
Other than for strictly personal use, it is not permitted to download, forward or distribute the text or part of it, without the consent
of the author(s) and/or copyright holder(s), unless the work is under an open content license such as Creative Commons.

Takedown policy
Please contact us and provide details if you believe this document breaches copyrights.
We will remove access to the work immediately and investigate your claim.

This work is downloaded from Delft University of Technology.
For technical reasons the number of authors shown on this cover page is limited to a maximum of 10.

https://doi.org/10.1016/j.advwatres.2022.104186
https://doi.org/10.1016/j.advwatres.2022.104186


Green Open Access added to TU Delft Institutional Repository 

'You share, we take care!' - Taverne project  
 

https://www.openaccess.nl/en/you-share-we-take-care 

Otherwise as indicated in the copyright section: the publisher 
is the copyright holder of this work and the author uses the 
Dutch legislation to make this work public. 

 
 



Advances in Water Resources 163 (2022) 104186

A
0

Contents lists available at ScienceDirect

Advances in Water Resources

journal homepage: www.elsevier.com/locate/advwatres

An efficient adaptive implicit scheme with equivalent continuum approach
for two-phase flow in fractured vuggy porous media
Luyu Wang a,∗, Fabrice Golfier a, Anne-Julie Tinet a, Weizhong Chen c, Cornelis Vuik b

a GeoRessources Lab., UMR 7359, CNRS, 54500 Vandœuvre-lès-Nancy, France
b Department of Applied Mathematics, Delft University of Technology, 2628 CD Delft, The Netherlands
c Institute of Rock and Soil Mechanics, Chinese Academy of Sciences, 430071 Wuhan, China

A R T I C L E I N F O

Keywords:
Fractured porous media
Two-phase flow
Upscaling
Equivalent permeability tensor
Implicit scheme

A B S T R A C T

This work investigates numerical method and equivalent continuum approach (ECA) of fluid flow in fractured
porous media. The commonly used discrete fracture model (DFM) without upscaling needs full discretization
of all fractures. It enjoys the merit of capturing each fracture accurately but will get in trouble with mesh
partition and low computational efficiency, especially when a complex geometry is involved. In this study,
we develop an efficient implicit scheme with adaptive iteration, in which an improved ECA is devised and
then integrated in this scheme. Numerical studies show that the proposed numerical scheme improves the
convergence condition and computational efficiency. Then, a test is conducted to demonstrate the feasibility of
using superposition principle of permeability tensor in upscaling. Based on these, different strategies are applied
to simulate fluid flow in fracture networks with a complex geometry. It is demonstrated that the proposed ECA
is able to reproduce the results computed by DFM. The accuracy depends on resolution of background grids.
The presented method enjoys a low computational cost and desirable convergence performance compared with
the standard DFM in which equivalent continuum is not considered.
1. Introduction

Previous studies have revealed that the presence of discrete frac-
tures has significant influence on characteristics of fractured porous
media (Berkowitz, 2002; Adler et al., 2013; Wang et al., 2020). How-
ever, modeling of flow and transport in fractured porous media raises
numerical challenges in geoscience applications (Cotta et al., 2020;
Medici et al., 2021; Wang et al., 2022). In the community of geological
modeling, there are two main categories of the computational model,
namely the discrete fracture model (DFM) (Aliouache et al., 2019;
Wang et al., 2022) and the equivalent continuum model (Kottwitz
et al., 2021; Lasseux et al., 2021). This work intends to study the
compromise between the accuracy of DFM and the convenience of
equivalent continuum model. We focus on two-phase flow in fractured
porous media, and discuss the extension to a more general case, namely
fractured vuggy porous media, which has gained much attention in
recent years (Yan et al., 2019; Mohammed et al., 2021; Xu et al., 2022).

There are two main groups of numerical method dealing with
the interaction between fractures and matrix, namely conformal and
non-conformal mesh schemes. The classical DFM is a widely used
conformal mesh scheme. DFM was presented to explicitly reproduce
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stochastic fractures based on field investigation. Normally, the fractures
are simulated by the low-dimensional elements lying on the interface
of matrix elements (Wang et al., 2022). It enjoys several merits, such
as simulating each fracture accurately and a desirable flexibility to
directly borrow the numerical discretizations from finite element and
finite volume methods (Gläser et al., 2017; Wang et al., 2019, 2022).
However, it may encounter some difficulties of complicated mesh
strategy required by the conformal grids and an expensive cost if a
complex geometry is considered (Bahrainian et al., 2015; Fourno et al.,
2019; Xie and Edwards, 2021). Indeed, the presence of fractures and
vugs may introduce a complex topology of the geometry, which reduces
the quality of convergence condition, and then leads to unnecessary
cost. To this end, the non-conformal mesh scheme and the equivalent
continuum model were introduced as two representative methods to
simplify the connection of fractures-matrix (Ţene et al., 2017; Azizmo-
hammadi and Sedaghat, 2020; Lasseux et al., 2021). These methods try
to find a balance and compromise between accuracy and efficiency, but
none can be done without drawbacks. In the scope of non-conformal
mesh, EDFM (Embedded DFM) is developed as an alternative version
of traditional DFM (Zhang et al., 2017; Hajibeygi et al., 2020). In
vailable online 4 April 2022
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the last decade, other non-conformal methods have been proposed,
typically the extended finite element method (Ren et al., 2018), phase-
field method (Lee et al., 2018) and Lagrangian multipliers (Schädle
et al., 2019). A transfer function is introduced to capture the connection
between the embedded fractures and the surrounding matrix. Never-
theless, accuracy of non-conformal mesh schemes is highly relying on
the interpolation manners on fractures and the flux transfer function.
It is a trade-off between accuracy and the complicated conformal
meshing. In contrast, DFM-based methods allow directly employing the
traditional numerical discretization schemes, such that the accuracy
can be ensured (Gläser et al., 2017; Tan et al., 2021; Wang et al., 2022).

The hierarchical modeling technique, based on the concept of equiv-
alent continuum model, was introduced to upscale small size fractures
and retaining the relative larger size fractures (Lee et al., 2001; Yan
et al., 2021; Lasseux et al., 2021). In this way, the computational
efficiency improves a lot, but the accuracy highly depends on the
grid resolution of the upscaled models. In general, the methods of
calculating equivalent permeability tensor of the equivalent continuum
model can be categorized into two main groups. The first group is based
on the analytical methods pioneered by Snow (1969) and Oda (1985).
Later, there are some other analytical methods have been developed,
for instance, critical path analysis (Adeyemi et al., 2022), homogeniza-
tion (Mezhoud et al., 2020) and effective medium theory (Hosseini
et al., 2021). Their application is restricted due to limitations of imple-
mentation and simplified assumptions. The second group is flow-based
upscaling by numerical simulation (Kottwitz et al., 2021; Lasseux et al.,
2021). It has been widely used in reservoir engineering and geoscience
applications. Its merit is to be applicable for complex geometry. The
presented work is based on the second strategy.

Despite being vital importance, there are still some open issues
needed to be addressed. One key point is the criterion of upscaling.
Although the equivalent continuum model enjoys some conveniences in
effortless meshing and acceptable computational cost (Azizmohammadi
and Sedaghat, 2020; Kottwitz et al., 2021; Lasseux et al., 2021), it
is sophisticated to determine which fractures should be upscaled or
retained. Besides, the grid resolution of the upscaled sub-blocks has
great impact on numerical simulation. Therefore, it is worthwhile
to study the impact of resolution on accuracy. On the other hand,
the expensive computation cost of the DFM reduces the efficiency of
simulation, especially if the presence of multiple fractures is considered.
To solve this, in this work, we combine the advantages of the accuracy
of DFM and the efficiency of equivalent continuum model. An improved
equivalent continuum approach is presented to reduce the complex-
ity of fractured media. In addition, we introduce the superposition
principle of equivalent permeability tensor and integrating it into the
upscaling scheme. At this point, some researchers have developed the
superposition principle in fractured media (Lei et al., 2015; Xu and
Yang, 2020). However, their discussions are restricted to single-phase
flow in fractures with regular patterns. Particularly, upscaling of two-
phase flow in fracture-vuggy network is rarely studied in the existing
literature (Golfier et al., 2015; Yan et al., 2019; Wang et al., 2022).

In this work, we investigate numerical method and equivalent con-
tinuum approach of fractured media. Modeling approach of fractured
vuggy porous media and the fully upscaling strategy are presented.
Section 2 provides the mathematical formulation of two-phase flow in
fractured vuggy porous media. Section 3 presents an efficient implicit
scheme with adaptive iteration based on the hybrid-dimensional mod-
eling. Section 4 proposes an equivalent continuum approach as well
as the treatment regarding upscaling of a complex geometry. A general
form of the superposition principle is introduced to evaluate equivalent
permeability tensor in the equivalent model. In Section 5, a series of
numerical tests is conducted to study the performance of the proposed
2

scheme.
Fig. 1. Schematic of a fractured vuggy porous medium.

2. Mathematical model

In this section, formulation of the fractured media with complex
geometrical structures is presented. A complex fractured medium is
decomposed into several basic components. Then, the governing equa-
tions of two-phase flow in fractured media are given for completeness.

2.1. Physical domain of fractured vuggy porous media

Assuming a domain 𝛺 consists of three sub-domains with the matrix
𝛺𝑚, fractures 𝛺𝑓 =

∑𝑛𝑓
𝑖 𝛺𝑓

𝑖 and cavities 𝛺𝑐 =
∑𝑛𝑐

𝑖 𝛺𝑐
𝑖 , as displayed in

Fig. 1. The numbers of fracture and cavity distributed in this domain
are 𝑛𝑓 and 𝑛𝑐 , respectively.

Furthermore, 𝛺 is confined by boundary 𝛤 , including external and
internal boundaries, denoted 𝛤𝑒𝑥 = 𝛤𝑁

𝑒𝑥 ∪ 𝛤𝐷
𝑒𝑥 and 𝛤𝑖𝑛 = 𝛤𝑁

𝑖𝑛 ∪ 𝛤𝐷
𝑖𝑛 .

Note that the subscripts 𝑁 and 𝐷 are Neumann and Dirichlet types, re-
spectively. Thus, the system of a porous medium containing stochastic
cavities and fractures is defined as:

𝛺 = 𝛺𝑚 ∪𝛺𝑓 ∪𝛺𝑐 , 𝛤 = 𝛤𝑒𝑥 ∪ 𝛤𝑖𝑛 (1)

It is worth mentioning that the state of 𝛺𝑐 can be varied, such as
filled by geological materials 𝛺𝑐

𝑓 𝑖𝑙𝑙𝑒𝑑 or empty 𝛺𝑐
𝑒𝑚𝑝𝑡𝑦. In the former

case, the permeability of 𝛺𝑐
𝑓 𝑖𝑙𝑙𝑒𝑑 is allowed to be assigned to different

values compared to the rock matrix 𝛺𝑚. In the later case, 𝛺𝑐
𝑒𝑚𝑝𝑡𝑦 is

regarded as the sink or source. In this work, our approach allows the
consideration of these states.

Hereafter, we will assume that the role of the empty cavity 𝛺𝑐
𝑒𝑚𝑝𝑡𝑦

can be specified as an internal boundary 𝛤𝑖𝑛 imposed on the edge of it
𝜕𝛺𝑐

𝑒𝑚𝑝𝑡𝑦. If a Dirichlet type boundary condition, pressure �̄�, is applied,
it reads:

𝑝 = �̄� on 𝜕𝛺𝑐
𝑒𝑚𝑝𝑡𝑦 (2)

2.2. Governing equations for two-phase flow

The formulation for two incompressible and immiscible fluids in
porous media is given as follows for completeness. The mass conser-
vation for wetting phase 𝑤 and non-wetting phase 𝑛 is described by:

𝜕
(

𝜙𝑆𝛼
)

𝜕𝑡
+ ∇ ⋅ 𝐮𝛼 = 𝑓𝛼

(

𝑆𝛼
)

𝑞, 𝛼 = 𝑤, 𝑛 (3)

where 𝑆𝛼 is saturation and 𝑆𝑛 + 𝑆𝑤 = 1. 𝜙 is porosity, 𝑞 volumetric
flux. The frictional flow and phase velocity are represented by 𝑓𝛼(𝑆𝛼)
and 𝐮𝛼 , respectively. (Aziz, 1979; Hoteit and Firoozabadi, 2008).

The phase velocity is determined by Darcy’s law (Pickup and Serbie,
1996; Kolditz et al., 2012). The relative permeability 𝑘𝑟𝛼(𝑆𝛼) is involved
as a function of 𝑆𝛼 :

𝐮 = −𝑘 (𝑆 )𝜇−1𝐊∇(𝑝 − 𝜌 𝑔𝑍), 𝛼 = 𝑤, 𝑛 (4)
𝛼 𝑟𝛼 𝛼 𝛼 𝛼 𝛼
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Fig. 2. Grids of a fractured vuggy porous medium.

where 𝐊 is the absolute permeability tensor. 𝜇𝛼 and 𝜌𝛼 are the viscosity
and density of phase 𝛼. 𝑔 and 𝑍 denote the gravity acceleration and
depth, respectively. The two pressures are related by the capillary
pressure 𝑝𝑐

(

𝑆𝑤
)

= 𝑝𝑛 − 𝑝𝑤. We refer to Hoteit and Firoozabadi (2008)
for the detailed formulation.

For convenience, phase mobility 𝜆𝛼(𝑆𝛼) is defined by 𝑘𝑟𝛼(𝑆𝛼)𝜇−1
𝛼 .

Total mobility is 𝜆𝑡 = 𝜆𝑤(𝑆𝑤) + 𝜆𝑛(𝑆𝑛), therefore 𝑓𝛼(𝑆𝛼) = 𝜆𝛼(𝑆𝛼)∕𝜆𝑡.
The total velocity is calculated by the summation of phase velocities:

𝐮 = 𝐊
[

−𝜆𝑡∇𝑝𝑛 + 𝜆𝑤∇𝑝𝑐 + (𝜆𝑤𝜌𝑤 + 𝜆𝑛𝜌𝑛)𝑔∇𝑍
]

(5)

Initial and boundary conditions are required to confine the behavior
on boundary and at the initial time 𝑡0:

𝑆𝑤 = �̄�𝑤 on (𝛺𝑚 ∪𝛺𝑓 ∪𝛺𝑐 ) × 𝑡0
𝑝𝑤 = �̄� on 𝛤𝐷

𝑒𝑥 × 𝑇𝑒 or 𝜕𝛺𝑐
𝑒𝑚𝑝𝑡𝑦 × 𝑇𝑒

−𝜆𝑡𝐊(∇𝑝) ⋅ 𝐧 = 0 on 𝛤𝑁
𝑒𝑥 × 𝑇𝑒 or 𝜕𝛺𝑐

𝑒𝑚𝑝𝑡𝑦 × 𝑇𝑒

(6)

where 𝑇𝑒 = [𝑡0, 𝑡𝑛] is the entire time period, 𝐧 the outward unit normal
vector to 𝛤 . �̄�𝑤 and �̄� are the prescribed saturation and pressure, respec-
tively. Combining Eqs. (3), (4) and (6), a well-posed system of partial
differential equations (PDEs) is constructed to capture two-phase flow
in a fractured vuggy porous medium.

3. Numerical method

In this section, the numerical method based on Galerkin finite
element method is presented to discretize the governing equations
Eqs. (3) and (5). An efficient implicit scheme with adaptive iteration
is devised to efficiently solve the system of coupled PDEs.

3.1. Hybrid-dimensional mesh partition

The hybrid-dimensional elements are introduced to partition the
fractures and matrix separately (Tan et al., 2021; Wang et al., 2022).
We employed the commonly used conformal mesh, where fracture
elements 𝜔𝑓 are lying along the edges of each pair of matrix elements
𝜔𝑚. As displayed in Fig. 2, an arbitrary pair of matrix elements is
denoted by < 𝜔𝑚

𝑖 , 𝜔
𝑚
𝑗 >. The intersection set operation of them is a

fracture element lying between them, 𝜔𝑚
𝑖 ∩ 𝜔𝑚

𝑗 = 𝜔𝑓
⟨𝑖,𝑗⟩.

The open source software Triangle (Shewchuk, 2014) is used to
generate grids on the matrix 𝛺𝑚 = ∪𝑛𝑚𝑒

𝑖=1𝜔
𝑚
𝑖 and cavities 𝛺𝑐 = ∪𝑛𝑐𝑒

𝑖=1𝜔
𝑐
𝑖 .

The filled and empty cavities are treated separately, and only filled
cavities are meshed. Then, the fracture elements are generated based on
the connectivity of the matrix and cavity cells, such that 𝛺𝑓 = ∪𝑛𝑓𝑒

𝑖=1𝜔
𝑓
𝑖 .

Numbers of the matrix, cavity and fracture elements are 𝑛𝑚𝑒 , 𝑛𝑐𝑒 and 𝑛𝑓𝑒 .

3.2. Formulation of the implicit scheme with adaptive iteration

To discretize the transport equation Eq. (3), the temporal integral is
taken over a time increment 𝛥𝑡 and implicit difference scheme is used
to discrete time-dependent term. For phase 𝛼, it reads:

∫𝛺
𝜙(𝐱)
𝛥𝑡

(

𝑆𝑛+1
𝛼 − 𝑆𝑛

𝛼
)

𝑑𝑉
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

+∫𝛺

[

∇ ⋅ 𝐮𝛼
]𝑛+1 𝑑𝑉

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
= ∫𝛺

[

𝑓𝛼
(

𝑆𝛼
)

𝑞
]𝑛+1 𝑑𝑉

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟ (7)
3

Time-dependent term Flux term Source term
The transport equation and Darcy’s law construct a coupled system.
The frictional velocity 𝐮𝛼 is obtained by the Darcy’s law for multi-
phase flow mentioned in Eq. (4). In implementation, it is commonly
represented by the product 𝐮𝛼 = 𝑓𝛼𝐮, such that 𝑓𝛼 is determined by
the relative permeability 𝑘𝑟𝛼(𝑆𝛼). Thereafter, 𝐮 is directly represented
by Eq. (5). We employ the implicit time discretization and substitute
Eq. (5) into the following equation:

∫𝛺
−∇ ⋅ 𝐮𝑛+1𝑑𝑉 = ∫𝛺

𝑞𝑛+1𝑑𝑉 (8)

Eqs. (7) and (8) construct a coupled system of PDEs. We use Eq. (8)
to calculate pressure. Then, the total velocity and frictional velocities
can be obtained. The saturation is calculated from Eq. (7) based on the
updated velocities.

According to the discussion in Section 3.1, the matrix and cavity
elements are of higher-dimensional compared to fracture elements.
Consequently, the residuals for each type are defined to solve the
nonlinear system using implicit iterative scheme.

Following the notations defined in Section 3.1, for each 𝜔𝑚
𝑖 or 𝜔𝑐

𝑖 ,
the residual is updated at each iterative step:

[

𝑅𝑚𝑐
𝑖
]𝑛+1 = −

𝜙(𝐱)𝑉 𝑚𝑐
𝑖 𝜉𝑖

𝛥𝑡

(

𝑆𝑛+1
𝛼,𝑖 − 𝑆𝑛

𝛼,𝑖

)

+
[

𝑓𝛼,𝑖
(

𝑆𝛼,𝑖
)

𝑞𝑖
]𝑛+1 𝑉 𝑚𝑐

𝑖

− ∫𝜔𝑚𝑐
𝑖

[

∇ ⋅ 𝐮𝛼
]𝑛+1 𝑑𝑉

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
Upwind term for𝜔𝑚

𝑖 or 𝜔𝑐
𝑖

(9)

where 𝑖 = 1,… , 𝑛𝑚𝑒 or 𝑛𝑐𝑒. Note that 𝜔𝑚𝑐
𝑖 is either 𝜔𝑚

𝑖 or 𝜔𝑐
𝑖 .

For each 𝜔𝑓
𝑖 , 𝑖 = 1,… , 𝑛𝑓𝑒 , the residual is written as:

[

𝑅𝑓
𝑖

]𝑛+1
= −

𝜙(𝐱)𝐿𝑓
𝑖 𝑎

𝑓
𝑖 𝜉𝑖

𝛥𝑡

(

𝑆𝑛+1
𝛼,𝑖 − 𝑆𝑛

𝛼,𝑖

)

+
[

𝑓𝛼,𝑖
(

𝑆𝛼,𝑖
)

𝑞𝑖
]𝑛+1 𝐿𝑓

𝑖 𝑎
𝑓
𝑖

− ∫𝜔𝑓
𝑖

[

∇ ⋅ 𝐮𝛼
]𝑛+1 𝑑𝑉

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
Upwind term for𝜔𝑓

𝑖

(10)

where ∫𝜔∗
𝑖
⋅ represents an integral over the element. 𝑉 𝑚𝑐

𝑖 is the volume
of 𝜔𝑚

𝑖 or 𝜔𝑐
𝑖 . 𝐿𝑓

𝑖 and 𝑎𝑓𝑖 are length and aperture of 𝜔𝑓
𝑖 . The shape

function 𝜉 equals 1 if a cell-centered scheme is applied. The third term
in right hand side of above equations is determined by the upwind
scheme respective to different elements. The expanded forms are given
in Appendix A.

The iteration will be terminated once a criterion is satisfied, which
is given by ‖

‖

‖

𝐑𝑛+1‖
‖

‖2
< 𝜖. The tolerance 𝜖 is user defined, normally at a

magnitude of ∼ 10−6. Usually, the time step 𝛥𝑡 is a fixed value defined in
the input. However, this preference sometimes induces that the system
has difficulty to converge and reduces computational efficiency.

To solve this issue, the adaptive iteration is devised to improve
convergence condition, such that 𝛥𝑡 can be changed dynamically based
on the condition of residual, as displayed in Fig. 3. Three values are
introduced, 𝑟𝑐 , 𝑟1 and 𝑟2. The new time increment, denoted by 𝛥𝑡∗,
depends on the condition evaluated by the three values:

𝛥𝑡∗ =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝑟1 × 𝛥𝑡 if ‖‖
‖

𝐑𝑛+1‖
‖

‖2
< 𝑟𝑐 × 𝜖

𝑟2 × 𝛥𝑡 if ‖‖
‖

𝐑𝑛+1‖
‖

‖2
> 𝜖

𝛥𝑡 otherwise

(11)

Note that 0 < 𝑟𝑐 < 1, 0 < 𝑟2 < 1 and 𝑟1 > 1. Eq. (11) is evaluated at the
end of each iteration.

At each iteration, Eqs. (9) and (10) are calculated over all ele-
ment until 𝑖 = 𝑛𝑒, such that a residual vector is constructed 𝐑 =
[𝐑𝑚 𝐑𝑓 𝐑𝑐 ]𝑇 . Note that 𝑛𝑒 = 𝑛𝑚𝑒 + 𝑛𝑐𝑒 + 𝑛𝑓𝑒 . Then, Newton–

Raphson approach is employed to obtain the updated saturation at each
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Fig. 3. Flowchart of the adaptive iteration.

iteration:

⎡

⎢

⎢

⎢

⎣

𝐉𝑚𝑚 𝐉𝑚𝑓 𝐉𝑚𝑐
𝐉𝑓𝑚 𝐉𝑓𝑓 𝐉𝑓𝑐

𝐉𝑐𝑚 𝐉𝑐𝑓 𝐉𝑐𝑐

⎤

⎥

⎥

⎥

⎦

𝜈

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
𝐉𝜈

⎡

⎢

⎢

⎢

⎣

𝛿𝐒𝑚
𝛿𝐒𝑓

𝛿𝐒𝑐

⎤

⎥

⎥

⎥

⎦

𝜈+1

⏟⏞⏞⏟⏞⏞⏟
𝛿𝐒𝜈+1

= −

⎡

⎢

⎢

⎢

⎣

𝐑𝑚

𝐑𝑓

𝐑𝑐

⎤

⎥

⎥

⎥

⎦

𝜈

⏟⏟⏟
−𝐑𝜈

(12)

where components of Jacobian 𝐉 are calculated by 𝐉 = 𝜕𝐑∕𝜕𝐒 according
to Eqs. (9) and (10). Note that the subscripts 𝑚, 𝑓 , 𝑐 represent matrix,
fracture and cavity. Consequently, the saturation in previous iteration
𝐒𝜈 is updated by 𝐒𝜈+1 = 𝐒𝜈 + 𝛿𝐒𝜈+1. 𝜈 is the iterative number.

The high contrast of permeabilities on fractures and matrix would
lead to an ill-conditioned Jacobian 𝐉 with a high condition number,
which would bring an inaccurate result. To this end, a preconditioning
technique is proposed to better constrain the solution. The precon-
ditioned Jacobian �̄� is derived by a preconditioner 𝐏. Therefore, the
expanded forms of 𝐏 can be presented. It is easy to implement, which
is given in Appendix B. The operation Eq. (B.1) provides an efficient
and simple way to improve numerical quality of 𝐉.

4. An equivalent continuum approach

In practice, the upscaling approach is usually used to simplify
the complex fractured network and field heterogeneity. Consequently,
the discrete fractures are upscaled into many sub-blocks with equiv-
alent parameters. In this section, an equivalent continuum approach
is devised based on the flow-based upscaling technique. Superposi-
tion principle is introduced to compute permeability tensor. Then, a
treatment of complex geometries is addressed.

4.1. Upscaling for fluid flow in fractured porous media

The results of upscaling should be satisfied with the equation of the
original problem. For convenience, the capillary pressure is assumed to
be zero. Substituting the calculated solution into the original equation,
it reads:

𝑞 = −∇ ⋅
[

𝜇−1�̃� ⋅ (∇𝑝∗)
]

(13)
4

Fig. 4. Boundary condition for calculating permeability tensor.

where �̃� is the equivalent permeability tensor. 𝑝∗ is the new solution
calculated based on upscaled parameter. It means that 𝑝∗ should be
close to the pressure in the original problem 𝑝 (Chen et al., 2015). The
component form of �̃� is:

�̃� =

[

�̃�𝑥𝑥 �̃�𝑥𝑦
�̃�𝑦𝑥 �̃�𝑦𝑦

]

(14)

The expanded forms, given in Appendix C, are solved by the flow-
based approach.

To calculate �̃�𝑥𝑥 and �̃�𝑥𝑦, as shown in Fig. 4, a pair of constant
pressures, 𝑝𝐿 and 𝑝𝑅, are applied on the left and right hand sides, while
the linear pressures 𝑝𝐿(1 − 𝑥∕𝐿𝑥) + 𝑥𝑝𝑅∕𝐿𝑥 are applied on the top and
bottom sides. Therefore, one can obtain the fluxes 𝑞𝑥 and 𝑞𝑦. Here, we
use the calculation method proposed by Chen et al. (2015), in which the
so-called multiple boundary upscaling is used to calculate the fluxes. If
the inlet is placed on the left boundary (𝑙), as illustrated in Fig. 4, we
have:

𝑞𝑙𝑥 = ∫𝐿𝑦

𝐯𝑟 ⋅ 𝐧1𝑑𝑦 + ∫𝐿𝑥

𝐯𝑡 ⋅ 𝐧1𝑑𝑥 + ∫𝐿𝑥

𝐯𝑏 ⋅ 𝐧1𝑑𝑥

𝑞𝑙𝑦 = ∫𝐿𝑥

𝐯𝑡 ⋅ 𝐧2𝑑𝑥 + ∫𝐿𝑥

𝐯𝑏 ⋅ 𝐧2𝑑𝑥 + ∫𝐿𝑦

𝐯𝑟 ⋅ 𝐧2𝑑𝑦
(15)

where 𝐯∗ is the flow rate respective to top (𝑡), bottom (𝑏) and right (𝑟)
boundaries. 𝐧1 and 𝐧2 are the unit normal vectors along vertical and
horizontal axes. Therefore, �̃�𝑥𝑥 and �̃�𝑥𝑦 can be computed. The fluxes
are computed for other boundaries in a similar way. Then, �̃�𝑦𝑦 and �̃�𝑦𝑥
can be computed.

However, the fluxes are not identical at the two parallel boundaries
for a fractured medium. To this end, we introduce the treatment pro-
posed by Chen et al. (2008). Eq. (15) is evaluated twice respectively to
left and right sides, denoted by 𝑞𝑙𝑥 and 𝑞𝑟𝑥. Consequently, 𝑞𝑥 = (𝑞𝑙𝑥+𝑞

𝑟
𝑥)∕2.

The same treatment is applied on top and bottom sides, 𝑞𝑦 = (𝑞𝑡𝑦+𝑞𝑏𝑦)∕2.
The calculation of the upscaled permeability tensor is straightfor-

ward and derived from Darcy’s law. Sometimes, the upscaled �̃� is
asymmetric. The off-diagonal components are set to (�̃�𝑥𝑦 + �̃�𝑦𝑥)∕2 as
advised by Durlofsky (2005) and Chen et al. (2015).

For a two-phase flow, we refer to the works by Jackson et al.
(2018) and Benham et al. (2021). The equivalent relative permeability
is defined as:

𝑘𝑟𝛼(𝑆𝛼) =
⟨𝑢𝛼⟩𝜇𝛼𝐿
𝑘0 ⟨𝛥𝑝𝛼⟩

(16)

where ⟨⋅⟩ is a type of spatial averaging. 𝛥𝑝𝛼 is the pressure drop be-
tween inlet and outlet. 𝐿 is the distance between inlet and outlet. 𝑘0 is a
typical dimensional scaling, which is selected as a mean permeability in
practice. This expression is adapted from Jackson et al. (2018). Benham
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Fig. 5. An illustration of the superposition principle of equivalent permeability tensor.
et al. (2021) used it to upscale fluid flow in a porous medium. However,
this formula is usually involved in analytical studies and inconvenient
to implement.

Furthermore, it is worth noting that rigorously the relative perme-
ability is a tensor 𝐤𝑟𝛼 (Pickup and Serbie, 1996), which is absent in
Eq. (16). In general, Darcy’s law for multi-phase reads 𝐮𝛼 = −𝜇−1

𝛼 𝐤𝑟𝛼 ⋅
𝐊⋅(∇𝑝). To do this, a result from Matthai and Nick (2009) is introduced
in our work. They provided a method to upscale 𝐤𝑟𝛼 according to
the upscaled �̃�. Here, we give the component forms, as shown in
Appendix C.

4.2. Superposition principle of equivalent permeability tensor

A superposition principle of equivalent permeability tensor is inte-
grated in this work for upscaling discontinuities. Assuming a matrix
block intersected completely by several fractures, as shown in Fig. 5,
each component of the equivalent tensor is equal to the summation
contributed by these fractures respective to this component.

Alternatively, if we wish to calculate �̃� of a complex pattern, namely
�̃�∗, one can simply conduct a summation operation based on the known
basic patterns. These basic patterns are constructed by single fracture
cutting the porous rock with different geometrical parameters. As illus-
trated in Fig. 5, �̃�(1) of a simple pattern consists of the contributions
from the rock matrix and the single fracture, namely the superposition
of them �̃�(1) = �̃�(𝑚) + �̃�(𝑓1). Note that �̃�(𝑚) is obtained in the case
without fractures. This idea can be extended to a more general case,
where multi-fractures 𝑛𝑓 are considered:

�̃�(∗) =
𝑛𝑓
∑

𝑖
�̃�(𝑖) − (𝑛𝑓 − 1)�̃�(𝑚) (17)

To show how it works, Fig. 5 provides an example when 𝑛𝑓 = 2. An
underlying assumption to this principle is that the interaction between
fractures is neglected. It produces an acceptable error compared to the
accurate solution. Note that this principle has been used in fractured
reservoir simulation (Zhang et al., 1996; Lei et al., 2015; Xu and
Yang, 2020). The validation of this principle will be elaborated through
numerical tests in Section 5.

4.3. Treatment of complex configuration

The preceding content discusses the treatment to a dual fracture-
pore medium, where the cavities are absent. For a fractured vuggy
porous medium, the presence of cavities would impose significantly to
hydraulic property of this medium (Huang et al., 2011; Golfier et al.,
2015; Yan et al., 2019). In this section, the treatment of a complex
pattern with the fracture-cavity networks is presented. Then, it will be
employed in Section 5 for numerical study. It is worthwhile to note that
the superposition principle proposed in Section 4.2 can be used in the
upscaling procedure.

Fig. 6 shows a domain with complex geometry. It is partitioned
using a physical decomposition (background grids), and then upscaled
5

Fig. 6. Schematic of the domain with a complex geometry and the background grids.

Fig. 7. Treatment of cavity and fractures in equivalent continuum.

by the flow-based equivalent continuum method. The pattern of phys-
ical decomposition is determined by the geometrical configuration, in
which the distribution of cavities and fractures is an important factor.

The cavities with a periodic pattern are upscaled hydraulically as
solid squares by Yan et al. (2019), which is reliable when the cavities
are filled by geological materials. However, as discussed in Section 2.1
and Eq. (2), in some cases, a cavity can be treated as a region of
constant pressure. In this case, the upscaling of cavity, which plays the
role of an internal Dirichlet boundary, should be addressed, as shown
in Fig. 7.

Consequently, this special situation is considered by imposing an
internal pressure at the cavity walls. The cavities are upscaled as several
sub-blocks for the convenience of meshing in the equivalent model
and can reduces geometrical complexity. Each cavity covers several
background grids, which consist of an influenced area as depicted in
Fig. 6. We follow the notations defined in Section 2. Fig. 7 provides
a novel treatment if a boundary condition 𝑝 = �̄� is imposed on edge
𝜕𝛺𝑐 .
𝑒𝑚𝑝𝑡𝑦
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Fig. 8. Two different schemes regarding treatment of large size fractures.
Obviously, grid resolution 𝐿𝑔 has great impact on upscaling, as
displayed in Fig. 6. In many remarkable works, the large size fractures
are retained since they have influence on flow (Lee et al., 2001; Li
and Lee, 2008). It is termed as ‘‘hierarchical upscaling’’ in this paper.
Different size fractures are classified by a ratio 𝐿𝑟 = 𝐿𝑓∕𝐿𝑔 . Then, the
upscaling procedure is performed based on different types of fracture,
as illustrated in Fig. 8.

An alternative scheme is applied for the sake of convenient imple-
mentation (Chen et al., 2015; Yan et al., 2019; Azizmohammadi and
Sedaghat, 2020). The matrix and all fractures are fully discretized by
the background grids. It is termed as ‘‘fully upscaling’’ in this paper.
Notably, Chen et al. (2015) upscaled the large size fractures by parti-
tioning them into several sub-blocks which are intersected completely
by fractures. Here, as displayed in Fig. 8, we present these two different
treatments regarding the large size fractures.

5. Numerical tests and discussion

In this section, the proposed efficient implicit scheme and equiva-
lent continuum approach are synthetically combined to simulate flow
in fractured media. It should be noted that the capillary pressure is
neglected for validation (Karimi-Fard et al., 2004; Moinfar et al., 2014;
Jiang and Tchelepi, 2019). The superposition principle presented in
Section 4.2 is integrated into the upscaling procedure. Then, fluid
flow in a fractured medium with a complex geometry is studied using
the approach introduced in Section 4.3. Note that the simulations are
performed based on Intel Core i7-7950 processor at 2.6 GHz with 16 GB
memory.

5.1. Numerical verification and convergence test

The benchmark is extracted from a publication by Karimi-Fard et al.
(2004). Following the same setting in this literature, parameters of
this model are set to porosity 𝜙 = 0.2, permeability of matrix 𝑘𝑚 =
0.99× 10−15m2 and fracture 𝑘𝑓 = 8.33× 10−10m2, such that the fractures
are modeled as a conductive channel. The coordinates of each fracture
refer to Karimi-Fard et al. (2004).

The result simulated by DFM, as the reference solution, is used to
compare the result computed by the proposed numerical scheme. Fluid
is injected at the bottom left corner of the model, and the outlet is
located at the top right corner, as shown in Fig. 9. This figure depicts
several stages of saturation during evolution at different PVI (injected
pore volume). Injection rate is 0.01 PVI/D. It appears that the result
agrees well with the reference solution.

To test performance of the presented method under different con-
ditions, we define a ratio, 𝑘𝑟 = 𝑘𝑓∕𝑘𝑚, to measure the permeabilities
of matrix and fractures. As reported in literature, the high contrast
of permeability would induce an instability of simulators (Ţene et al.,
2017). The ratio 𝑘𝑟 is set to 105 and 10−5 to simulate two extreme
6

situations. Note that 𝑘𝑚 = 1 md. The former case describes fractures as
the conductive channels, while the later case represents the fractures
as the barriers.

Because of the contrast of 𝑘𝑓 and 𝑘𝑚, the Jacobian becomes ill-
conditioned, which is improved by the preconditioner 𝐏 proposed in
Section 3.2. Furthermore, the adaptive iterative scheme is applied to
improve the convergence quality. Fig. 10 displays a set of curves to
compare the grid convergence with different 𝑘𝑟. It shows that 𝑘𝑟 has
great impact on the convergence performance. The convergence con-
dition is gradually improved with a decreased 𝑘𝑟. Obviously, this test
proves that the presented numerical scheme has a good convergence
performance when the high contrast of permeability is involved.

Another test is performed to evaluate performance of the proposed
adaptive iterative scheme in Section 3.2. To this end, computations by
the improved scheme and classical scheme are carried out. The former
scheme enjoys the advantage of adaptive iteration, while the later
one uses a fixed time step during the entire iterative process. Fig. 11
shows a comparison of convergence performance during iteration using
improved scheme and classical scheme with different 𝑘𝑟. Also, the total
number of Newton iterations of both schemes is given. It appears that
the presented method is able to improve the convergence condition and
reduces the total time.

To study the grid convergence performance of this method, the
model, as shown in Fig. 9, is simulated with different local grid re-
finements. The maximum and minimum values of the grid resolution
are denoted by ℎ𝑚𝑎𝑥 and ℎ𝑚𝑖𝑛, respectively. Then, ℎ𝑚𝑖𝑛 is allowed to be
changed at a fixed ℎ𝑚𝑎𝑥, as displayed in Fig. 12. The error 𝜖ℎ is defined
by the normalized difference between the reference solution and the
results calculated using different local refinements. Fig. 13 provides the
grid convergence with the refinement at a fixed ℎ𝑚𝑎𝑥. It proves that the
presented method has good performance of the grid convergence.

5.2. Study on superposition principle of equivalent tensor

In Section 4.2, the superposition principle is proposed for equivalent
permeability tensor (EPT) based on the flow-based upscaling. Here,
we analyze this principle using the presented numerical scheme. We
use the dimensionless parameters. The size of the model is 1 × 1. The
permeability of the fractures and matrix are 𝑘𝑓 = 105 and 𝑘𝑚 = 1. The
inlet is placed on left boundary 𝑝𝐿 = 1, while the outlet is placed on
right boundary 𝑝𝑅 = 0.

Fig. 5 provides an illustration of a fractured medium with a simple
pattern. To study the superposition principle, EPT of several basic
patterns should be calculated firstly, as displayed in Fig. 14, then a
complex pattern can be easily obtained using these basic patterns. At
this point, we use Eq. (17). Note that when 𝑛𝑓 > 2, the superposition
computation should be operated carefully. To explain it, Fig. 14 shows
a case with 𝑛𝑓 = 3, where the EPT of a complex pattern is calculated by
�̃�(123) =

∑3
𝑖=1 �̃�

(𝑖) − 2 × �̃�(𝑚). It is worthwhile to notice that �̃�(𝑚) should

be subtracted twice which equals to factor (𝑛𝑓 − 1) in Eq. (17).



Advances in Water Resources 163 (2022) 104186L. Wang et al.
Fig. 9. Comparison of saturation evolution of the reference solution and the result calculated by the presented method at two different stages.
Fig. 10. Curves of convergence history with different 𝑘𝑟.

A comparison between results of the fluid flow simulation (FFS) and
superposition principle (SP) is depicted in Fig. 14. The permeability
tensors of the complex patterns are obtained from EPT of basic patterns.
Error of each pattern is computed by ∑

‖

‖

‖

‖

(

𝐾𝑖𝑗 − �̂�𝑖𝑗

)

∕𝐾𝑖𝑗
‖

‖

‖

‖

, where the
symbols ̂ and ̃ represent SP and FFS, respectively. It shows that the
error is very small therefore the assumption of SP is validated in
this test. The source of error is probably induced by the numerical
discretization and grid resolution.

5.3. Flow in porous media with a fracture network

To demonstrate the performance of the proposed method, a porous
medium with a fracture network is simulated. This fracture network
contains different size fractures. The approach discussed in Section 4 is
employed, as shown in Fig. 15.

The background grids with shade are the covered grids of fractures.
Obviously, the resolution 𝐿𝑔 has great impact on the mesh pattern as
well as the simulated results. In this stage, 𝐿𝑔 is determined by the
fracture which has the smallest size. The smallest size is 𝐿𝑓

𝑚𝑖𝑛, therefore
𝐿𝑔 = 𝐿𝑓

𝑚𝑖𝑛∕𝜔𝑚𝑒𝑠ℎ with a weight factor 𝜔𝑚𝑒𝑠ℎ. Herein, we present two
different 𝐿𝑔 to show the effect of grid resolution on mesh patterns and
simulation results. As shown Fig. 15, the minimum length of fractures is
7

Table 1
Model parameters in simulation.

Physical properties Values Units

Matrix permeability 𝑘𝑚 2 × 10−12 m2

Fracture permeability 𝑘𝑓 2 × 10−17 ∼ 2 × 10−7 m2

Fracture aperture 𝑎𝑓 0.1 mm
Fracture porosity 𝜙𝑓 0.8 –
Matrix porosity 𝜙𝑚 0.2 –
Normalized saturation 𝑆𝑛 𝑆𝑛 =

𝑆𝑤−𝑆𝑤𝑙

1−𝑆𝑤𝑙−𝑆𝑛𝑙
–

Relative permeabilities Corey-type model –
Exponent of Corey-type model 𝑛𝑟 2 –
Capillary pressure 𝑝𝑐 0 MPa
Irreducible saturation 𝑆𝑤𝑙 0.001 –
Irreducible saturation 𝑆𝑛𝑙 0 –
Dynamic viscosity of phase 𝑤 0.001 Pa ⋅ s
Dynamic viscosity of phase 𝑛 5 × 10−4 Pa ⋅ s

0.2, then the grid resolution 𝐿𝑔 is varied with the weight factor 𝜔𝑚𝑒𝑠ℎ.
Then, 𝐿𝑔 = 0.05 if 𝜔𝑚𝑒𝑠ℎ = 4, and 𝐿𝑔 = 0.1 if 𝜔𝑚𝑒𝑠ℎ = 2. The inlet
and outlet are 𝑝𝐿 = 1 MPa and 𝑝𝑅 = 0, on the left and right surfaces,
respectively.

The physical properties of two-phase fluid are shown in Table 1.
Note that the relative permeabilities follow the Corey-type model
(Brooks and Corey, 1964):

𝑘𝑟𝑤 =
(

𝑆𝑛
)𝑛𝑟 , 𝑘𝑟𝑛 =

(

1 − 𝑆𝑛
)𝑛𝑟 (18)

where 𝑛𝑟 is the exponent of the Corey-type model. The normalized
saturation 𝑆𝑛 is defined in Table 1.

An obvious difference between the DFM and upscaling approach is
that the upscaled model might fail to describe the ‘‘sharp’’ discontinu-
ous pressure jump around the fractures, as illustrated in the left hand
side picture in Fig. 17. But their global distribution patterns agree well
each other.

Fig. 16 shows the meshing strategy of different models. As shown in
this figure, the unstructured grids are applied in the situation without
upscaling (the DFM), where all fractures are retained and modeled ex-
plicitly. If upscaling is applied, these fractures are implicitly embedded
inside the background grids by the equivalent continuum approach. The
solid lines are explicitly modeled fractures, while the dashed lines are
implicitly expressed.

The pressures distribution calculated by different models is dis-
played in Fig. 17. It demonstrates that the presence of fractures influ-
ences pressure field. A significant pressure gradient is observed around
the fractures. It shows that the fully upscaling with different resolutions
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Fig. 11. Comparison of two different schemes with different 𝑘𝑟. Iteration in one time step (left) and the total number of Newton iterations 𝑁𝑡𝑜𝑡𝑎𝑙 (right).
Fig. 12. Computational grids with different patterns of local refinement. ℎ𝑚𝑎𝑥 and ℎ𝑚𝑖𝑛 are the maximum and minimum resolutions, respectively.
Fig. 13. Grid convergence performance with different resolutions corresponded to
Fig. 12.

is able to reproduce this phenomenon. Note that the solution calculated
by the hierarchical upscaling is very closed to that of the DFM.

To compare the results by different models, a survey line is placed
along the off-diagonal crossing this domain. This line cuts several
fractures through its path, as shown in Fig. 18. Although the curve cal-
culated by upscaling with 𝐿𝑔 = 0.05 has a slight oscillation, the global
tendency agrees well with the curve of without upscaling. However,
the accuracy is reduced if a coarse resolution (for example 𝐿 = 0.1)
8

𝑔

is employed. This test proves that the simulated result is obviously
impacted by resolution, as pointed out in some studies (Karimi-Fard
et al., 2004; Lee et al., 2001).

Computation using DFM is more accurate than using upscaling
approach, but it needs to simulate all fractures explicitly and leads to
an expensive cost. Compared to DFM, the advantage of the equivalent
continuum model is the use of structured grids instead of unstructured
grids, and the fractures are modeled implicitly, as displayed in Fig. 16.
To show their difference in aspect of convergence performance, Fig. 18
provides a comparison of convergence history measured by 𝐿2 norm of
residual of these two different schemes. It explains that the upscaling
approach improves the performance of convergence compared with the
DFM.

Fig. 20 displays saturation evolution simulated by different models.
To show the effect of fractures on hydraulic feature, a high contrast
permeability ratio is set to 𝑘𝑟 = 𝑘𝑓∕𝑘𝑚 = 10−5. It is observed that
the fracture network plays a role of barrier to block fluid flow. Con-
sequently, the fluid accumulates at top and bottom sides since the
fractures block the movement. It shows that a fine resolution (𝐿𝑔 = 0.05
in this case) would lead to a more accurate result compared to a coarse
resolution. Fig. 19 displays a set of curves of the cumulative production
versus pore volume injection. The contrast of permeability between the
fractures and the rock matrix is reflected by 𝑘𝑟, and it has significant
influences on accuracy. The high conductivity of fractures would lead
to a relative high production compared to the low conductivity.
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Fig. 14. Equivalent permeability tensors calculated by superposition principle (SP) and fluid flow simulation (FFS) and the corresponding errors.

Fig. 15. Fracture covered region of fully and hierarchical upscaling schemes for a fractured porous medium with different resolutions.

Fig. 16. Mesh strategies of the fracture networks for DFM and upscaling methods. The dashed lines are implicitly embedded.
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Fig. 17. Pressure distribution calculated by different strategies. A fine resolution produces a relative accurate result. The dashed lines are implicitly embedded.
Fig. 18. Curves of pressure distribution along a survey line (left). The convergence history within one time step calculated by different strategies (right).
Fig. 19. Curves of the cumulative production versus pore volume injection using different models.
5.4. A complex geometry

A test is performed with a complex geometry to study fluid flow in
a more complex porous medium. This model is the so-called fractured
vuggy porous medium found in literature (Huang et al., 2011; Yan
et al., 2019). An essential difference between a cavity and a fracture is
the spatial extension. It results in different treatments of discretization
for these two objects. We follow the scheme proposed in Section 4.3 to
model the fractured media with complex geometry.

A fractured vuggy porous medium is shown in Fig. 21. The pa-
rameters are shown in Table 1. Note that the permeability of the
filled cavity is set to 1 × 10−13m2. The dimensions in x- and y-axes
are both 100 m. In this simulation, the filled and empty cavities are
considered. It reproduces a typical situation in carbonate reservoir
engineering (Huang et al., 2011; Wei et al., 2020; Wang et al., 2022), in
which the connection of fractures and cavities constructs a connected
channel system. The inlet condition is imposed on the edge of a cavity
with pressure 𝑝𝑖𝑛 = 1 MPa, while the outlet is placed on the edge
of another cavity 𝑝𝑜𝑢𝑡 = −1 MPa. These two cavities are connected
by fracture networks. Two approaches, DFM (without-upscaling) and
upscaling, are applied to simulate fluid flow. Thus, two different mesh
10
strategies are adapted, as shown in Fig. 21. The gray cells are embedded
fracture-cavity zones, which need to be upscaled.

Fig. 22 provides saturation evolution of the porous medium as well
as that of the fracture networks. Pressure distributions with respect to
three different models are given in Fig. 23. It appears that discrete
fracture model provides an accurate result but it requires explicitly
simulation of all fractures. The upscaling approach depicts similar
result and the accuracy is increased with a finer resolution (𝐿𝑔 = 0.025
is better than 𝐿𝑔 = 0.05). A survey line is placed along the off-diagonal
of the domain. Pressure variation along this line is displayed in Fig. 24.

Correspondingly, the relation of number of active grid cells versus
pore volume injection is shown in Fig. 24. It demonstrates that the
proposed equivalent continuum approach provides an efficient tool
to model fluid flow in complex fractured media in a simple way.
The results simulated by equivalent continuum approach are shown in
Fig. 26.

Different resolutions lead to different computational steps. Fig. 25
provides a comparison analysis. Cell numbers of 𝐿𝑔 = 0.1, 0.05, 0.025
and 0.0125 are 100, 400, 1600 and 6400, respectively. Correspond-
ingly, we select cell number 𝑛 =108, 398, 1636 and 6423 for DFM on
unstructured grids. It shows that the total number of Newton iterations
𝑁 of upscaling scheme is relatively smaller than that of DFM. The
𝑡𝑜𝑡𝑎𝑙
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Fig. 20. Saturation evolution at different stages calculated by different models. The accurate of upscaling strongly depends on 𝐿𝑔 . The dashed lines are implicitly embedded.
Fig. 21. Mesh of a fractured vuggy porous medium using different strategies.
adaptive time (AT) reduces the computation steps compared to fixed
time (FT).

A test is analyzed with a more strict convergence criterion. The 𝐿2

norm of residual is 10−15 and initial 𝛥𝑡 = 10−3, 10−4. The adaptive
iteration enforces the time step more smaller compared to the previous
iterative step, as shown in Fig. 27. The error calculated by different
resolutions 𝐿𝑔 is provided in this figure. It is measured by the rel-
ative difference between the solutions of DFM and upscaling model,
|

|

𝑆𝐷𝐹𝑀 − 𝑆𝑈𝑝
|

|

∕𝑆𝐷𝐹𝑀 . It shows that the error is relative small if a fine
𝐿𝑔 is applied. The maximum error calculated based on an extremely
fine resolution (for example 𝐿𝑔 = 0.0125) is 4.4%. However, it would
produce an expensive computation cost, which is greater than 1000
Newton iteration number, as shown in Fig. 25. In contrast, if a more
coarser grid resolution is applied (for example 𝐿𝑔 = 0.025), the error is
acceptable but the cost is highly reduced to around 600 iterations. It
is more efficient than the finer grids. Thus, finding a balance between
accuracy and computational cost is a key point in practice.
11
The relation of cumulative production versus injection is shown in
Fig. 28. The inlet and outlet are both placed on cavities. It illustrates
that the heterogeneity of permeability 𝑘𝑟 influences the production.
In this case, the use of 𝐿𝑔 = 0.025 in equivalent continuum model is
sufficiently to recover the results of DFM.

6. Conclusions

In this work, an efficient implicit scheme with adaptive iteration is
developed to simulate fluid flow in the fractured media with complex
geometries. An equivalent continuum approach is devised and then
integrated in the simulator combining with the superposition principle
of equivalent permeability tensor. In the numerical scheme, a precon-
ditioner is proposed to improve the condition of Jacobian, and an
adaptive iterative strategy is used to improve the convergence per-
formance. To model the fractured medium with a complex geometry,
especially the fracture-vuggy network, we introduce a novel treatment
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Fig. 22. Saturation evolution in the rock matrix and fracture networks (DFM solution).

Fig. 23. Comparison of pressure distribution in different models.

Fig. 24. Comparison of two different schemes. Pressure along a survey line (left). The number of active cells versus pore volume injection (right).

Fig. 25. Comparison of total number of Newton iterations using fixed time step (FT) and adaptive time step (AT). 𝑛 is the cell number of DFM, 𝐿𝑔 the resolutions of upscaling.
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Fig. 26. Saturation evolution calculated by the equivalent continuum model with different resolutions. The grids (𝐿𝑔 = 0.025) shown in left side correspond to Fig. 21.
Fig. 27. Adaptive steps when a strict convergence criterion (threshold 10−15) is applied (left). Errors are calculated based on the cells placed at the off-diagonal along the domain
(right).
Fig. 28. Curves of the cumulative production versus volume pore injection of the fractured vuggy porous medium calculated by different models.
to upscale cavities, which allows a cavity either filled or empty. This
scheme is able to simulate the inlet and outlet placed on the edge of
cavity.

Numerical tests are performed to verify the presented numerical
scheme and the equivalent approach. Validation and grid convergence
performance are evaluated through a benchmark study, where different
local grid refinements are considered. A comparison study is conducted
to show the merits of adaptive iteration. To valid the feasibility of
using superposition principle in upscaling, a set of tests is carried
out to demonstrate it. Then, based on this, we simulate fluid flow in
a fractured vuggy porous medium. Different modeling strategies are
13
employed to analyze and compare their performances. It appears that
the proposed equivalent continuum approach is able to reproduce the
results computed by the DFM. The accuracy depends on resolution of
the background grids. This method enjoys a low computational cost
and good convergence performance compared with the DFM using fully
discretized fractures.

Several extensions of the presented approach deserve a further in-
vestigation. It can be applied to a more general case, such as two-phase
flow in three-dimensional fractured vuggy porous media, to release the
huge computational cost for the fully discretized fractures especially in
field scale simulations.
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Appendix A. Upwind scheme for cell to cell connections

An unified formulation of upwind scheme for different cells is
applied. But there are several slight differences in matrix and fracture
cells. Following the discussion in Section 3.2, for 𝜔𝑚

𝑖 or 𝜔𝑐
𝑖 , as illustrated

in Fig. A.29, the upwind term reads:

∫𝜔𝑚𝑐
𝑖

[

∇ ⋅ 𝐮𝛼
]𝑛+1 𝑑𝑉 =

𝑛𝑛𝑒𝑖𝑔𝑖
∑

∗=𝑗,𝑘,𝑚,…

[

𝑓↑ 𝐮𝑖∗
]𝑛+1 𝐴𝑖∗ (A.1)

where ∗ is the index of neighbors of element 𝜔𝑚𝑐
𝑖 . The number of its

neighbors is 𝑛𝑛𝑒𝑖𝑔𝑖 . 𝐴𝑖∗ is the area of interface between elements 𝜔𝑚𝑐
𝑖

and 𝜔𝑚𝑐
∗ , in which the velocity placed at this interface is 𝐮𝑖∗.

For 𝜔𝑓
𝑖 , it reads:

∫𝜔𝑓
𝑖

[

∇ ⋅ 𝐮𝛼
]𝑛+1 𝑑𝑉 =

𝑛𝑛𝑒𝑖𝑔𝑖
∑

∗=𝑗,𝑘,𝑚,…

[

𝑓↑ 𝐮𝑖∗
]𝑛+1 𝑍𝑖∗ (A.2)

When the flux connection is fracture–fracture, 𝑍𝑖∗ = 𝑎𝑓𝑖 ; when it is
matrix–fracture, 𝑍𝑖∗ = 𝐿𝑓

𝑖 . All notations are defined in Section 3.2.
Both terms

[

𝑓↑ 𝐮𝑖∗
]

in Eqs. (A.1) and (A.2) (also Eqs. (9) and (10))
are determined by the velocity direction or flux based on the so-called
upwind scheme, as illustrated in Fig. A.29. For fracture elements:

[

𝑓↑𝐮𝑖∗
]

=

{
[

𝑓𝑖𝐮𝑖∗
]

if flux 𝜔𝑓
𝑖 → 𝜔𝑓

∗
[

𝑓∗𝐮𝑖∗
]

if flux 𝜔𝑓
∗ → 𝜔𝑓

𝑖

(A.3)

It still validates for matrix and cavity elements.

Appendix B. Formula of the preconditioner

As discussed in Section 3.2, the preconditioned Jacobian �̄� is derived
by a preconditioner 𝐏:

�̄� = 𝐏𝐉 =

⎡

⎢

⎢

⎢

⎣

𝐀−1 𝟎 𝟎
𝟎 𝐁−1 𝟎
𝟎 𝟎 𝐂−1

⎤

⎥

⎥

⎥

⎦

⎡

⎢

⎢

⎢

⎣

𝐉𝑚𝑚 𝐉𝑚𝑓 𝐉𝑚𝑐
𝐉𝑓𝑚 𝐉𝑓𝑓 𝐉𝑓𝑐

𝐉𝑐𝑚 𝐉𝑐𝑓 𝐉𝑐𝑐

⎤

⎥

⎥

⎥

⎦

(B.1)

with the sub-matrices 𝐀, 𝐁 and 𝐂. They are defined by the matrix norm
of Jacobian. For convenience, we denote each row of 𝐉 as sub-matrices
𝐃, 𝐄 and 𝐅, such that 𝐉 = [𝐃 𝐄 𝐅]𝑇 .
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Fig. A.29. Illustration of the upwind scheme on unstructured grids.

The sub-block 𝐀 in 𝐏 is written as:

𝐀 =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

√

∑𝑛𝐷𝑐
𝑗=1(𝐷1𝑗 )2 ⋯ ⋯

⋯

√

∑𝑛𝐷𝑐
𝑗=1(𝐷2𝑗 )2 ⋯

⋮ ⋱ ⋮

⋯ ⋯

√

∑𝑛𝐷𝑐
𝑗=1(𝐷𝑛𝐷𝑟 𝑗 )2

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

(B.2)

with the numbers of columns 𝑛𝐷𝑐 and rows 𝑛𝐷𝑟 of 𝐃. Similarly, 𝐁 and 𝐂
can be expanded following the same way. This preconditioner is easy
to implement and flexible to integrate into a solver.

Appendix C. Components of equivalent permeability tensor

Following the description and notations in Section 4.1, the compo-
nents of permeability tensor are expressed by:

𝑘𝑥𝑥 = −
𝜇𝑞𝑥𝐿𝑥
𝛥𝑝𝐿𝑦

, �̃�𝑥𝑦 = −
𝜇𝑞𝑦𝐿𝑥

𝛥𝑝𝐿𝑥

�̃�𝑦𝑦 = −
𝜇𝑞𝑦𝐿𝑦

𝛥𝑝𝐿𝑥
, �̃�𝑦𝑥 = −

𝜇𝑞𝑥𝐿𝑦

𝛥𝑝𝐿𝑦

(C.1)

The components forms of relative permeability tensor are expressed
by:

𝑘𝑟𝛼,𝑥𝑥 = −
𝜇𝛼𝑞𝛼,𝑥𝐿𝑥

�̃�𝑥𝑥𝛥𝑝𝐿𝑦
, �̃�𝑟𝛼,𝑥𝑦 = −

𝜇𝛼𝑞𝛼,𝑦𝐿𝑥

�̃�𝑥𝑦𝛥𝑝𝐿𝑥

�̃�𝑟𝛼,𝑦𝑦 = −
𝜇𝛼𝑞𝛼,𝑦𝐿𝑦

�̃�𝑦𝑦𝛥𝑝𝐿𝑥
, �̃�𝑟𝛼,𝑦𝑥 = −

𝜇𝛼𝑞𝛼,𝑥𝐿𝑦

�̃�𝑦𝑥𝛥𝑝𝐿𝑦

(C.2)

where 𝛥𝑝 is determined by boundary conditions. 𝐿𝑥 and 𝐿𝑦 are the
width and height of the upscaled block. Other notations are defined in
the preceding sections.
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