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A B S T R A C T   

Corrosion is a phenomenon observed in structural components in corrosive environments such as pipelines, 
bridges, aircrafts, turbines, etc. The computational model of corrosion should enjoy two features: a) accurately 
considering the electrochemistry of corrosion and b) properly dealing with the moving interface between solid 
and electrolyte. There are several approaches to model corrosion such as using FEM with mesh refinement al-
gorithms, combining FEM and level-set method, employing finite volume methods, adopting peridynamic 
formulation, and utilizing phase field models. Because of its accuracy, lower computational cost, and robust 
dealing with multiple pit merging, the model which combines FEM with level-set method is selected to be more 
extensively assessed in this paper. Part I focuses on demonstrating the model’s capabilities of simulating pitting 
corrosion through a set of numerical examples which include numerical solution verification, experimental 
validation, and uncertainty quantification of model parameters and properties.   

1. Introduction 

Corrosion is a material degrading phenomenon due to chemical or 
electrochemical reactions in structural components subjected to corro-
sive environments [1–3]. From a chemical point of view, corrosion of 
metals is the chemical reaction of metallic atoms with atoms in the 
environment. Examples of corrosion can be found in pipelines [4], air-
crafts [5], turbines [6], bridges [7], etc. 

Corrosion pit growth is challenging from a computational point of 
view because the moving interface between solid and electrolyte usually 
needs special computational modeling/treatment. The traditional 
treatment is done by the use of FEM with mesh refinement algorithms. 
This works well but it has two drawbacks: a) its computational cost in-
creases rapidly with the increase of irregularities during the pit devel-
opment (e.g. when electrolyte reaches noncorroding grains or voids in 
the solid domain) and b) it needs special numerical techniques in case 
corrosion pits meet each other. The finite volume method can be used as 
another computational model to deal with the moving boundary prob-
lem [8]. However, a) because it does not explicitly model the interface 
between solid and electrolyte, it cannot automatically consider charac-
teristics related to or phenomena extremely close to the interface and b) 

its result is discretization dependent. A third treatment is the use of a 
peridynamic formulation [9]. Peridynamics can be viewed as a formu-
lation which implicitly defines a nonlocal behavior of the interface in 
order to couple the kinetics of dissolution with the movement of the 
interface for pitting corrosion [10]. Although being a relatively new and 
trending computational treatment of the moving boundary problem, a 
peridynamic formulation requires careful determination of nonlocal 
conditions at the boundaries, which adds an extra complexity to the 
problem. Using a phase field model is another alternative [11]. In this 
model, a free energy functional specific for the problem has to be 
defined. Although it gives reasonable results, it is complex in terms of 
solving dense matrices produced by discretization of its coupled PDEs 
[12]. The last model to discuss is the employment of FEM with the 
level-set method [13]. This model is similar to a phase field model 
without needing to construct the free energy functional. Furthermore, a) 
it can be decoupled from the dissolution problem in a one-way manner 
[14–16] and b) it does not need to resolve an interface length scale and 
consequently can use coarser FE meshes. For a review of the mentioned 
models, the reader is referred to [12]. 

As briefly discussed above, using FEM with a level-set method a) 
prevents high computational costs of refining FE mesh and b) reduces 
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problem complexity because it can benefit from the time scale separa-
tion of boundary motion from the dissolution problem. Moreover, the 
level-set method is powerful in dealing with ionic flux irregularities and 
merging multiple corrosion pits [14]. More details of the properties of 
the model are discussed in the following sections. Part I focuses on more 
extensively demonstrating capabilities of the model proposed by Dekker 
et al. [16] in simulating pitting corrosion via a set of numerical example 
problems. First of all, sensitivity analyses of system response quantities 

(SRQs) of interest such as pit depth, pit width, and lacy cover to finite 
element mesh size and nonlinear solution time step size are performed 
for each example problem. If the SRQs are concluded to be insensitive to 
mesh and time step size, uncertainty quantification (UQ) of some model 
parameters (e.g. passivation concentration, saturation concentration, 
moving corrosion front concentration, etc.) or model properties (e.g. 
initial electrolyte domain size and boundary conditions, initial pit shape, 
etc.) or both is conducted. Numerical solution verification and experi-
mental validation are also included in the example problems for which 
analytical solutions and experimental measurements are available, 
respectively. In addition, an example problem is designed to qualita-
tively show the capability of the model in merging multiple pits and 
dealing with noncorrodible and impermeable solid inclusions. 

2. Corrosion kinetics 

Consider a pit filled with electrolyte on the surface of a metal solid 
(see Fig. 1). The metal atoms dissolve into the electrolyte according to 
the following chemical reaction 

M⟶Mz+ + z e− on ΓI (1)  

where M and Mz+ indicate metal atom and metal ion, respectively, e− is 
a symbol for an electron, and z is the valancy number of metal ion. 
Reaction (1) implies that the metal atom leaves the metal structure into 
the electrolyte giving z electrons. These electrons, here, are assumed to 
move toward a region in the metal away from the corrosion pit area so 
that they are not participating in the corrosion process anymore. 

Since this paper and the employed model are based on microscale 
behavior of corrosion, it is more practical to homogenize the distribution 
of metal ions in the electrolyte, to define a metal ion concentration (i.e. 
the amount of metal ions per unit volume), and to use it in the formulas 
instead of considering discrete metal ions. Therefore, according to the 
conservation of mass, mass transport of metal ions in the electrolyte is 
depicted by [17]. 

∂c
∂t

+ ∇⋅J = 0 in ΩE (2)  

where c is metal ion concentration, t is time, ∂∕∂t is partial differential 
operator with respect to t, ∇ ⋅ is the divergence operator, and J is molar 
flux of metal ions. According to the theory of dilute electrochemical 
solutions 

Figure 1. The domains of the problem and their bound-
aries in a two-dimensional space. Ω and ∂Ω illustrate the 
whole domain of the problem and its boundary, respec-
tively. ΩS and ∂ΩS illustrate the domain of the metal solid 
and its boundary, respectively. ΩE and ∂ΩE illustrate the 
domain of the electrolyte and its boundary, respectively. 
As seen in the figure, the whole domain of problem Ω = ΩS 
∪ ΩE, the interface between solid and electrolyte ΓI = ΩS 
∩ ΩE, the boundary of the whole domain of problem 
∂Ω = (∂ΩS ∪ ∂ΩE)\ΓI, the nonoverlapping boundary of 
solid with electrolyte ΓS,F = ∂ΩS\ΓI, and the nonoverlap-
ping boundary of electrolyte with solid ΓE,F = ∂ΩE\ΓI.   

Table 1 
Model parameters used in the pencil test example.  

F = 96,485.3 C ⋅ mol− 1 csat = 5.1 × 10− 6 mol ⋅ mm− 3 

z = 2.19 cinit = 0.0 mol ⋅ mm− 3 

cS = 143.0 × 10− 6 mol ⋅ mm− 3 D = 0.85 × 10− 3 mm2 ⋅ s− 1  

Figure 2. The specimen is a cylindrical pencil electrode with 50 μm diameter 
which is covered by an epoxy resin tube. The electrons on the right hand side of 
corrosion reaction (1) leave the specimen via the wire at the bottom of spec-
imen. 
The pencil test set-up schematic view (adapted from [24]). 
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J = − D∇c (3)  

where D is the diffusion coefficient of metal ions. The following as-
sumptions have been made in this contribution: .  

i) electric potential does not change from outside of corrosion pit 
towards corrosion front (i.e. the contribution of metal ion elec-
tromigration is neglected from Eq. (3)).  

ii) there is not any fluid flow in/out of pit area (i.e. the contribution 
of metal ion convection is neglected from Eq. (3)).  

iii) metal ions are not consumed/produced by chemical reactions in 
the pit area (i.e. sink/source of metal ions is neglected from Eq. 
(2)). 

The initial concentration of the metal ion cinit is usually assumed to 
be constant and uniformly distributed in the pit. Regarding boundary 
condition of the free surface of the pit (i.e. the surface of the electrolyte 
in the pit in common with the electrolyte outside of the pit), the metal 
ion concentration is usually assumed for this surface. The boundary 
condition of the interface between pit electrolyte and metal solid can be 
formalized for three possible conditions of metal ion concentration at 
each point: passivation, diffusion, and activation control condition [18]. 
Firstly, the passivation control condition means that there is no metal 

Figure 3. Mesh and time step size sensitivity of the depth evolution in the pencil test. (a) The depth of specimen in time shows negligible sensitivity to the simulated 
mesh sizes. (b) The depth obtained from all time step sizes rapidly approach to each other in a few seconds from start of the test. 

Figure 4. The depth evolution of the pencil test example by the model using 
δmesh = 1.0 μm and δtime-step = 0.1 s versus an analytical solution of a one- 
dimensional diffusion controlled problem provided in [24]. The model pre-
dicts the depth in time reasonably well in comparison to the analytical solution. 

Figure 5. Different initial sizes and boundary conditions of the electrolyte domain for the pencil test example. Because of symmetry of the problem, only the right 
half of the specimen is illustrated. 
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ion molar flux normal to the interface when the metal ion concentration 
is below a lower threshold: 

J⋅n = 0 on ΓI for c ≤ cpas (4)  

where cpas is the lower concentration threshold called passivation 

Figure 6. The map of metal ion concentration for different initial electrolyte 
size and boundary conditions of the pencil test example (left to right: ‘None’, 
‘Half top’, and ‘Full’) at selected times. Because of symmetry of the problem, 
only the right half of the specimen is illustrated. 

Figure 7. The depth comparison among different initial electrolyte sizes and 
boundary conditions for the pencil test example. The curves depict faster 
interface motion (i.e. larger depth) when the condition is such that metal ions 
can leave the interface more easily. 

Figure 8. The experimental pencil test depth (reported in [25]) falls between 
the numerical depth obtained from using the ‘None’ and the ‘Full’ condition in 
the pencil test example. 

Figure 9. The schematic view of the two-dimensional pit test.  
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concentration and n is the unit outward normal vector to the interface, 
and ⋅ is the vector dot product. Because of the chemical reactions of 
chloride with metal ions, there will be an upper concentration threshold 
csat, called saturation concentration. Secondly, the diffusion control 
condition yields a saturation concentration at the interface points with 

concentrations close to saturation concentration: 

c = csat on ΓI for cclose tocsat (5)  

Thirdly, the activation control condition takes place if the normal metal 
ion molar flux is directly dependent on the normal electric current 
surface density at the interface. In this case, the metal ion concentration 
is between the mentioned lower and upper thresholds. In activation 
control, according to Faraday’s law of electrolysis [17]: 

vf ⋅n =
jn

FzcS
on ΓI for cpas < c < csat (6)  

where vf is the velocity of the interface that is moving due to corrosion, jn 
is normal electric current surface density, F is the Faraday constant, and 
cS is the concentration of metal solid. 

Table 2 
Values of the parameters used in the simulations of the two-dimensional pit test 
example.  

δmesh ∈ {1.0, 2.0, 3.0, 4.0, 5.0} μm 
δtime-step ∈ {0.01, 0.1, 1.0} s 
cI→E ∈ {0.0, csat∕2, csat, 2 *csat}mol∕mm3 

initial pit shape* ∈ {Ci,Tr,Re,Te}

*The shapes are illustrated in Fig. 11. 

Figure 10. The curves of depth in time of the two-dimensional pit test example for different a) mesh sizes, b) time step sizes, and c) front-to-electrolyte concen-
trations. The colored points on the depth curve indicate the first time at which the first point on the interface goes to diffusion control condition. 

Figure 11. Idealized initial shapes of the corrosion pit in the two-dimensional pit test example. The blue area is the electrolyte domain ΩE, the black line is the 
interface ΓI, and the solid domain is not shown. 
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The interface is defined in a space which is one dimension lower than 
the solid and the electrolyte domains. On the other hand, the concen-
tration, as described earlier, is defined as the amount of material per unit 
volume in the spatial space. Therefore, formulating the problem in terms 
of metal ion concentration involves a concentration jump through the 
interface. Consequently, the relation between velocity of the interface 
and normal metal ion molar flux is defined as 

J⋅n = − (cS − c)vf ⋅n on ΓI (7)  

where cS − c is the concentration jump. The negative sign in the right 
hand side of Eq. (7) expresses that velocity of the interface and disso-
lution of metal mass occurring at the interface have opposite directions. 
It is worth noting that, in Eqs. (4), (6), and (7), the spatial gradient of 
electric potential (and consequently electric current) is assumed to be 
zero except across the interface. In other words, it is assumed that the 
electric current only occurs by dissolution of solid at the interface and 
normal to it. 

3. Level-set method 

This section describes the motion of the interface between metal and 
electrolyte and its computational modeling by the level-set method. 

A scalar function ψ , called ‘level-set’, is assumed. The level-set 
function is assumed to be negative in the electrolyte domain, positive 
in the solid domain, and zero at the interface between electrolyte and 
solid. The evolution of ψ can be given as [13]. 

∂ψ
∂t

+ vLS⋅∇ψ = 0 in Ω (8)  

where vLS is the level-set velocity vector field and ∇ is the gradient 
operator. Another form of Eq. (8) is obtained by substituting the more 
geometric equivalence of the dot product 

∂ψ
∂t

+ vn ‖ ∇ψ ‖= 0 in Ω (9)  

where vn is normal level-set velocity scalar field and ‖ ‖ is the Euclidean 
norm operator. Eq. (9) will be simpler to solve if the level-set function 
satisfies the signed distance characteristic: 

‖ ∇ψ ‖= 1 in Ω. (10)  

Substituting (10) into (9) gives 

∂ψ
∂t

+ vn = 0 in Ω (11)  

Thus, instead of solving (9), one needs to firstly solve (10) and then 
update the level-set function by (11). 

Since the motion of the interface (i.e. the evolution of the implicit 

surface ψ = 0) is of our interest, it is apparent to assume that the level- 
set velocity field normal to the interface should be equal to the normal 
velocity of the interface 

vn = vf ⋅n on ΓI (12)  

However, an extension of the normal level-set velocity field is needed to 
the rest of the problem domain by [19]: 

∇vn⋅∇ψ = 0 in Ω (13)  

The finite element method details of the numerical solution procedure of 
the corrosion problem together with level-set method are explained in 
[16]. 

4. Time scale separation of the moving boundary problem from 
the ionic transport problem 

The time scale of interface motion is much larger than the ionic 
transport of metal ions into the electrolyte [20]. Thus, when combining 
FEM with the level-set method, it is possible to use separation of time 
scales in order to lower the computational complexity and cost. By 
benefiting from the time scale separation, we assume that the rate of 
change of boundary has negligible influence on the ionic transport 
problem within a certain time scale. The following multiscale approach 
[21] is adopted to model the moving boundary problem in step i of an 
incremental numerical solution procedure: .  

1. The time interval, Δti, is selected to fall much below the time scale of 
the moving boundary problem.  

2. The ionic transport problem is solved assuming that the interface is 
stationary, d(ΓI,i)∕dt = 0, in the time interval Δti.  

3. The rate of change of the interface, d(ΓI,i)∕dt, is calculated according 
to the solution of ionic transport problem which is previously 
calculated.  

4. The interface is evolved from ΓI,i to ΓI,i+1 based on d(ΓI,i)∕dt. 

5. Numerical examples 

This section is designated for verification, validation, and uncer-
tainty quantification of the corrosion model explained in previous sec-
tions. By ‘verification’, we mean checking numerical model against 
mathematical model; ‘validation’ is used to imply checking conceptual, 
mathematical, and numerical model against experimental data; and, 
‘uncertainty quantification’ is a term which means that we are consid-
ering and quantifying different types of uncertainties (aleatory2 and 
epistemic3) in the whole model [22]. Parameters of the model are listed 
in Table 1. If other values of these parameters are used or if determi-
nation of other parameters is required, they are explicitly mentioned in 
the text related to each example problem. In each numerical example, an 
electric current surface density is applied and kept constant during the 
simulation (i.e. a galvanostatic condition for the applied electricity is 
assumed). 

5.1. Example 1 − pencil test 

This numerical example is a dissolution test of a steel electrode in an 
aqueous NaCl solution that is inspired from the pencil test experiments 
for 304 SS reported in Ernst and Newman [23]. Fig. 2 shows a schematic 
view of the test set-up and the dimensions of the specimen. The pencil 
electrode is covered by an epoxy resin so that dissolution occurs only in 
the cross sectional area of one end of the electrode. The other end of the 
electrode is connected to a wire in order to conduct the electric current 

Table 3 
Dimensions of the initial pit shapes in the two-dimensional pit test example for 
different equivalence criteria defined in (14). The dimensions in the colored 
table cells are used in the simulations related to uncertainty quantification of the 
initial pit shape.  

2 Uncertainty due to inherent randomness  
3 Uncertainty due to lack of knowledge 
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Figure 12. The depth and half width curves of the simulations related to different initial pit shapes in the two-dimensional pit test example according to different 
equivalence criteria defined in (14). 

A. Fayezioghani et al.                                                                                                                                                                                                                          



Materials Today Communications 33 (2022) 104525

8

Figure 13. Metal ion concentration map of the two-dimensional pit test example for different initial pit shapes according to EC1 at selected times. Because of 
symmetry of the problem, only the right half of the pit is illustrated. 
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away from the corrosion interface and to measure the electric current. 
Moreover, a +600 mV versus SCE4 electric potential is applied to the 
pencil specimen in [23], which leads the specimen to go to diffusion 
control condition very fast. Thus, the diffusion control condition (5) is 
assumed for the interface from start of the simulation in this numerical 
example. 

The test is modeled in a two-dimensional space with 3-noded iso-
parametric triangular finite elements. In simulation cases where the top 
of the computational pencil specimen is set to have a prescribed con-
centration (e.g. see Fig. 5(a)), the initial depth is set to a few micro-
meters. The reason is that it is not possible to define both the boundary 
condition of the interface and the electrolyte domain at the same time 
and location. The depth of the pencil electrode in time is the SRQ of 
interest in this numerical example. 

Mesh and time step size sensitivity analyses of the model are done for 
the problem with the boundary condition indicated in Fig. 5(a). Fig. 3(a) 
shows depth of the specimen in time for time step size δtime-step = 0.1 s 
and four mesh sizes δmesh ∈ {1.0, 2.0, 4.0, 8.0} μm. The figure shows 
almost identical results due to the linearity of the mass transfer equation 
(i.e. Eqs. (2) and (3)) together with the diffusion control condition. In 
addition, the corrosion depth, again, shows only small differences be-
tween different time step sizes except in the very first times from start of 
the test. To more clearly observe this time step size sensitivity, Fig. 3(b) 
illustrates the corrosion depth in a short time interval from the start of 
the test for δmesh = 1.0 μm and four time step sizes δtime-step ∈ {0.001, 
0.01, 0.1, 1.0} s. It is evident from Fig. 3(b) that using a larger time step 
size gives a smaller depth. The reason for this minor step size depen-
dence is the time scale separation (assumed and discussed in Section 4), 
which causes underestimation of corrosion depth in case of diffusion 
control. However, the depths obtained from different time step sizes 
rapidly approach to each other in a few seconds so that one can neglect 
time step size sensitivity. 

The depth obtained from the model is verified against an analytical 
solution of a one-dimensional diffusion controlled problem provided in 
[24]. Fig. 4 shows the depth in time of the numerical analysis for δmesh 
= 1.0 μm and δtime-step = 0.1 s 

The depth obtained from the two-dimensional model utilized in this 
paper coincides well with the one-dimensional analytical solution 
because every metallic material point on the interface has the same 
condition and follows a one-dimensional vertical line to the free 

electrolyte surface when assuming the boundary condition given in Eq. 
(5). However, the real test cannot be assumed as a one-dimensional 
problem when considering a larger initial electrolyte domain above 
the pencil electrode. Thus, there is uncertainty in the sizes and boundary 
conditions of the initial electrolyte domain for the pencil test which is 
quantified here. See Fig. 5 for different sizes and boundary conditions of 
the initial electrolyte domain. ‘None’ is defined as the condition in 
which metal ions immediately (almost) disappear out of the pencil test 
tube. Thus, no initial electrolyte domain is needed and the only 
boundary condition is a zero concentration at the top of the pencil test 
tube. In a computational (or an experimental) test with a thick 
noncorrodible and impermeable epoxy resin (compared to the pencil 
electrode diameter) around the pencil electrode, the ‘Half top’ condition 
is considered. The ‘Full’ condition is used in case a narrow noncorrodible 
and impermeable material covers the pencil electrode. The map of metal 
ion concentration at different times is illustrated in Fig. 6 for the three 
cases. Moreover, Fig. 7 shows the depth evolution in time. As expected, 
the ‘None’ condition gives the deepest evolution of the interface among 
the different conditions; then, ‘Full’ shows less movement of the inter-
face; and, finally, ‘Half top’ gives the smallest depth. The reason for 
these computational observations is that a nonzero metal ion concen-
tration at the top of the pencil test tube in the ‘Full’ condition acts as an 
inherent barrier of metal ion mass transfer to leave the tube in com-
parison to the ‘None’ condition. This is also true for ‘Half top’ plus the 
fact that it restricts mass transfer more than ‘Full’ by considering an 
noncorrodible and impermeable surface at the bottom of the initial 
electrolyte domain outside of the pencil test tube. Moreover, the 
inherent ionic mass transfer barrier of the ‘Full’ and the ‘Half top’ con-
dition are less restrictive for the interface points closer to the tube wall. 
This is because there are larger concentration gradients in horizontal 
direction for these interface points (see the slanted interface in Fig. 6 
(a)). However, as the interface evolves and goes into the tube, the dif-
ferences between the horizontal gradients of the interface points become 
smaller (see the interface position in Fig. 6(b) and (c)). Therefore, it 
could be concluded that the easier the metal ion concentration is able to 
leave from the surface of the interface, the faster the interface moves. 
This conclusion gives support to the assumption regarding mass transfer 
with the diffusion controlled condition provided in Section 2. 

The results of depth versus time of the simulations are presented 
together with the experimental pencil test measurement reported in 
[25] for stainless steel ‘304 SS’ in 1 M NaCl at 15∘C in Fig. 8. It is seen 
from the figure that the experimental measurement falls between the 
‘None’ and the ‘Full’ conditions. That is, the metal ions in a short interval 

Figure 14. The four-pits test example set-up: regions, boundary conditions, and dimensions in μm.  

4 Saturated Calomel Electrode 
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after the start of the test are transferred to the outside of the pencil test 
tube more easily than the ‘Full’ and more difficult than the ‘None’ 
condition. The reason of this observation might be the influence of the 
electric potential field inside the pencil test tube at early stages of the 
dissolution. This influence cannot be validated because a) the reported 
experimental data start from an almost linear part of the curve (around 
25 s) and b) the model does not consider the electric potential field. 

Although there are differences in the predicted depths by the model in 
comparison to the experimental data, their slopes in Fig. 8 become the 
same as time proceeds. This means that there is a transition time interval 
from the start of the test which simply causes a shift of depth afterwards. 

Figure 15. The metal ion concentration map of the four-pits test example at selected times.  
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5.2. Example 2 − two-dimensional pit test 

This example, like the previous one, is designed to simulate the 
dissolution of metal into an aqueous NaCl solution in a two-dimensional 
corrosion pit (see Fig. 9 for an schematic illustration of the specimen). 
All properties of the model are assumed to be constant through the 
thickness of the specimen. Furthermore, a constant applied electric 
current surface density of 15 mA∕mm2 is used in all simulations. Thus, a 
hybrid control scheme is adopted in this example. The hybrid control 
scheme initially assumes the activation control condition (6) over the 
entire interface and switches to the diffusion control condition (5) 
whenever the metal ion concentration of each point of the interface 
approaches the saturation concentration. It should be noted that the 
applied electric current surface density does not influence dissolution in 
the diffusion control condition. In addition, the passivation condition (4) 
is not considered in this example. SRQs of interest are chosen to be 
maximum depth and maximum width of the corrosion pit during pit 
growth. In the simulations, the influence of four parameters on the SRQs 
are assessed: mesh size, time step size, front-to-electrolyte concentration 
cI→E (which will be described in more detail later), and initial pit shape. 
The values of these parameters in the simulations are listed in Table 2. 

First, a mesh sensitivity analysis has been performed for all values of 
mesh size in Table 2, δtime-step = 0.1 s, cI→E = csat, and a semi-circular 
initial pit shape. Fig. 10(a) shows the depth of the pit in time for 

different mesh sizes. 
The curves indicate objectivity with respect to the mesh size. 
Then, the sensitivity of SRQs of interest are checked against all 

values of time step size in Table 2, δmesh = 2.0 μm, cI→E = csat, and a 
semi-circular initial pit shape. Depth results are drawn versus time in 
Fig. 10(b). The colored points on the depth curve show that the smaller 
the time step size, the earlier the diffusion control occurs, and conse-
quently the slower the interface grows. The figure shows only a negli-
gible time step size sensitivity. 

Since a level-set method is utilized to model the motion of the 
interface, the finite element mesh is fixed during simulations. Conse-
quently, when the interface is moved to its new position at the end of 
each numerical time increment, a number of finite element nodes on the 
interface and in the metal solid domain close to the interface fall into the 
electrolyte domain. Hence, the initial metal ion concentration of these 
nodes at the start of the next numerical time increment must be speci-
fied. This concentration, here, is called ‘front-to-electrolyte’ concentra-
tion cI→E and takes a prescribed value in the model. Regarding the fact 
that the front-to-electrolyte concentration is a model parameter which, 
to the best of the authors’ knowledge, cannot be determined from ex-
periments in literature, there is uncertainty in its value. To quantify this 
uncertainty, simulations are conducted for four different values of front- 
to-electrolyte concentration in Table 2, δmesh = 2.0 μm, δtime-step = 0.1 s, 
and a semi-circular initial pit shape. Fig. 10(c) shows depth curves for 
different front-to-electrolyte concentrations. The figure evidently dem-
onstrates that the larger the front-to-electrolyte concentration, the 
earlier the pit faces the first diffusion control condition on its interface. It 
should be noted here that temporal scale of the example problem is 
much larger than the fast chemical reaction time of chloride with metal 
ion. Additionally, the chloride reaction occurs in a narrow band over the 
interface whose spatial scale is much smaller than that of the example 
problem. Thus, the differences between depth showed in Fig. 10(c) are 
neglected in the current example and cI→E = csat is assumed. 

In the above sensitivity analyses and the uncertainty quantification, 
the width evolution of the pit has also been numerically traced. The 
results show no pit width sensitivity to the analyzed mesh sizes, time 
step sizes, and front-to-electrolyte concentrations. 

In a real corrosion situation, various factors influence initiation of 
corrosion (e.g. surface roughness, chemical composition of metal and 
electrolyte, the size and orientation of grains and their boundaries, the 
shape of impurities or inclusions on the metal surface, etc.) and thus the 
initial shape of the pit. Therefore, in the models which assume an initial 
shape of the corrosion pit, uncertainty quantification of the initial pit 
shape is necessary. Since there are infinite possibilities of the initial pit 
shape, only four idealized shapes: semi-circle (Ci), isosceles triangle (Tr), 

Figure 16. The schematic view of a corrosion pit with the lacy cover (i.e. the 
isolated metal parts) on its top. The gray area is the metal solid domain, the 
colored area is the metal ion concentration map in the electrolyte domain, the 
black line is the interface, and the double dot-dashed line is the initial position 
of the interface (i.e. boundary of the initial pit shape) which is a semi-circle 
with radius of 30 μm. The concentration at top of the pit (i.e. at boundary ΓE, 

F) is assumed to be zero. 

Figure 17. A zoomed view of a lacy cover indicating lacy cover length llacy and lengths of covers lcover
i and spacings lspacing

i .  
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rectangle (Re), and isosceles teeth (Te) are assessed in this paper (see 
Fig. 11). The shapes are proposed such that they are distinct enough and 
more clearly reveal the evolution of the pit in time. To electrochemically 
make a distinction between the shapes, four factors are considered: a) 
the maximum pit depth, b) the largest surface of the electrolyte inside 
the pit connecting to the electrolyte outside the pit, c) the total mass of 
electrolyte inside the pit, and d) the total surface area of the interface 
capable of dissolving the solid atoms into the electrolyte. These factors 
can be represented by four geometrical parameters of the proposed two- 
dimensional shapes in the same order as the electrochemical factors: a) 
height H, b) width W, c) surface area A, and d) the interface length P of 
the pit. In order to fairly compare the results obtained from different 
initial shapes, dimensions of the shapes should be specified so that they 
are equivalent in the sense of the proposed geometrical parameters. 
Here, the semi-circle is assumed as a reference shape and five equiva-
lence criteria (EC) of the shapes are proposed: 

EC1 : H = HCi,W = WCi
EC2 : H = HCi,A = ACi
EC3 : W = WCi,A = ACi
EC4 : H = HCi,P = PCi
EC5 : W = WCi,P = PCi

(14)  

where HCi, WCi, ACi, and PCi are height, width, surface area, and interface 
length of the semi-circular pit shape, respectively. For example, EC1 
implies that height and width of the shapes are equal to height and width 
of the semi-circle, respectively. Descriptions of the other equivalence 
criteria are straightforward as EC1. In the simulations of uncertainty 
quantification of initial pit shape, the radius of the semi-circle R is 
assumed to be 30 μm. Table 3 lists dimensions of the shapes in all sim-
ulations related to initial pit shape. Fig. 12(a) to (e) show the evolution 
of depth and half width of different initial shapes in different equiva-
lence criteria for δmesh = 2.0 μm, δtime-step = 0.1 s, and cI→E = csat. 

To understand the depth and width evolution more clearly, all pit 
shape evolutions are visualized in time. As a representative, EC1 is 
selected to illustrate metal ion concentration maps of pits in Fig. 13. 

Several remarks extracted from above observations and based on the 
model formulation are listed in the following: .  

• As being obvious from (6), in activation control condition, the model 
predicts the same velocity all over the interface regardless of pit 
shape. However, at the interface points with a sudden change of 
slope (i.e. at interface slope discontinuities), the interface velocity is 
implicitly determined from the vector sum of the interface velocities 
immediately around these points. That is, the magnitude of interface 
velocity at these points is larger than interface points around it when 
having purely anodic dissolution. The interface speed vertices of 
Triangle is an example of this statement.  

• The number of diffusion controlled points on the interface gradually 
increases from the time of first occurrence of this condition.  

• Diffusion control decelerates interface motion as depth increases. In 
addition, a slope discontinuity (diffusion edge) is initiated on the 
interface point where diffusion and activation control conditions are 
competing.  

• According to previous remarks, all pit shapes finally tend to a plate 
shape: a curved shape with a large width and a small height which 
has an edge at a point between its top and bottom.  

• In general, the increase of diffusion controlled interface points in 
time is directly related to the interface length over surface area ratio 
in a small local area around the points of the interface. The larger this 
ratio, the faster the points go to diffusion control.  

• For a certain shape, the larger the initial height of a shape, the earlier 
it encounters diffusion control.  

• It seems that a smaller initial width cannot be compensated with 
other factors such as height, surface area, and interface length except 
where a diffusion edge appears and evolves. 

Figure 18. The indicated points (blue circles) are used for assessment of lacy 
cover sensitivity to mesh and average time step size in general in the lacy cover 
formation example. The green lines and the red line are separately checked for 
time step size and mesh size sensitivity, respectively. 

Figure 19. The trends of cover length ratio for different mesh sizes show that 
the model of lacy cover is insensitive to time step size in the lacy cover for-
mation example. 

Figure 20. The trends of cover length ratio for different values of cpas and csat 
show that the model of lacy cover is sensitive to mesh size in the lacy cover 
formation example. 
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It is worth noting that the pit shape evolution is affected by the elec-
trochemical model, specially for the phenomena close to the interface. 

5.3. Example 3 − four-pits test with interacting corrosion fronts 

This example, named ‘four-pits’ in short, is designed to have the 
same model properties as the two-dimensional pit example but with the 
purpose of qualitatively demonstrating capabilities of the model in 
dealing with noncorrodible and impermeable boundaries as well as 
merging multiple pits. See the example set-up and metal ion concen-
tration maps in Figs. 14 and 15, respectively. 

The initial metal ion concentration of all pits is assumed to be zero in 
space. Until 31 s, all pits have the same condition and grow exactly with 
the same rate. Afterwards, the top, left, and bottom pits face the 
noncorrodible and impermeable boundary of the middle (brown) solid 
and automatically divide the metal (gray solid) into three detached 
parts. The model deals with the noncorrodible and impermeable 
boundary as well as detachment of metal domain without any special 
consideration of the level-set method. Then at 49 s, the right pit reaches 
the middle solid where the metal detaches into five parts and it has 
diffusion control at its bottom. It is seen at 72 s that the top, left, and 
bottom pits have evolved to deeper interface points with larger metal ion 
concentration while the concentration at the right pit’s bottom has 
decreased. A reason for this concentration decrease is the smaller 
interface length over surface area ratio that locally occurs in the de-
tached metal part in the right v-notch. This detached metal part is 
completely dissolved at 92 s. The top, right, and bottom pits are merged 
at 109 s, which has been automatically performed by the model without 
needing FE remeshing. At this time, the metal ion concentration at the 
right bottom of the top and bottom pits has decreased because of a small 
interface length over surface area ratio. At 123 s all pits have merged. 
Finally, all metal parts are dissolving with activation control condition 
at 134 s. 

5.4. Example 4 − lacy cover formation 

This example involves the activation, diffusion, and passivation 
control conditions on the interface with the focus on formation of a lacy 
cover5 on top of the pit. Fig. 16 shows a schematic view of a pit with the 
lacy cover on its top. 

Model parameters and boundary conditions are the same as in the 
two-dimensional pit test example except radius of the initial semi- 
circular pit is 30 μm, the applied overpotential induced electric cur-
rent surface density is equal to 38 mA∕mm2, initial concentration of 
metal ions in the pit equals to csat, and a passivation concentration cpas is 
specified. The formation of lacy cover is composed of three stages: 
passsivation, reactivation (of passivated parts), and isolation of perfo-
rated solid parts. The model incorporates these stages as follows. Finite 
elements of the interface with at least one integration point with metal 
ion concentration smaller than or equal to cpas go to the passivation 
control condition (4) which means no interface motion and metal 
dissolution at those elements. At the same time, the other finite elements 
of the interface which are in activation or diffusion control condition 
continue dissolving metal into electrolyte. In addition, the model has a 
specific criterion for reactivation of the passivated finite elements. As-
sume a finite element which is active (i.e. it is in activation or diffusion 
control condition) is located in the neighborhood of a passivated finite 
element. It can reactivate the passivated element if the interface pro-
gresses into the passivated element. Therefore, passivated finite ele-
ments can be reactivated only by their neighbor elements. The 
competition between passivation and reactivation in the finite elements 
close to the free surface of electrolyte leads to formation of isolated parts 
of metal solid on top of the pit which are surrounded by passivated 

elements. These isolated parts are usually named lacy cover. 
The topology of the lacy cover is defined as the system response 

quantity of interest. Considering the size of a lacy cover with respect to 
size of the pit and the fact that pit evolution is influenced by the free 
surface of electrolyte, only the amount of covered parts of the pit top and 
the spacing between them will be assessed in the lacy cover topology. 
Assume a lacy cover shown in Fig. 17. 

The total length of lacy cover llacy is 

llacy = lcover + lspacing (15)  

where lcover =
∑nlacy

i=1 lcover
i and lspacing =

∑nlacy
i=1 lspacing

i are the total length of 
covers and spacings, respectively, lcover

i and lspacing
i are the length of ith 

cover and spacing, respectively, and nlacy is the total number of covers or 
spacings. Dividing Eq. (15) by llacy gives 

1 = γcover + γspacing (16)  

where γcover and γspacing are cover length ratio and spacing length ratio, 
respectively. 

Sensitivity analyses of lacy cover topology with respect to finite 
element mesh size and average time step size are conducted in the points 
of Fig. 18. It is worth explaining average time step and the reason for the 
triangular shaped area containing the points for the sensitivity analysis. 
In the incremental solution procedure of the model, the Courant- 
Friedrichs-Lewy (CFL) condition is used at the end of each time step in 
order to adapt the time step size of the next step. The CFL condition 
states that the time step must be small enough in order for the infor-
mation to have enough time to propagate through the discretized me-
dium [27]. This condition can be formulated for the present work as 

max
ΓI

(
vk

f ⋅nk
) δk+1

time-step

min
Ω

(δmesh)
≤ 1. (17)  

where min
Ω 

is the minimum operator in the whole region of the problem, 

max
ΓI 

is the maximum operator along the interface, and superscripts k and 

k + 1 indicate time step k and k + 1, respectively. By reordering of the 
terms in Eq. (17) and considering a stability factor, we obtain 

δk+1
time-step = 0.5

min
Ω

(δmesh)

max
ΓI

(
vk

f ⋅nk
) (18)  

where 0.5 is used as the stability factor. Since the incremental solution 
procedure employs time step adaptation formula (18), time step sizes 
are scattered in a small range during each simulation. Thus, the average 
of these time step sizes are calculated for each sensitivity simulation and 
shown versus mesh sizes in Fig. 18. Moreover, it can be seen from Fig. 18 
that the average time step sizes are smaller for smaller mesh sizes (i.e. 
the points shape an almost triangular area), which is in accordance with 
Eq. (18). 

The sensitivity analysis of lacy cover length ratios are performed 
with respect to the time step sizes indicated on the green lines of Fig. 18. 
This analysis shows negligible difference between the points on each 
green line (see Fig. 19). That is, the points in each green line are located 
in an insensitive lacy cover length ratio region. Next, the points on the 
red line are checked to assess the sensitivity of lacy cover length ratios to 
mesh size. Fig. 20 draws cover length ratio versus mesh sizes of the red 
line for different values of cpas and csat. In general, cover length ratio 
increases with an increase of cpas and vice versa. This relation is in the 
opposite way for the csat. The only exception is for cpas = 3.0 mol∕mm3, 
csat = 4.0 mol∕mm3, and δmesh = 1.0 μm where cover length ratio is 
smaller than the case with csat = 5.1 mol∕mm3. One reason could be that 
the lacy length chosen for calculation of lacy cover length ratios does not 
suffice to obtain a representative value for δmesh = 1.0 μm. As obvious 
from Fig. 20, cover length ratio does not approach to a certain value as 5 Refer to [26] for the description of the lacy cover formation mechanism. 
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mesh size is decreased. Hence, lacy cover formation is slightly sensitive 
to the finite element mesh size. 

6. Conclusions 

Numerical examples have been designed in Part I to demonstrate the 
performance of the corrosion model in [16] for pitting corrosion. The 
model’s corrosion interface evolution is not sensitive to the finite 
element mesh size except in the reactivation process of lacy cover for-
mation. It is also insensitive to time step sizes for all example problems. 
The model is verified against an analytical solution of a 1D diffusion 
controlled problem. For this 1D problem, uncertainty quantification is 
performed for three different extents of initial electrolyte domain and 
their boundary conditions two of which are new in this paper. This 
uncertainty quantification highlights the importance of accurate deter-
mination or assumption of them before simulation. In addition, the 
experimental validation of depth evolution of two initial electrolyte 
domain and boundary conditions shows that the experimental depths 
fall between them, and they can be assumed as upper and lower 
boundaries of real depths. 

There is a parameter in the model which prescribes the concentra-
tions of the finite element nodes which are added to the electrolyte 
domain as a result of the interface motion into the solid domain. The 
magnitude of these concentrations depend on spatially and temporally 
local electrochemical reactions of metal ion with electrolyte. The current 
corrosion models do not consider such local interactions, and thus un-
certainty quantification of this parameter is always required. Pre-
specification of different values for this parameter shows a slight change 
in depth over time of a simple 2D corrosion pit. 

Because the initiation of the corrosion pit depends on factors such as 
surface roughness, crystallographic orientations, and inclusions, there is 
an uncertainty in the initial shape of the pit. Thus, according to five 
proposed equivalence criteria, four initial shapes are examined to show 
the differences in depth and width evolution of a corrosion pit. Overall, 
it is seen that diffusion control is the main cause of depth and width 
differences and is reached earlier at deeper points of the interface with 
higher interface length over surface area ratios. Although the depth and 
width evolution of shapes are significantly different, they all finally tend 
to a plate-like shape when a major part of the interface goes into 
diffusion control. 

A new numerical example is designed to assess the quality of the 
employed model. The level-set method has provided the model with 
qualitative properties such as merging multiple pits as well as dealing 
with sharp noncorrodible and impermeable boundaries without any 
extra developments. It should be noted that the level-set method does 
not include computational costs of mesh refinement but adds additional 
computational effort related to solving the level-set equations. 

To simulate formation of a lacy cover on top of a corrosion pit, 
passivation of interface elements is used together with a procedure for 
reactivation of them. Sensitivity analyses in this paper show that the 
reactivation procedure is insensitive to time-step size but slightly sen-
sitive to mesh size. 
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