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Abstract

This thesis covers two topics. The first one is signal design for accurate Time-of-Arrival
estimation using a number of frequency separated signals. Rather than use a full UWB
band, we will use sparse subband signals spanning the full band to construct a new
virtual UWB signal. To evaluate the performance of the constructed signal, Cramer-
Rao lower bound and auto-correlation are used. And given a given fixed bandwidth the
number of subbands within a 1 GHz UWB channel, and optimal subbands’ allocation
will be found based on the evaluation results.

Our results show that when three 50 MHz subbands are used to construct a virtual
1GHz UWB signal, a lower CRLB and better auto-correlation performance can be
reached when subbands are close to the edges of the virtual band. However, the auto-
correlation still has multiple peaks, which poses a serious challenge for accurate time
estimation.

The second topic is to investigate the frequency dependence of the channel impulse
response of subbands with different frequency separations. We propose a covariance cal-
culation method to determine the frequency dependence which changes with frequency
separation.

To validate the method, different artificial UWB channels with distinct paths are
given. The results show that covariances between the subband CIRs stay at a high
level when measured at the direct path and the majority of interference caused by
other paths can be eliminated by a wider bandwidth subband. Given UWB channels
measured from 5 to 10 GHz with a link-budget of 120dB, the frequency dependence
of the direct path and reflections are determined, different bandwidths and frequency
separations are used, and the results show that the channel impulse response of the
subbands will become different when measured at different center frequencies, where
the difference increases with an increased frequency separation of the subbands. The
correlation of the direct path is maintained over larger frequency distances than that
of reflected paths.

Index Terms — Ultra-wideband, Subbands, Cramer-Rao Lower Bound, Frequency
dependence, Multipath
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Introduction 1
1.1 Background

Over the past decades, wireless technologies have become a part of human life and they
are continuously evolving. Different wireless technologies show up everywhere in our
daily life, such as Mobile Phones, Global Position System, Remote Controls, Bluetooth
Audio and Wi-Fi etc. A basic wireless communication system consists of three parts,
transmitter, channel and receive.

In recent years, positioning and ranging technology based on wireless communica-
tion has become a popular field of research that has attracted the attention of many
scientists. The most successful use case is the Global Positioning System (GPS), with
more than 30 navigation satellites circling the Earth as transmitters. The GPS receivers
can receive the signals and measure the distances between the transmitters and the re-
ceiver, and based on this determine the location of the receiver. A lot of algorithms are
proposed to process the received signals and precisely determine the location. Time
of Arrival (ToA) estimation is quite popular among these studies, which measures the
distance of the Line of Sight (LoA) path between transmitter and receiver based on
the accurate time delay estimation. But in practice, besides the LoS path, there are
other signals received through the reflected paths which interfere the direct path delay
estimation, as shown in figure 1.1.

Figure 1.1: LOS in practice

In real environments, like built-up areas (urban canyons) and indoor, there is quite
a large number of paths, and these situations pose a serious challenge on positioning
system like GPS. Paths can not be distinguished since the delay time differences be-
tween different paths are quite small. And in order to deal with these situations, higher
accuracy TOA estimation is of vital importance to improve the accuracy of position-
ing systems. High accuracy TOA estimation requires high time resolution, which is
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inversely proportional to the bandwidth of the used signal, and a quite wide bandwidth
should be used to achieve decimeter accuracy ranging and positioning. Therefore, re-
searchers gradually focus on improving the delay estimation accuracy, such as designing
new spread spectrum signals, using large bandwidth like wider ultra-wideband signals
and more.

1.2 Motivation

In positioning systems, time delay estimation is the most straightforward method to
obtain range information which can be used for navigation and position. The Cramer-
Rao Bound is a valid evaluation standard on the sync performance of the positioning
signal, which is directly related to practical signal lock schemes [1]. Thus, the time
delay estimation optimization problem becomes a problem to find the lower Cramer-Rao
Bound. This paper concludes that current ranging signals used in GALILEO and GPS-
II still can not have the same performance as the theoretical optimum pulse considering
practical band limitations of the satellite transponder. Similarly, maximization of the
Gabor bandwidth is shown to improve the delay estimation accuracy effectively with
a fixed narrow signal bandwidth [2]. Bandwidth limitation is a vital challenge for
ranging accuracy improvement, which directly influences the ability to distinguish the
direct path from close reflections. It is shown that when two different signals broadcast
on different carrier frequencies are processed as a single signal with only one center
frequency, it outperforms than only single signal is processed on multipath rejection,
resulting in a higher accuracy time delay estimation [3]. Alternatively, large signal
bandwidth is potentially available in a terrestrial positioning system such as an UWB
signal.

UWB, which occupies 500 MHz or more, gains more and more attention in recent
years. At 2009, an overview of UWB propagation channels have been given by Molish,
pointing out that the UWB channel can resolve more close-in paths than conventional
(narrow-band and wide-band) propagation channels [4]. Different multipath compo-
nents can be easily distinguished in the time domain because of the large bandwidth.

However, it will cost too much spectrum usage and increased sample rate for wide
bandwidth signals requires substantial processing power. The above researches give us
an idea on how to solve this problem. If the receiver receives a sparse subband signal
on different frequencies spaning an UWB channel, where only part of the UWB channel
would be used, does the combined signals have similar performance as the UWB signals,
and how about the impact caused by the different subband allocation.

Then we look at some studies that focus on UWB channel, researchers have analysed
subband-level frequency-dependent propagation inside an UWB channel [5], concluding
that both delay and angular spreads shows significant differences when measured at
different frequencies within an UWB channel. Study [6] shows that there is spectral
distortion caused by the power and pathloss variation with frequency. But when the
UWB channels are used in practice, given an UWB channel measured from 5 to 10
GHz, the increase of the bandwidth from 500MHz to 1.5GHZ of a subband with carrier
frequency 8GHz does not improve the mean localization accuracy [7]. Therefore, here
comes the question that what is the difference between the subbands with different
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carrier frequencies inside an UWB channel, does the CIR of subbands shows frequency
dependence on the different carrier frequencies. Taking multipath components into
account, we are curious about the frequency dependence of different paths in the CIRs
of subbands.

1.3 Research Statement

This thesis covers two topics, the first one is signal design for accurate Time-of-Arrival
estimation using a number of frequency separated signals. Using sparse subband signals,
the main goal for this topic is to investigate the error caused by the constructed signal
from subbbands compared to a full UWB signal, find the trade-off that can be made
between ToA estimation accuracy and subband allocation.

And the second topic is to investigate the frequency dependence of the channel
impulse response of the subband with different frequency separations. A method is
proposed to determine the frequency dependence of the channel impulse response of
subbands. How the method performs when different UWB channels are given? What
is the frequency dependence of different paths in time domain?

1.4 Outline

This thesis report is structured as follows.

• Chapter 2 presents a description of a multiple subbands UWB signal model and
frequency dependence model.

• Chapter 3 presents the mathematical expression of the multiple subbands UWB
signal, gives the detailed mathematical derivation of the Cramer-Rao Lower Bound
and auto-correlation.

• Chapter 4 presents the results of the Cramer-Rao Lower Bound and auto-
correlation when using different vitrual UWB signals. The performance of the
constructed signals is determined for different subband allocation schemes.

• Chapter 5 introduces the frequency dependence of the channel impulse responses
of subbands within an UWB channel and mathematical expressions are given,
proposed to determine the frequency dependence.

• Chapter 6 presents the results of the frequency dependence model, analyses the
results for different UWB channels, and discuss the frequency dependence of dif-
ferent paths within an UWB channel.

• Chapter 7 presents the conclusions of this thesis.

3
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System Description 2
In this chapter, we will give the basic idea for both two topics, and system models we
use for the virtual UWB channel and signal are presented.

2.1 Introduction

Given a general model, if there is a signal or channel with a large bandwidth in the
frequency domain, it can be seen as the combination of many subbands signals and
channels as shown in the figure 2.1.

Figure 2.1: General model for an UWB spectrum

In this figure, subbands BW1 through BWK , the parts in yellow, are used for trans-
mission. The full spectrum spans a virtual bandwidth BWvirtual = fck−fc1+BW1

2
+BWK

2
,

and the subbands might have different bandwidths, different center frequencies, and also
different channel characteristics. In the following sections, we will give more detailed
models for our topics.

2.2 Model of a multiple subband ultra wideband signal

In this model, we try to take advantage of the large bandwidth BWUWB when only the
yellow parts are what we really can obtain. Then the question becomes that how the
assigned allocation of subbands can achieve a similar performance as what we use the
full virtual bandwidth, especially when the signal is applied for ToA estimation.

Assuming the virtual bandwidth of the signal is BWUWB and its spectrum is cen-
tered at fc, a series of subbands centered at f = fck with bandwidth BWk are what we
really use. To simplify the model in advance, rectangular shapes are used to represent
the Power Spectrum Density in the following figure.

5



Figure 2.2: Diagram of the PSD of a sparse multi-band signal with a center frequency fc
.Only the parts in yellow, subbands BW1 to BWk, are occupied.

In figure 2.2, sparse subbands are spread over a much wider bandwidth BWUWB.
The subbands only occupy a fraction of the whole band, thus we can have a virtual
signal spanning a virtual bandwidth with these known subbands.

Then we use the subbands signals to represent the virtual signal. Considering there
are K baseband subband signals which has bandwidth BWk, where k = 1, 2, ..., K.
Therefore, K subband signals with their spectrum centered at fak are defined by the
equation (2.1) and shown in figure 2.3.

xk(t) = xbbk (t)ej2πfak t (2.1)

where xbbk (t) is the kth subband signal with bandwidth BWk in baseband, and k repre-
sents the kth subband, and xk(t) is the subband signal centered at fak .

Figure 2.3: Spectrum of a series of signals

Here we assume that the PSDs of the subband signals have constant values to
simplify the model, however this is not the case in practice. In this case, virtual signal
s(t) can be seen as a bandpass signal that filter out the unoccupied parts inside the full
channel, and can be written as the sum of subband signals.

s(t) =
K∑
k=1

xbbk (t)ej2πfak t (2.2)

6



2.3 Frequency dependence model

In this model, instead of constructing the signal from known subbands, we focus on
the frequency dependency of the impulse response of subbands centered at different
frequencies inside the full band channel.

Given an UWB channel starts at fl, ends at fh with a bandwidth BWUWB in the
frequency domain, since the channel impulse responses can be obtained by the inverse
Fourier transfer by the transfer function of the channel, here we will express the transfer
function measured by the given channel mathematically in the frequency domain for
the following impulse responses analysis.

Considering a multipath channel with L paths, we have following equation for the
transfer function of this channel with infinite bandwidth.

H(f) =
L∑
l=1

ale
−j2πfτl (2.3)

where al is the amplitude of the lth path, and τl is the time delay of the lth path. By
using the inverse Fourier transform, the channel impulse response is obtained from the
transfer function H(f) and can be written as

h(t) =
L∑
l=1

alδ(t− τl) (2.4)

Noticed here, the channel impulse response in time domain is in the ideal case where
the channel has infinite bandwidth.

The measured UWB channel spectrum is partitioned into K subbands, assuming
the center frequencies of each subband are {fc1 , fc2 , fc3 , ..., , fcK}, and the bandwidths
of the subbands are equal, represented by BWsub, as shown in the 2.4. The frequencies
difference between the adjacent subbands are the same, represented by the ∆f .

Figure 2.4: Signal Model over Frequency Domain

It is obvious there is a limitation for the center frequencies of the subbands.{
fc1 − 1/2BWsub ≥ fl
fcK + 1/2BWsub ≤ fh

(2.5)
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Design of a Multiple Subband
UWB Signal 3
3.1 Overview

In this chapter, a detailed analysis of the multiple subband signal will be discussed.
And the goal of this model is to find a subbands allocation scheme that has the similar
performance in TOA estimation as the UWB signal.

3.2 Performance ealuation methods

In this section, two assessment methods are given for evaluating the performance of a
virtual UWB signal.

3.2.1 Cramer-Rao Lower Bound

When TOA is used for range estimation, the time delay of the first arriving path is
estimated. In this case, we need to evaluate the performance of the time delay estimator.
The mean squared error (MSE) of an estimator θ can be written as

MSE(θ) = var(θ) + [bias(θ)]2 (3.1)

To improve the accuracy of an unbiased estimator, we need to find the smallest
variance. The Cramer-Rao Lower Bound provides a lower bound of the variances
[8],and is a standard way to assess the performance of constructed the virtual UWB
signal on time delay estimation accuracy. A lower CRLB means a higher accuracy
estimator we can reach.

For a given sample x and θ̂ is an unbiased scalar estimator, the CRLB can be written
as [8]

CRLB(θ) =
1

−E[∂
2 ln p(x;θ)
∂θ2

]
(3.2)

where the p(x; θ) is the Probability Density Function.

To calculate the CRLB, we need discretize signal. The received signal, sampled with
sample time ∆ seconds, can be written as

r[n∆] = a0s[n∆− τ ] + w[n∆] (3.3)

Considering the samples are independent and identically distributed, the likelihood

9



function becomes

p(r; τ) =
N−1∏
n=0

1√
2πσ2

exp[− 1

2σ2
(r[n∆]− a0s[n∆− τ ])2]

=
1

(2πσ2)
N
2

exp[− 1

2σ2

N∑
n=1

(r[n∆]− a0s[n∆− τ ])2]

(3.4)

The first-order partial derivative of p(r; τ) with respect to τ is given by

∂ ln p(r; τ)

∂τ
= − 1

σ2

N−1∑
n=0

[(r[n∆]− a0s[n∆− τ ])
∂

∂τ
a0s[n∆− τ ]] (3.5)

And the second-order partial derivative with respect to τ is

∂2 ln p(r; τ)

∂τ 2
=− a2

0

σ2

N−1∑
n=0

(
∂

∂τ
s[n∆− τ ])2+

a0

σ2

N−1∑
n=0

{(r[n∆]− a0s[n∆− τ ])
∂2

∂τ 2
s[n∆− τ ]}

(3.6)

The expectation of a0
σ2

∑N
i=1{(r[n∆] − a0s[n∆ − τ ]) ∂2

∂τ2
s[n∆ − τ ]} should be zero since

the expectation of w[n∆] = (r[n∆]− a0s[n∆− τ ]) is zero as the source signal and the
noise are independent.
So the Cramer-Rao Lower Bound now become

CRLB(τ) =
1

−E[∂
2 ln p(r;τ)
∂τ2

]
=

σ2

a2
0

∑N−1
n=0

[
∂
∂τ
s[n∆− τ ]

]2 (3.7)

Equation (3.7) can also be written as

CRLB(τ) =
σ2

a2
0

∑N−1
n=0

[
∂
∂τ
s[n; τ ]

]2 (3.8)

Now let we assume a pulse signal s(t) which is nonzero over [0, Ts], and bandlimited
White Gaussian noise with bandwidth B and two-sided power spectrum density N0/2.
Here Nyquist rate sampling is used, which means ∆ = 1/2B and the noise variance is
N0B.

Using r[n],s[n] w[n] to represent the sampled received signal plus sampled noise, the
sampled signal and the sampled noise, respectively, then equation (3.3) becomes

r[n] = a0s[n∆− τ ] + w[n] n = 0, 1, 2..., N − 1 (3.9)

Since the pulse signal is nonzero over [0, Ts], the a0s (n∆− τo) would be nonzero
over [τo, Ts + τo], where τo is the propagation time. Then equation (3.9) can be reduced
to

r[n] =

 w[n] 0 ≤ n ≤ no − 1
a0s (n∆− τo) + w[n] no ≤ n ≤ no +M − 1
w[n] no +M ≤ n ≤ N − 1

(3.10)
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where no = τo/∆ (no = τo/∆ could be approximated by an integer since ∆ is so small),
and M is the length of the sampled signal.

Applying (3.10) into equation (3.8),

CRLB (τ0) =
σ2

a2
0

∑N−1
n=0

(
∂s[n;τ0]
∂τ0

)2

=
σ2

a2
0

∑n0+M−1
n=n0

(
∂s(n∆−τ0)

∂τ0

)2

=
σ2

a2
0

∑n0+M−1
n=n0

(
ds(t)
dt

∣∣∣
t=n∆−τ0

)2

=
σ2

a2
0

∑M−1
n=0

(
ds(t)
dt

∣∣∣
t=n∆

)2

(3.11)

Knowing that ∆ = 1/2B is small enough to approximate the sum by an integral,
and σ2 = NoB, then

CRLB (τo) =
σ2

a20
∆

∫ Ts
0

(
∂s(t)
∂t

)2

dt
=

No/2

a2
0

∫ Ts
0

(
∂s(t)
∂t

)2

dt
(3.12)

Given that Es =
∫ Ts

0
s2(t)dt, the equation (3.12) is rewritten

CRLB(τo)
1

a2
0
Es

No/2

∫ Ts
0 ( ∂s(t)

∂t )
2
dt∫ Ts

0 s2(t)dt

(3.13)

Also the signal energy can be written as Es =
∫ Ts

0
s2(t)dt = Pt × Ts. Then the

CRLB becomes

CRLB (τo) =
1

a2
0 × 2PT×Ts

N0
×B2

rms

(
sec2

)
(3.14)

where Brms is the RMS bandwidth

Brms =

√√√√√∫ Ts0

(
∂s(t)
∂t

)2

dt∫ Ts
0
s2(t)dt

(3.15)

Applying the Fourier transform and Parseval’s theorem, RMS bandwidth becomes

Brms =

√∫∞
−∞(2πf)2|S(f)|2df∫∞
−∞ |S(f)|2df

(3.16)
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Now the CRLB of the virtual UWB signal can be calculated, as given in (2.1) and
(2.2), the PSD of the signal can be given as

Ps(f) = |S(f)|2 =
K∑
k=1

|Xk(f)|2

=
K∑
k=1

∣∣Xbb
k (f − fak)

∣∣2 (3.17)

Substitution of equation (3.17) into (3.14), we have

CRLB (τo) =
1

a2
0 × 2PT×Ts

N0
×B2

rms

=
1

a2
0 × 2PT×Ts

N0
×

∫∞
−∞(2πf)2|S(f)|2df∫∞
−∞ |S(f)|2df

=
1

a2
0 × 2PT×Ts

N0
×

∑K
k=1

∫∞
−∞(2πf)2|Xbb

k (f−fak)|2df∑K
k=1

∫∞
−∞|Xbb

k (f−fak)|2df

(3.18)

In this case, given a fixed transmit power PT , transmit time period Ts and two-
sided noise power N0/2, in order to find a smaller CRLB, we need to find a large RMS
bandwidth Brms of the sparse subbands, it becomes a optimization question,

MAX(B2
rms) = MAX

(∑K
k=1

∫∞
−∞(2πf)2

∣∣Xbb
k (f − fak)

∣∣2 df∑K
k=1

∫∞
−∞

∣∣Xbb
k (f − fak)

∣∣2 df
)

(3.19)

From section 2, we assume that the PSD of each subband Psubk is a constant, and

the power of the transmitted signal PT is also a constant, where PT =
∑K

k=1 Psubk .
Then the squared RMS bandwidth can be written as

B2
rms =

∑K
k=1

∫∞
−∞(2πf)2

∣∣Xbb
k (f − fak)

∣∣2 df∑K
k=1

∫∞
−∞

∣∣Xbb
k (f − fak)

∣∣2 df
=

4π2

3

∑K
k=1 f

3|fak+BWk/2

fak−BWk/2
Psubk∑K

k=1BWkPsubk

=
4π2

3

∑K
k=1

[
1
4
BW 2

k + 3f 2
ak

]
BWkPsubk∑K

k=1 BWkPsubk

(3.20)

Assuming every subband signal has the same fixed PSD and bandwidth BW, the
squared RMS bandwidth now becomes

B2
rms =

4π2

3

K∑
k=1

[
1

4
BW 2 + 3f 2

ak

]
(3.21)

There are still some constrains.
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1. The virtual bandwidth is BWUWB,

faK − fa1 +
1

2
× (BW1 +BWK) = BWUWB (3.22)

2. There is no overlap between subbands

fan+1 − fan ≥
1

2
× (BWn +BWn+1), n = 0, 1, 2...K − 1 (3.23)

It’s obvious that the CRLB is influenced by the number of subbands, their band-
widths, the PSDs of the subband signals, and also the locations of the subbands.

3.2.2 Squared error of the auto-correlation

At the receiver, correlation in the time domain is widely used for time delay estimation.
The correlation function measures the similarity between two signals for all possible
delays, and the peak of the correlation function occurs at the delay with the best
similarity between the two signals, therefore, it is important to find the peak of the
correlation function precisely. For that purpose, the correlation should have a distinct
and outstanding peak. And in practice the cross-correlation of the received signal and
an ideal replica of the transmitted signal will be used to estimate the delay, but here
we will use auto-correlation of the virtual signal to simulate and find whether it has a
distinct peak.

The auto-correlation of the sparse subbands signal can be written as the sum of
the auto-correlations of the baseband subband signals [9], and the detailed derivation
is shown in Appendix A.

In this case, the auto-correlation of the virtual signal given in (2.2) is

Rx(τ) =
K∑
k=1

Rxk(τ)

=
K∑
k=1

Rxbbk
(τ)ej2πfakτ

(3.24)

where Rxbbk
(τ) is the auto-correlation of each of the baseband subband signals.

In order to find a correlation with a distinct and outstanding peak, we will use the
ideal auto-correlation of a signal which has the constant PSD Pideal spanning the full
bandwidth BWUWB as benchmark, where the correlation function will only show one
peak at τ = 0 point. Then the difference between the correlation of the constructed
virtual signal and benchmark will be determined to evaluate the performance of the
virtual signal.
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The auto-correlation of the full UWB channel can be written as

Rideal(τ) = F−1
{
|Xideal(f)|2

}
=

∫ ∞
−∞

Pideale
j2πfτdf

=
Pideal
j2πτ

(
ejπBWUWBτ − e−jπBWUWBτ

)
=
Pideal
πτ

sinπBWUWBτ

= PidealBWUWB sincBWUWBτ

(3.25)

Assuming there are K subbands, BW is the bandwidths of the subbands, and the
PSD of each subband is

Psub =
pideal ×BWUWB

K ×BW
(3.26)

where the Pideal is the PSD of the full UWB signal.
Let us introduce α as the fraction of occupied bandwidth by the subbands in the

virtual UWB signal where

α =
BW

BWUWB

(3.27)

Thus the auto-correlation function of the signals consisting of sparse subbands is

Rx(τ) =
Psub
πτ

(sinπBWτ)
K∑
i=1

ej2πfaiτ

= PsubBW (sincBWτ)
K∑
i=1

ej2πfaiτ

(3.28)

To calculate the squared error, summing up the squared differences at different time
point is the most intuitive and obvious way, therefore the signal is sampled with time
period ∆, then the squared error can be written as

E =
∑
N

|Rx(n∆)−Rideal(n∆)|2

=
∑
N

|PsubBW (sincBWn∆)
K∑
k=1

(ej2πfakn∆)− pidealBWUWB sincBWUWBn∆|2

=
∑
N

[(PsubBW (sincBWn∆)
K∑
k=1

(cos 2πfakn∆)−KPsubBW sinc
BWn∆

α
)2

+ (PsubBW (sincBWn∆)
K∑
k=1

(sin 2πfakn∆))2]

(3.29)
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3.3 Optimization methods

In the previous section, the squared error has been given. In this section the goal is to
find the minimum value of the squared error.

3.3.1 Newton’s method

Newton’s method is introduced here to find the (local) minimum of a twice-differentiable
function. First, we will approximate the objective function with a second-order Taylor
expansion of the objective function.

The Taylor expansion for the objective function f(x) at xk can be written as

f (xk + ∆x) ≈ f (xk) +∇f (xk) ∆x+
1

2
∇2f (xk) (∆x)2 (3.30)

Next, take the partial derivatives of each side with respect to ∆x, we have

∇f (xk + ∆x) ≈ ∇f (xk) +∇2f (xk) ∆x (3.31)

And then we let the ∇f (xk + ∆x) = 0 to reach the minimum of f (xk + ∆x), the
Newton step becomes

∆x = − ∇f
∇2f

(3.32)

And ∇f(x) is the gradient of the function. ∇2f is the Hessian, which consists of the
second partial derivatives of the objective function with respect to each of the variables.
The recurrence relation of variables can be written as

xk+1 = xk −H−1 (xk)∇f (xk) (3.33)

In this case, once we have an initial start value x0, then apply iteration through
Newton’s method, and set a suitable threshold for stopping the iteration, we can obtain
the xk where the minimum of objective function is reached.

3.3.2 Application of Newton’s method

In order to meet the constrain given in (3.22), there will be two fixed subbands centered
at the edges of the virtual bandwidth. Therefore, there actually are K−2 independent
variables. In order to simplify the calculation, we assume the fixed two subbands
are the K − 1th subband and Kth subband and their center frequencies are faK−1

,
faK , therefore, the other center frequencies of baseband signals are represented by
fa = [fa1 , fa2 , ..., faK−2

]T . Here the squared error can be seen as sum function of N time
points, which means it can be written as E =

∑
N y

2
n and we have

yn = |Rx(n∆)−Rideal(n∆)|1

= ((PsubBW (sincBWn∆)
K∑
k=1

(cos 2πfakn∆)−KPsubBW sinc
BWn∆

α
)2

+ (PsubBW (sincBWn∆)
K∑
k=1

(sin 2πfakn∆))2)
1
2

(3.34)
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In order to minimise the squared error E =
∑

N y
2
n, we apply the Newton’s method.

The Jacobian matrix is introduced here which consisting of the first partial derivatives
of the objective function with respect to each of the variables. And it can be expressed
as

J =


∂y1
∂fa1

· · · ∂y1
∂faK−2

...
. . .

...
∂yN
∂fa1

· · · ∂yN
∂faK−2

 (3.35)

The first derivative of yi with respect to any fai(i = 1, 2, ..., K − 2) is

∂yn
∂fai

= −((PsubBW (sincBWn∆)
K∑
k=1

(cos 2πfakn∆)−KPsubBW sinc
BWn∆

α
)2

+ (PsubBW (sincBWn∆)
K∑
k=1

(sin 2πfakn∆))2)−
1
2×

([PsubBW (sincBWn∆)
∑

k=1,k 6=i

(cos 2πfakn∆)

−KPsubBW sinc
BWn∆

α
](2πn∆PsubBW ) (sinπBWn∆) sin 2πfain∆

+KPsubBW sinc
BWn∆

α

∑
k=1,k 6=i

(sin2πfakn∆))

(3.36)
Also the Hessian is

H =


∂2y1
∂f2a1

∂2y2
∂fa1∂fa2

· · · ∂2y2
∂fa1∂faK−2

∂2y3
∂fa2∂fa1

∂2y2
∂f2a2

· · · ∂2y3
∂fa2∂faK−2

...
...

. . .
...

∂2yN
∂faK−2

∂fa1

∂2yN
∂faK−21

∂fa2
· · · ∂2yN

∂f2aK−2

 (3.37)

As given in (3.33), in this case, it becomes

fai

(n+1) = fai

(n) −H−1g (3.38)

where g denotes the gradient vector of E and H denotes the Hessian matrix of
E. Therefore, the gradient vector g can be also written as 2JE

TE, where JE is the
Jacobian matrix, so the recurrence relation can be written as

fai

(n+1) = fai

(n) − 2H−1JE
TE (3.39)

Therefore for every step, we will update our fai
until the change of E becomes

smaller than a threshold. In this case, the threshold is set to 0.001, which means that
if a new fai is updated and the change of error of the auto-correlation does not exceed
0.00001, the minimum of the function will be found.
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Note here that in order to simplify the calculations, Gauss Newton’s method is
also introduced. In this case, we do not need to calculate the Hessian matrix, but an
estimate will be used H ≈ 2JE

>JE. And the recurrence relation becomes

fai

(n+1) = fai

(n) − 2JE
>JE

−1
JE

TE (3.40)

In this case, the locations of the subbands when we have a minimum error of auto-
correlation can be calculated.
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Results for Different Multiple
Subbands UWB Signals 4
In this chapter, simulations of the assessment methods given in Chapter 3 are discussed,
and also the results of optimization of the auto-correlation error are shown.

4.1 Results for the assessment of constructed virtual UWB
signals

In the following simulation, we use the virtual bandwidth which is 1 GHZ and the
subband bandwidth 50 MHz. Assuming we have K subbands, and the PSD of subband
signal is 1/K.

4.1.1 Results of Cramer-Rao Lower Bound

As given in Chapter 3, CRLB can give the lowest bound of the unbiased estimator.
When the constructed virtual signals are used for the delay estimation, we will see how
the CRLB change when different subbands are chosen.

Several sparse subbband signals are introduced as examples, and the change of the
CRLB given in (3.14) versus location of subbands will be given.

4.1.1.1 Case 1: 3 Subbands

Considering there are three sparse subband signals, and two of the subband signals’
locations are fixed at the edge of the virtual band, the third signal location fa2 will
shift from the left edge to the right edge based on a given step, as shown in 4.1.

Figure 4.1: Diagram: Three Sparse Subband Signals Case

And the frequency step is 10 MHz in this case. Based on (3.18), the CRLB is shown
in 4.2
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Figure 4.2: The change of CRLB versus subband center frequency with 3 subbands

Figure 4.3: Two subband signals allocation with lowest CRLB when the number of subband
is 3

As shown in figure 4.2, it is obvious that the CRLB is a convex function. To find
the lowest CRLB, the third subband should be at the edges of the subbands as shown
in figure 4.3. As given in (3.21), when the bandwidth of subbands are fixed, then the
squared center frequency should be larger to have a lager RMS bandwidth, leading to
the smaller CRLB.

To sum up, the lower CRLB can be achieved when the subband signals are centered
at the edges of the virtual band. Just like [10] concludes, the more the power of the
signal is concentrated at the edge of the band, the lower CRLB we can have. But what
should be mentioned here is that this will cause more ambiguity errors which will be
discussed later.

4.1.1.2 Case 2: 4 Subbands

Considering the case with 4 subband signals, fixing three subband signals at the edge
of the virtual band for simplifying the calculation, and the fourth subband shift from
left side to the right side inside the virtual bandwidth. Based on (3.18),the CRLB is
calculate. The result is shown in 4.4
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Figure 4.4: The change of CRLB versus subband Center Frequency with 4 subbands)

When we have the lowest CRLB, the allocation of the subbands is

Figure 4.5: Subbands allocation with lowest CRLB

As shown in figure 4.4 and figure 4.5, the CRLB function with respect to the location
of the subbands is still a convex function. Therefore, the similar result is found as in
the three subbands case. In order to achieve the lowest CRLB, the central frequency
of the subbands should be centered as close as possible to the edge of the virtual band,
and a symmetric spectrum reaches.

4.1.2 Squared error of the auto-correlation

In this section, we will use the three subbands case as an example. The two subband
signals are fixed at the two edges of the virtual UWB band, Assume virtual bandwidth
is 1 GHz, and the bandwidth of the subbands is 50 MHz. So if the third subband is
put at the middle between the fixed two subbands as shown in 4.6
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Figure 4.6: Subband allocation

The real auto-correlation, imaginary auto-correlation of each subband and also the
auto-correlation of the constructed virtual signal are shown in 4.7 and 4.8.

Figure 4.7: Real part correlation function of different subbands and combined subband

Figure 4.8: Imaginary part correlation function of different subbands
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From figure 4.7, the correlation function of combined virtual signal has multiple
peaks, which poses a serious challenge in the time of arrival estimation. Here we use
the minimum squared error to measure the auto-correlation performance. Assuming
there is a UWB signal spanned over the virtual bandwidth, and the transmit power
of it is the same as the virtual UWB signal, then both auto-correlation functions are
calculated. We measure the squared difference between two functions at different time
points, then sum them up to have the squared error. From figure 4.9, we see that there
is a large difference between two correlations.

Figure 4.9: Real part correlation Function of combined UWB signal and the ideal virtual
UWB signal

The squared error between these two curves can be seen as the assessment method
to measure the similarity of these two curves, leading to measure the performance of
the auto-correlation of combined signal.

4.1.2.1 Optimization method

In order to minimise the squared error given in (3.29), the Newton method and the
Gauss Newton method are used here.

Here we still use 3 subband case as the example, two of them are fixed at the edges
of the virtual band, the third subband shifts from left edge to the right edge based on
the step.

Same parameters we use to calculate the CRLB are given, the results in 4.1 show
a weird result that the optimal center frequency of the third subband is always close
to the starting point of the algorithm, it seems wherever we start the algorithm, the
optimal value will stop at a local minimum value.
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Start frequency(MHz) 400 300 200 100 0

End frequency (MHz) 398 299 200 98 75

Table 4.1: The results of Newton’s method on squared error

To figure out this problem, we calculate the first derivative of the squared error
function directly, the result is shown in 4.10 .

Figure 4.10: Change of derivative versus center frequency

As shown in the 4.10, actually the derivative repeatedly crosses the zero point, which
means there are a lot local minimum point, and actually it is hard to find a optimal
value. Then we look at the squared error in 4.11 directly.

Figure 4.11: Squared error

We can find that actually the squared error does not change too much when the
third subband shifts from left side to the right side. Thus the squared error of the
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auto-correlation does not make much sense since most subband allocation schemes
show similar error. In other words, the method we proposed for evaluating the auto-
correlation is not good enough to judge the quality of the performance. It is determined
that if the third subband is not close to the center frequency, we can have the combined
virtual UWB signals with same performance on auto-correlation.
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Frequency Dependence of the
Channel Impulse Response 5
In this chapter, a detailed analysis of the frequency dependence of the channel impulse
response will be discussed. The goal of this analysis is to find the frequency relationship
of the CIR of subbands extracted from an UWB channel.

5.1 Channel model

In Chapter 2, we already presented the mathematical expressions of the transfer func-
tion and channel impulse response of the channel. Here, we will derive the the math-
ematical expressions for the transfer function and the frequency response of the sub-
bands.

In order to obtain the subbands, a window function is introduced to truncate the full
UWB spectrum, which also reduce the spectrum leakage caused by the finite bandwidth
we have.

Figure 5.1: Windowed channel response model in the frequency domain

As shown in figure 5.1, window functions centered at {fc1 , fc2 , fc3 , ..., , fcK} are used
to create the subband transfer function.

Hk(f) = H(f)Wk(f) (5.1)

where Wk(f) = W (f − fck) is the window function centered at fck with bandwidth
BWsub. In the time domain, the window function is obtained by the inverse Fourier
transform and can be written as

wk(t) = F−1{Wk(f)} = w(t)ej2πfck t (5.2)

where w(t) is the baseband window function in the time domain. Then the subband
CIR is obtained by taking the inverse Fourier transform of the windowed subband
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signal. Now, the CIR is found as

hk(t) = F−1{Hk(f)} =
L∑
l=1

alδ(t− τl) ∗ wk(t) (5.3)

And from (5.2) and (5.3), the CIR can be represented by

hk(t) = ej2πfck t
L∑
l=1

ale
−j2πfckτlw(t− τl) (5.4)

To simplify the calculations, the subband signals are moved to baseband, and the
baseband subband CIRs can be represented as

hbbk(t) =
L∑
l=1

ale
−j2πfckτlw(t− τl) (5.5)

where the term 2πfckτl is the phase of the lth path. When using a matrix representation
of the basband subband CIRs, we get

hbbk(t) =


a1e
−j2πfckτ1w(t− τ1)

a2e
−j2πfckτ2w(t− τ2)

:
:

ale
−j2πfckτlw(t− τL)


T 

1
1
:
:
1

 (5.6)

Now we introduce a variable ∆f which indicates the frequency distance between
adjacent center frequencies. The number of subbands can be influenced by changing
∆f . If the bandwidth of the subbands is fixed, there might be gaps between adjacent
subbands when ∆f increases. Similarly, there might be overlaps between adjacent
subbands when ∆f is quite small. The formula of ∆f is given as

∆f = fck+1
− fck (5.7)

In this case, by substituting equation (5.7) into equation (5.5), the adjacent subband
of the kth band k + 1th band can be written as

hbb(k+1)(t) =
L∑
l=1

ale
−j2πfck+1

τlw(t− τl)

=
L∑
l=1

ale
−j2πfckτlw(t− τl)e−j2π∆fτl

(5.8)

This case can be written in matrix form as:

hbb(k+1)(t) =


a1e
−j2πfckτ1w(t− τ1)

a2e
−j2πfckτ2w(t− τ2)

:
:

ale
−j2πfckτlw(t− τL)


T 

e−j2π∆fτ1

e−j2π∆fτ2

:
:

e−j2π∆fτL

 (5.9)
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Comparing equations 5.6 and 5.9, an interesting behavior is found. Adjacent sub-
bands only show a phase rotation ej2π∆fτl in the lth path related to time delay τl and
frequency separation ∆f , and this phase rotation matrix φrotation is given as

φrotation =


e−j2π∆fτ1

e−j2π∆fτ2

:
:

e−j2π∆fτL

 (5.10)

5.2 Window function

For processing the subband channel, the frequency domain measurements need to be
truncated to subbands with bandwidth BWsub by multiplying the full band response
with a window function with respective center frequency and bandwidth. The most
serious impact after windowing is the inevitable spectrum leakage and the main reason
for spectrum leakage is that when the spectrum of the window function is infinitely
long and the signal is convolved, the main lobe and the side lobe are superimposed, so
the smaller the energy of the side lobe, the smaller the influence of spectrum leakage.

Figure 5.2: Hann, Hamming and Rectangular Windows

In our model, we focus on the covariance of the CIRs of subbands at different time
delays, which means the main lobe should be as narrow as possible, so as to have a
more accurate time resolution. Thus, a suitable window function which has narrow
main lobe and superior side lobes should be found. Let us consider the most popular
window functions Hann, Hamming, rectangular windows, the spectrum in time domain
and frequency domain are shown in 5.2

When we compare these three window functions, we find that the rectangular win-
dow has the narrowest main lobe but the largest amplitude of side lobes. The other
two window functions have wider main lobes but lower side lobes. None of them has a
narrow main lobe and lower side lobes at the same time. Therefore, the Tukey window
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is considered since it is a window that can be seen as a trade-off between the Hamming
and rectangular windows. The Tukey window is expressed by following equations w[n] = 1

2

[
1− cos

(
2πn
αN

)]
, 0 ≤ n < αN

2

w[n] = 1, αN
2
≤ n ≤ N

2

w[N − n] = w[n], 0 ≤ n ≤ N
2

(5.11)

As shown in figure 5.3, by choosing a smaller cosine fraction α , the ”flat” part
will become larger, and after inverse Fourier transform, the main time lobe becomes
narrower, and the side lobes roll-off rate becomes worse and side lobe height becomes
lower.

Figure 5.3: Tukey Window with 0.25,0.5,0.75

In order to remove the noise and residual signal when processing the received signal,
we introduce a noise threshold that the spectrum below this threshold is considered to
be full of noise. And here the noise threshold is set at 30 dB below the strongest
multipath component (MPC) which is around 0 dB, therefore we mainly focus on the
spectrum exceeding -30 dB in time domain. As shown in figure 5.4, the main lobe is
wider below -30 dB and more noise will be involved when the cosine fraction α is small.

In practice, we need to find the trade-off between narrower main lobe and superior
side lobe roll-off, narrower means a smaller α is needed, and superior side lobe roll-off
means a larger α is needed, so we have a compromise here and choose the middle value
α = 0.5 to balance the trade-off.

5.3 Frequency dependence

In order to measure the frequency dependence of the channel impulse responses of the
subbands, the covariance function between adjacent subbands in baseband is deter-
mined.

From equations 5.6 and 5.9, the CIRs of adjacent baseband signals only show a
phase difference in multipath components, which depends on ∆f and τl. In this case,
in order to have the covariance of two adjacent bands, the first step is to compensate
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Figure 5.4: Tukey Window with 0.25,0.5,0.75

the phase rotation. In TOA estimation, accurate time delay estimation leads to the
accurate positioning result, especially the time delay of the direct path. Therefore,
the CIRs of subband channels at different time delays for different ∆f is what really
matters, and whether the change of ∆f has a big impact on the CIRs of the subband
signals at particular time delays.

Given K subbands and k = 1, 2, ..., K, then the covariance function with respect to
time delay is defined as

R(∆f, τ) =

∑k=K−1
k=1 hbbk(τ)(hbb(k+1)(τ)ej2π∆fτ )∗

K − 1
(5.12)

where the number of subbands K is given by

K = dBW −BWsub

∆f
e (5.13)

In this formula, the phase rotation is compensated for each time delay. We calculate
the product of the channel impulse responses of each adjacent subband channel, where
the conjugation operation and phase compensation are used to eliminate the imaginary
part of the product. Since we have K subband channels, we end up with K-1 products,
and the average of these products is the covariance we need. Since the number of
subbands will change when different subbands bandwidths and ∆f are chosen, we use
the maximum K as default.

Notice that here the covariance is taken over all the subbands at the the same delay
time. Its normalized value can be written as

ρ1(∆f ; τ) =
R(∆f, τ)

|R(∆f, τ)|

=

∑k=K−1
k=1 hbbk(τ)(hbb(k+1)(τ)ej2π∆fτ )∗∑k=K−1

k=1 |hbbk(τ)||hbbk+1(τ)|

(5.14)
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The normalized value ranges from 1 to -1. When it equals to 1, it means the
subband CIRs are totally correlated and if it equals to -1, it means the subband CIRs
are completely uncorrelated. For a given set of subbands, the frequency dependence
is well characterized by the value of the covariance ρ(0; τ), where all the subbands are
the same and the covariance is constant 1. Here we use 0.5 as the threshold value to
determine whether the subband CIRs at delay τ is correlated, if the covariance is greater
than 0.5, the subband CIRs at delay τ are treated as correlated, and conversely, if the
covariance is less than 0.5, the subband CIRs at delay τ are treated as uncorrelated.

And we also give a modified normalized value,

ρ2(∆f ; τ) =
k=K−1∑
k=1

hbbk(τ)(hbb(k+1)(τ)ej2π∆fτ )∗

|hbbk(τ)||hbbk+1(τ)|
/(K − 1) (5.15)
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Results on the Frequency
Dependence of the CIR 6
In this chapter, the method introduced last chapter will be validated with measured
CIRs. From the simulated results, more analysis will be given for different UWB
CIRs. Additionally, the frequency dependence of the direct path and reflected paths
are discussed.

6.1 Simulation setup

In the last chapter, we proposed two methods based on the covariance given by (5.14)
and (5.15) to determine the frequency dependence of the impulse response. The follow-
ing question is to figure out how the covariance depends on the frequency separation
∆f at different time delay τ , thus we need to choose a time delay τ to calculate the
covariance.

In the following simulation, we take the impulse response of the UWB signal as the
reference to pick up the time delay to measure the covariance.

For the proposed covariance methods (5.14) and (5.15), notice there are a common
item hbbk(τ)(hbb(k+1)(τ)ej2π∆fτ )∗ changes with ∆f in the nominator and the denomina-
tor can not be affected by the imaginary part caused by the ∆f , then we focus on the
nominator.

Looking at the key calculation in the nominator,

hbbk(τ)(hbb(k+1)(τ)ej2π∆fτ )∗

=
L∑

l1=1

al1e
−j2πfckτl1w(τ − τl1)(

L∑
l2=1

al2e
−j2πfckτl2w(τ − τl2)e−j2π∆fτl2ej2π∆fτ )∗

=
L∑

l1=1

L∑
l2=1

al1al2e
−j2πfck (τl1−τl2 )w(τ − τl1)w(τ − τl2)e−j2π∆f(τ−τl2 )

(6.1)

where L is the number of the paths in the subbands and l1, l2 represent the paths in
two adjacent subbands.

Based on this equation, the correlation of the subbands will be influenced by the
change of ∆f and τ . There is a main interference item e−j2π∆f(τ−τl2 ). The more
paths in the channel, more interference will be introduced. And the appearance of this
interference is because that we can not fully compensate for the phase rotation. In
case that the impulse response shows multiple paths in the calculation process when
we obtain CIRs by using inverse Fourier Transform, we can not separate the paths
in time domain. This means CIRs can not be mathematically expressed by the sum
of different paths in practice, therefore, the phase rotation shown in equation (5.10)
can not be fully compensated for each path, but through the the window functions
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product w(τ − τl1)w(τ − τl2), if there is enough time difference between two paths in
time domain, large part of the impacts caused by multipath can be reduced since the
window function takes a maximum value 1 at w(0) and then gradually decreases to 0
on both sides, so if there is enough gap between the multiple paths, these paths will
be filtered out by the low magnitude of window function and we can still have reliable
results.

Here we will validate how this method performs in the ideal case which only have
one path and also the case with multiple paths.

6.2 Simulation results of artificially generated UWB channels

In this section, we will validate the proposed methods. Some ideal UWB CIRs which
only have several arrival paths and noise are given. Based on these channels, the
frequency dependence of the subbands impulses response at specific time delays will
be determined and analysed. All the artificial generated UWB channels here have the
same bandwidth 5GHz with a center frequency 7.5 GHz as the measured one.

Considering the CIR with the signal path at 400 ns, as shown in figure 6.1. The
subbands CIRs are shown in right side, only three subbands CIRs are shown here as
an example.

To obtain these subbands, we first calculate the maximum number K of subbands
we can have based on a ∆f = 60MHz by using equation (5.13), next, we can have
evenly distributed K frequencies from 5 to 10 GHz based on the interval of 60 MHz,
and then using the K Tukey Windows centered at K frequencies with α = 0.5 and
BWsub = 60MHz to truncate the UWB channels. Then zero-padding is used to make
the subbands have the same bandwidth as the original channel.

Figure 6.1: Impulse Responses of One Arrival Path Signal (Left) and Subbands (Right, one
case when ∆f = BWsub = 60MHz)

According to equation (5.5), when there is only one arrival path in the CIR, no
matter how we choose the different way to obtain the subbands, the subbands will also
only have one arrival path, which means there is only one time point where the impulse
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response reaches the peak, same as the time delay of the direct path at original UWB
CIR. In this case, when τ = 400ns, the phase rotation can be fully compensated by
ej2π∆fτ and the covariance will be 1 whatever the ∆f changes.

Figure 6.2: The covariance ρ1 change versus ∆f at 200ns (left) and 400ns (right)

From figures 6.2 and 6.3, we can find that at the arrival path delay, the covariance
is always at 1 whatever ∆f changes as expected. All the subbands are completely
correlated at the time delay 400 ns. And also we notice that at 200 ns, the covariance
changes rapidly when the ∆f changes. Since the CIR only shows one path, the phase
rotation between adjacent subbands CIRs will be the same, equals to ej2π∆fτ where
τ = 400ns. But we actually use τ = 200ns to compensate the phase rotation based
on equation (5.12) we proposed , resulting that we can not fully compensate the phase
rotation and also introduce an inference which will change with ∆f .

Figure 6.3: The covariance ρ2 change versus ∆f at 200ns (left) and 400ns (right)

Since we already know the phase rotation when the CIR only shows one path, a
little change can be made on the covariance to validate our assumption that the phase
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rotation between adjacent subband CIRs will be the same when the CIR only shows
one path inside the window-size time domain.

Then the key part of nominator of covariance becomes

hbbk(τ)(hbb(k+1)(τ)ej2π∆fτl2 )∗

=
L∑

l1=1

al1e
−j2πfckτl1w(τ − τl1)(

L∑
l2=1

al2e
−j2πfckτl2w(τ − τl2)e−j2π∆fτl2ej2π∆fτl2 )∗

=
L∑

l1=1

L∑
l2=1

al1al2e
−j2πfck (τl1−τl2 )w(τ − τl1)w(τ − τl2)

(6.2)

where τl2 is the time delay of the direct path, which in this example is 400 ns.
Rather than using measured time delay τ to compensate the subbands, here we

directly use the τl2 = 400ns to compensate the phase rotation. It can be seen that the
phase rotation is fully compensated, which means we get rid of interference item related
to ∆f . If our assumption is right, the covariance will be 1 inside the window-size time
domain since two adjacent CIRs will be the same after compensation, here we take the
covariance at τ = 401ns, as shown in 6.4 and 6.5.

Figure 6.4: Covariance ρ1 at 401ns Figure 6.5: Covariance ρ2 at 401ns

The results show that the time point around 400 ns also has the same phase rotation
when the CIR of the UWB channel only shows the direct path. With no interference
caused by other paths, the subbands will be fully correlated inside the window-size time
domain.

In what follows, we will calculate the results when the CIR has more paths. Known
that smaller bandwidth leads to a smaller time resolution, resulting in the loss of the
ability to distinguish close-in paths, we would like to analyse the CIR with close-in
paths and also paths that are far apart. Then given a CIR as shown in figure 6.6 with
three paths at 12ns, 16ns, and 110ns separately.
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Figure 6.6: Impulse responses of three arrival path signal(arrive at 12ns, 16ns, 110ns)

Then we calculate the covariance at 12ns, 16ns, 110ns based on two methods sepa-
rately, the results are shown in figure 6.7 and 6.8.

Figure 6.7: The covariance ρ1 change versus ∆f at 12ns (Left), 16ns (Middle) and 110ns(
Right)

Figure 6.8: The covariance ρ2 change versus ∆f at 12ns (Left), 16ns (Middle) and 110ns
(Right)

We notice that this two methods actually have similar results, the covariance ρ2

is always slightly smaller than ρ1, and the fluctuations of the curve are also similar.

37



Therefore, we will focus on the analysis of the covariance ρ1 in the following simulations.
Here the the bandwidth of window function is 60 MHz, which means the time

resolution is around 16.6 ns, resulting that subbands can not distinguish the paths
where the time difference between them is smaller than 16.6 ns. The fluctuations of
the curves in the first two figures are obviously due to the influence of the adjacent
paths which only has a 4 ns difference. Conversely, the covariance of the third path
stays at 1 since this path is far enough from the first two. Theoretically, there is 4ns
difference between first two paths, if we want to get rid of the multipath interference,
the bandwidth of the subbands should be larger than 250 MHz, then the fluctuations
will disappear. To validate this, the results of the covariance change versus ∆f at 12ns
when the bandwidth of Window function is 120MHz, 240MHz and 300MHz is shown
in figure 6.9.

Figure 6.9: The Covariance ρ1 change versus ∆f at 12ns when the bandwidth of Window
function is 120MHz, 240MHz and 300MHz

The results shown in figure 6.9 agrees with the analyse above. With the increase
of the effective bandwidth, the covariance at the delay of arrival path becomes stable
and stays at a high level close to 1. However, we should notice here in the given
impulse response, the first two peaks have the same magnitude, which will bring a
large interference to each other. In real life, the reflected paths will be lower than the
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direct path. Thus, the covariance of direct path will not be affected as much as this
result shows.

Next, some measured CIRs will be given, the results based on (5.14) in practice will
be discussed.

6.3 Measurements setup

The real UWB channels are measured over a frequency band of BW = 5GHz with a
center frequency 7.5 GHz at 4096 discrete frequency points collected from on the second
floor of the B wing of the Kennedy campus of the AZG, Kortrijk Belgium [7].

Figure 6.10: Environment floor plan, anchor positions and measurement segments [7]

The floor plan is shown in 6.10. For the measurements, with all doors open, no com-
pletely enclosed spaces in the entire measurement environment, 9 stationary antennas
from BS1 to BS9 are placed in different places on the second floor and can be reached
from anywhere on this floor without modifying the environment. An agent antenna will
move on a fixed route during the measurement, and a 4-port vector network analyzer is
used here, the channels between the agent and three stationary antennas are measured
at once at each position. Therefore 9 anchor positions will be realized by repeating
the same operation three times. Multiple measurements will be done to guarantee the
stability of the whole data-collecting procedure. Based on collected data, the frequency
domain transfer function of the channel from agent to each anchor will be deduced.
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6.4 Measured channel impulse response

Since we already know that if two paths are close to each other, there will be interfer-
ence, some measured channels where the direct path as well as some reflection paths are
very obvious and not close to each other will be given. We will analyse the covariance
and frequency dependence of these paths.

And from the equation (6.1), we already know that if CIRs show multiple paths,
there will be an interference item related to ∆f , and this interference can be reduced
by the window function.

(a) CIR 1 (b) CIR 2

(c) CIR 3

Figure 6.11: Three Impulse Responses which shows distinct direct path and some reflections

From above three impulse responses, we can find that there are not too much re-
flections close to the direct path. In figure 6.11(a), the direct path arrives at 7.4 ns and
there is a reflected path at 156.6 ns, the covariance at these two time points will be
calculated with different bandwidths window functions. Likewise, in the figure 6.11(b)
and 6.11(c), we can find the direct paths at 9.6 ns and 13 ns, reflected paths at 48 and
44ns, and the covariance will be calculated at these path delays.
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(a) When BWsub = 24MHz at 7.4 ns (b) When BWsub = 60MHz at 7.4 ns

(c) When BWsub = 120MHz at 7.4 ns (d) When BWsub = 24MHz at 156.6 ns

(e) When BWsub = 60MHz at 156.6 ns (f) When BWsub = 120MHz at 156.6 ns

Figure 6.12: Covariance change versus ∆f of CIR 1
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(a) When BWsub = 24MHz at 9.6 ns (b) When BWsub = 60MHz at 9.6 ns

(c) When BWsub = 120MHz at 9.6 ns (d) When BWsub = 24MHz at 48 ns

(e) When BWsub = 60MHz at 48 ns (f) When BWsub = 120MHz at 48 ns

Figure 6.13: Covariance change versus ∆f of CIR 2
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(a) When BWsub = 24MHz at 13 ns (b) When BWsub = 60MHz at 13 ns

(c) When BWsub = 120MHz at 13 ns (d) When BWsub = 24MHz at 44 ns

(e) When BWsub = 60MHz at 44 ns (f) When BWsub = 120MHz at 44 ns

Figure 6.14: Covariance change versus ∆f of CIR 3
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From the results of the three channels as shown in figures 6.12, 6.13 and 6.14, it
is obvious that CIR will not be fully correlated when measured at different center
frequencies since the covariance is not always 1, and we also can find that at the first
arrival path, with the increase of ∆f , the normalized covariance will decrease but stay
at high level close to 1, which means the subbands are mostly correlated at direct path,
but also we notice that when the ∆f becomes large, the normalized covariance will
change faster. In general, the covariances are larger than 0.5, so we can say that the
direct paths of the subbands are correlated in time domain. As for the reflected path,
the covariance drop to a low value which is smaller than 0.5 for smaller ∆f . Therefore,
these reflected paths of the subbands are uncorrelated. Consequently, the correlation
of the direct path is maintained over larger frequency distances than that of reflected
paths.

In addition, from the results, we can also find that in the direct path, when we
increase the ∆f , the trend of the curve will not change, but there will be a lot small
jagged fluctuations on the curve, which will be smoother when the bandwidth of window
function increase. As we analysed before, larger bandwidth of window function leads
to higher time resolution, which can better filter out the interference caused by nearby
paths caused by reflection or noise. And notice that there are reflected paths close to
the direct path, the magnitudes of them are much lower than the direct path. After
the filtration of the window function in time domain, their impacts on the direct path
be further reduced.

Furthermore, we can find that the covariance at reflected path delays actually show
a similar phenomenon to the direct path when the bandwidth of window function
changes. The curves become smoother because of the higher time resolution. As shown
in figure 6.11(a), 6.11(b) and 6.11(c), the reflected path is surrounded by many paths of
similar strength caused by noise. The low time resolution makes it impossible to get rid
of this influence. As we analyzed in the second artificial UWB channel example, such a
similar strengths shows in close-in paths can bring a serious impact. As the bandwidth
increases and the time resolution becomes higher, we can see that a large part of the
interfering paths are eliminated, but there are still a few interfering paths that cause
the subbands in the reflected path to be uncorrelated. Next, we will calculate the result

Figure 6.15: Channel impulse response with more reflected paths close to direct path
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of the measured UWB channel where the CIR shows multiple paths, and there will be
more paths close to the direct path. We will see how the covariance perform in this
case. The CIR of the UWB channel is shown in figure 6.15.

The CIR shows that there are several reflected paths with high magnitudes close
to the first arrival path, according to the analysis what we do, the direct path will
be overwhelmed by the other paths. We calculated the covariance when BWsub =
120MHz, 240MHz, 480MHz at direct path (20.4ns) and reflected path (139.2ns).

It can be seen from the results shows in figure 6.16 that the covariance is lager
than 0.5 in general when we change the bandwidth of the window function, thus the
subbands are correlated for the direct path. And in reflected path, the subbands are
correlated for small ∆f and not correlated when ∆f increase.

Compared to the results in figures 6.12, 6.13 and 6.14, we can find that in the direct
path, the covarince shows larger change when ∆f increases, which is because there
are more paths close to the direct path. When the bandwidth of window function
increases, more interference caused by these path is eliminated. For the reflected path,
the covariance changes much faster, and subbands become uncorrelated at early stage.

6.5 Conclusion

To sum up, in this section, we validate the proposed covariance methods. And based
on the results of the measured UWB channels subbands covariances, we analyse the
frequency dependence of the CIR of subbands for different path delays. The two co-
variance methods both can have a good performance when there are multiple paths,
even if the phase of subbands can not be fully compensated when there are multiple
paths, most impact caused by reflected paths can be filtered out and reliable result can
be found.

From the measured UWB channels, we can find that covariance for direct path is
greater than 0.5, when indicates these subbands are correlated for direct path. For
reflected paths, these subbands are correlated when ∆f is small. In general, the cor-
relation of the direct path is maintained over larger frequency distances than that of
reflected paths. In addition, increase of the bandwidth of subbands can reduce more
interference caused by other paths.
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(a) When BWsub = 24MHz at 20.4 ns (b) When BWsub = 60MHz at 20.4 ns

(c) When BWsub = 120MHz at 20.4 ns (d) When BWsub = 120MHz at 139.2 ns

(e) When BWsub = 240MHz at 139.2 ns (f) When BWsub = 480MHz at 139.2 ns

Figure 6.16: Covariance change versus ∆f
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Conclusion & Future Work 7
7.1 Conclusion

In conclusion, this report can be divided into two topics. The first one is to find a
optimal allocation of sparse subbands to constructed the UWB ranging signal with the
same virtual bandwidth. And the second one is to figure out the frequency dependence
of the subband channel impulse responses within a UWB channel.

For the first topic, two evaluation tools are proposed to assess the performance of
virtual UWB signals. One is the Cramer-Rao Lower Bound and the other is the squared
error of the auto-correlation function. Low CRLB and a small squared error should
be obtained for a better performance. The sum of the sparse subbands is regarded
as a virtual UWB signal, where two evaluation tools are applied to find a better a
distribution of subbands over the virtual UWB bandwidth. The Newton’s method is
used to optimise the squared error function.

According to the simulation results, for a better performance of a signal consisting
of sparse subbands in time delay estimation, the subbands should be close to the edges
of the virtual bandwidth as much as possible. This results in a lower CRLB and a
similar squared error of auto-correlation function to other allocation schemes.

For the second topic, a covariance model is proposed to measure the frequency
dependence of the channel impulse response of subbands inside the UWB channel. To
extract the subbands from the frequency domain measurements of an UWB channel,
window functions with the same bandwidth which are centered at different frequencies
are used to truncate the frequency domain measurements. Subband CIRs are obtained
by using the inverse Fourier Transform on the frequency domain measurements of the
subbands. The frequency difference between adjacent subbands is introduced as the
independent variable. The covariance has been calculated by changing the frequency
difference between subbands.

According to the results, it can be concluded that the channel impulse response will
become different when measured at different center frequencies, where the difference
increases with increasing the frequency separation of the subbands. The correlation
of the direct path is maintained over larger frequency distances than that of reflected
paths.

7.2 Future work

However, there is still a lot of work to do related to these two topics.
For the first topic.

• Find a more reasonable evaluation tool to measure the error of the auto-correlation
caused by the constructed virtual signal. In our method, we focus on the general
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squared error which ignores how the error is generated, whether it is caused by
side lobes or the main lobe of the auto-correlation. A more detailed method can
be proposed, different weights can be assigned to different errors caused by ths
side lobes and the main lobe.

• Not only focus on the the subband allocation, also find the trade-off between
the TOA estimation accuracy of the virtual bandwidth, occupied bandwidth and
more.

For the second topic,

• In the proposed covariance calculation method, the compensation of the phase
rotation still can not perfectly avoid the interference under multiple paths situa-
tions, which is because of the reduced time resolution caused by narrow subband
bandwidth. Therefore, some improvements can be made here to reduce the inter-
ference as much as possible, for example, we can use a sliding window to compen-
sate the phase rotation around the direct path, or we can increase the bandwidths
of several subbands to have a better time resolution.

• Try to find a model to compensate the frequency dependence within the UWB
channel, which could also be used to improve the TOA estimation accuracy with
an only partly known UWB channel.

48



Appendix A
Auto-correlation

For the correlation function, we can have

Rx(τ) = F−1

{
K∑
k=1

|Xk(f)|2
}

=
K∑
k=1

F−1 {Pxk(f)} =
K∑
k=1

Rxk(τ)

(A.1)

Thus the auto-correlation function of the virtual signal consisting of a number of
subbands can be written as the sum of the respective auto-correlation functions of the
individual subband signals. For each subband, the auto-correlation function Rxk(τ)
could be written as

Rxk(τ) =< x∗k(t)xk(t+ τ) >

=<
(
xbbk
)∗

(t)e−j2πfak txbbk (t+ τ)ej2πfak (t+τ)
〉

=<
(
xbbk
)∗

(t)xbbk (t+ τ)ej2πfakτ >

=<
(
xbbk
)∗

(t)xbbk (t+ τ) > ej2πfakτ

= Rxbbk
(τ)ej2πfakτ

(A.2)

From (A.1) and (A.2), we have

Rx(τ) =
K∑
k=1

Rxk(τ)

=
K∑
k=1

Rxbbk
(τ)ej2πfakτ

(A.3)
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