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Introduction

The aviation industry accounts for around 5% of the net global anthropogenic radiative forcing [55]. As the
industry is expected to continue to grow, the need for the industry to reduce its climate impact becomes im-
perative. Researchers have studied different fuel types, aircraft designs, and operational measures to reduce
the climate impact (e.g. [62, 71, 72, 76, 94]), but this thesis is the first to research the effect of the combination
of sustainable fuels and aircraft types in a fleet, when used to lower the overall climate impact using a fleet
allocation model.

The aircraft from Proesmans [76] form the basis of this research. He designed different aircraft for cost
and climate-optimal objectives, which include aircraft designed for conventional kerosene, a 50%-blend of
sustainable aviation fuel and kerosene, and liquid hydrogen. The effects of these aircraft on the overall cli-
mate impact when used by a homogeneous fleet (single fuel type and single design) have been evaluated in
his research, but the effects of a mixed fleet using different aircraft types and fuel types have not been studied.

The research methodology consists of three main steps:

1. the climate impact calculations, conducted using the CLIMaCCF library [21].

2. the flight and aircraft acquisition cost calculations, based on direct operating costs and the weekly ac-
quisition costs per aircraft.

3. the eco-efficient fleet allocation, solved using dynamic programming, to maximize the overall profit for
different levels of climate impact tax.

The research provides insights for airlines, aircraft manufacturers, and policymakers, and supports the navi-
gation toward a more sustainable aviation industry. Results reveal the profitability of different aircraft designs
and fuel types, the changes in the overall profit and climate impact, and the effect of the eco-efficient fleet
allocation using climate impact taxes on the network.

This thesis consists of three parts. Part I contains the work of this thesis in the form of a scientific paper.
Part II provides the research proposal, which was written during earlier stages of the thesis process, and Part
III elaborates on the first two parts by providing additional insights into the conducted work.

xiii
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Eco-Efficient Fleet Allocation using Climate-Optimized Aircraft and
Alternative Fuels

Claire Garretsen∗

Delft University of Technology, Delft, The Netherlands

Abstract

The aviation industry needs to reduce its climate impact. There are various research areas currently being
investigated to accomplish this, such as the use of alternative fuels, the design of climate-optimized aircraft
and/or aircraft designed for those fuels, and the use of operational mitigation strategies. This research
focuses on the overlap of these three, examining the effect of alternative fuels and aircraft on a future airline
through the use of climate impact taxes in a fleet allocation model. Kerosene and liquid hydrogen climate and
cost-optimized aircraft are used in the fleet allocation for regional, small-medium, and long-range aircraft.
Sustainable aviation fuel (SAF) allocation is incorporated through the possibility of adding a 50% SAF
blend to the kerosene aircraft. This research calculates the climate impact of flights, including CO2 as well
as non-CO2 climate effects, with the CLIMaCCF library using ERA5 reanalysis data from ECMWF. These
calculations are provided as inputs to the fleet allocation model, which uses dynamic programming and
examines the changes in the airline’s profit and overall climate impact for different levels of climate impact
tax. The results find a Pareto front between the climate impact reduction and the overall profit, resulting in
a climate impact reduction potential of 10-15% at the expense of around 1% profit loss, and around 50-60%
at 20-30% profit loss. Increasing climate impact tax levels move the fleet composition through a transition
from kerosene, to 50% SAF blend, to liquid hydrogen. The transition differs per aircraft category (regional,
small-medium range, and long-range), and shows that the climate-optimized aircraft are scarcely used due
to their increased flight time and flight costs, for all levels of climate impact tax.

1 Introduction
In 2005, Lee et al. [51] found that the aviation sector contributed 4.9% (range 2-14%, with 90% likelihood
range) to the net global anthropogenic radiative forcing. Later, in 2018, the net effective radiative forcing due
to aviation was estimated to be around +100.9 (mW )m−2 (range 55-145, with 95% likelihood range), with more
than half of the radiative forcing contributions due to non-CO2 effects [50]. With a global growth forecast of
3.8% passenger increase per year from 2023 to 2043 [37], the climate impact of aviation is expected to grow in
the next decades. This means that there is a strong need for the aviation sector to reduce its climate impact
and become more sustainable.

Aircraft emissions influence anthropogenic climate change due to CO2 and non-CO2 effects. The climate
impact of CO2 emissions from kerosene aircraft is proportional to the amount of fuel that is burned. Increased
atmospheric CO2 concentrations contribute to global warming and have other negative effects on Earth’s climate,
such as rising sea levels, ocean acidification, decreased water supplies, severe droughts, and increased health
risks for humanity and nature (e.g. [52, 81]).

Climate effects from non-CO2 emissions are more complicated, as they significantly depend on the altitude,
latitude, time of emission, and atmospheric conditions (e.g. [23, 75]). These non-CO2 effects include, but are
not limited to, contrail formation, nitrogen oxides (NOx) emissions, and water vapor (H2O) emissions.

To mitigate the complex climate impacts from aviation, considerable research is being conducted. The three
main research directions, as also highlighted by Noorafza et al. [62], are: 1) sustainable fuels (e.g. [38, 61]), 2)
sustainable aircraft designs (e.g. [16, 66]), and 3) operational improvements (e.g. [56, 62, 87]). These directions
are interdependent. For example, some sustainable fuels need aircraft designed for these fuels, and operational
measures need to be made to accommodate those sustainable aircraft and fuels. These three directions have
been researched in the past; however, there is limited knowledge on the combination of them and how they
impact the network and the fleet, as well as overall climate impact and profit.

This research provides insights into the effect of combining these different climate impact mitigation measures
in a fleet. It considers two types of sustainable fuels in addition to kerosene: drop-in sustainable aviation fuel
(SAF) and liquid hydrogen (LH2), and two types of aircraft designs: climate and cost-optimized aircraft designs.

∗MSc Student, Sustainable Air Transport, Faculty of Aerospace Engineering, Delft University of Technology
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Through an eco-efficient fleet allocation model, the changes in the fleet, overall climate impact, and profit are
examined. In the context of this research, eco-efficient refers to optimizing the combined objective of profit
maximization and climate impact minimization. Since SAF is currently blended with conventional kerosene [4],
this research uses only climate and cost-optimized aircraft designs for kerosene and LH2. Aircraft specifically
designed for SAF are excluded, and instead it is assumed that SAF can be allocated to kerosene aircraft up to
a blending ratio of 50%. The focus of this research is summarized as follows:

The objective is to examine changes in the fleet, the allocation of SAF, and the overall
profit and climate impact by allocating different types of aircraft employing different
fuels to an airline.

To guide this research, the following research questions are developed:
Research question: To what extent can a future airline reduce its climate impact while considering changes
in operating costs by allocating climate-optimized aircraft and alternative fuels in its fleet?
Sub-question 1: To what extent do the fuel and aircraft type affect the fleet composition, the satisfied de-
mand, the flight frequencies, and the flight routes when reducing the overall climate impact?
Sub-question 2: What is the trade-off between climate impact and profit for the allocation of different aircraft
types, sizes, fuels, and combinations thereof in a network?

A fleet allocation model is developed, which includes the climate impact, the overall profit, and the trade-off
thereof. Such a trade-off is often referred to as an eco-efficient solution (e.g. [29, 60, 66]). With this, changes
in the fleet, network, satisfied demand, overall climate impact, and profit can be researched to provide insights
into the impact of the use of novel aircraft and fuels at the fleet level. This research does not consider demand
variations, nor does it consider flight trajectory optimization or other mitigation measures such as changes in
flight altitude or intermediate stop operations.

This paper continues with a review of the literature in section 2, where the three research directions are
discussed in more detail, followed by section 3, which describes the methodology used in this research. In
section 4, the results are explained and discussed, followed by section 5, which describes the sensitivity analyses
and the uncertainties. In section 6 and section 7, a broader discussion and the overall conclusions are presented.
Lastly, in section 8, the recommendations for future research are provided.

2 Literature Review
This chapter provides an overview of the literature on sustainable air transport. As explained previously, the
three main research directions include sustainable fuels (section 2.1), sustainable aircraft designs (section 2.2),
and operational climate impact mitigation (section 2.3).

2.1 Fuel Types
The developments towards more sustainable aviation include different fuel types or energy sources, such as
SAF, hydrogen, electricity, or a hybrid thereof. This research focuses on kerosene, SAF, and hydrogen-powered
aircraft because each of these emits particles during flight, unlike electric aircraft, where the climate impact
heavily depends on whether the electricity is produced from renewable sources. The emissions of the different
fuel types are described in this section, as well as the differences in contrail properties. Moreover, the assumption
is made that the aircraft powertrain uses turbofan engines, as it is the most widely used propulsion technology
for commercial aircraft [68].

2.1.1 Kerosene

Kerosene combustion leads to the production of CO2 and H2O, and various other byproducts: unburned hy-
drocarbons, NOx , carbon monoxide (CO), soot, aerosols, and sulfur oxides (SOx) [24]. CO2 and H2O emissions
are proportional to the amount of fuel burned, but the other molecules depend on factors such as fuel proper-
ties, flight altitude, and thrust settings. For example, flight altitude and thrust settings influence the amount of
emissions, as well as the climate impact of those emissions [85], which in turn varies per emission. Consequently,
a lower flight altitude increases the amount of NOx emissions, but decreases the radiative forcing [48]. This
results in an altitude trade-off, where the climate-optimal altitude might not be the same as the cost-optimal or
fuel-optimal altitude [42]. As cost-optimality and fuel-optimality are closely related, airlines could prefer those
altitudes to save costs over climate-optimal altitudes. Next to the fuel costs, the flight speed has been found to
influence an airline’s competitive advantage, which could indirectly affect the airline’s profit [3] and an airline’s
decision to sacrifice some fuel costs for shorter flight times.

2



Contrail formation depends on the exhaust temperature and ambient conditions such as temperature and relative
humidity [77]. Schmidt [76] and Appleman [6] were the first to formulate the criteria for contrail formation,
called the Schmidt-Appleman Criterion [25, 77]. This states that contrails are formed when water condensates
onto the exhaust and ambient air particles and freezes, forming ice particles [25]. When the ice particles remain
in the atmospheric air for at least 10 minutes, contrails become persistent [37]. Persistent contrails generally
have a warming effect on the Earth (e.g. [50, 91]); however, Lee et al. [50] showed that confidence levels are low
and calculations come with large uncertainties. The contrail properties differ for alternative fuels, such as the
number of ice particles, and the ice water contents [87].

2.1.2 Hydrogen

Although the use of hydrogen combustion in aircraft eliminates the climate effects of CO2, SOx , and black
carbon [37], other effects from contrails, H2O emissions, and NOx emissions remain. The magnitudes of the
effects differ from kerosene aircraft due to changes in fuel composition. As an example, hydrogen combustion
leads to increased levels of H2O emissions. Moreover, contrail characteristics change because hydrogen engines
generally do not emit soot particles. At lower altitudes, the climate impact of hydrogen combustion is generally
smaller because precipitation decreases the lifetime of H2O [85]. At altitudes below 8-10 kilometers, the effects
of H2O emissions are insignificant, as clouds and precipitation are common.

The two most common ways to use hydrogen for aircraft propulsion are through turbo-machinery or hydrogen
fuel cells. Liquid hydrogen (LH2) combustion is preferred for medium to long-range aircraft as it reduces storage
and weight constraints (e.g. [1, 20, 88]). Therefore, hydrogen combustion, and specifically liquid hydrogen (LH2)
combustion, is considered in this research.

The impact of hydrogen aircraft depends significantly on the formation of the contrails. The impact of those
contrails come with lots of uncertainties. Kaufmann, Dischl, and Voigt [43] perform a statistical evaluation of
the probability of contrail formation based on the ambient atmospheric conditions for kerosene and hydrogen-
powered aircraft. They argue that the probability of contrail formation for hydrogen and kerosene propulsion is
similar, as ambient temperatures are usually low enough for water droplets to freeze, and that the persistence
is typically dependent only on the ice-supersaturated regions (ISSRs). They assume hot gaseous emission,
similar to kerosene exhaust, whereas Adler and Martins [1] provide further insights into the impact of cooler
exhaust on the climate. Ström and Gierens [83] present the first numerical simulation of contrails from hydrogen
(cryogenic LH2) combustion. They compare the contrails from hydrogen combustion to kerosene, and find that
the contrails from hydrogen combustion are optically thinner (2D evaluation) and show lower ice crystal number
density; however, they measure similar amounts of ice mass and sedimentation rates, even though the average
ice crystal size is 4 to 6 times larger for hydrogen. This study does not consider the effect of background ambient
particles, which have been found to influence the contrail formation and characteristics [10]. Bier et al. [10]
model ambient aerosol particles back into the plume, and find that the ice crystal number is reduced by 80-90%
and that the optical visibility is significantly reduced. By comparing the two, they find that for kerosene, the
number of ice particles depends on the amount of emitted soot particles at low enough temperatures, whereas the
number of ice particles for hydrogen combustion continues to increase when temperature decreases, because of
the high amount of emitted water vapor and the entrainment of aerosol particles back into the plume. Moreover,
they argue contrail formation starts at temperatures around 10 Kelvin higher than for kerosene, and that the
probability of persistent contrail formation is higher for hydrogen aircraft. This research is in line with other
findings (e.g. [43, 77]). Megill and Grewe [58] argue that hydrogen aircraft could significantly increase persistent
contrail formation (71.4%), but stress the importance of recognizing the difference between persistent contrail
formation and the resulting contrail cirrus coverage and climate impact. There is a consensus that an increase
in contrail formation does not mean that the resulting radiative forcing increases similarly [58, 70, 77].

2.1.3 Sustainable Aviation Fuel

Drop-in Sustainable Aviation Fuel (SAF) is an alternative fuel for the aviation industry. SAF is a certified jet
fuel and is derived from renewable sources, such as used cooking oils, fats, plant oils, waste, etc [63]. Another
method is to use renewable energy to produce hydrogen from water, and to convert it to a synthetic fuel using
captured CO2

1. SAF is blended with kerosene, generally up to a 50% blending ratio (called drop-in SAF, but
often referred to as SAF), to reduce the climate impact and net-CO2 emissions. It requires minimal changes to
the aircraft and infrastructure [14]; however, the availability is heavily constrained because the production levels
are low and expensive. The production capacity is currently being improved to meet the RefuelEU aviation
regulations [71], which force EU airports to use fuel containing at least 2% SAF in 2025, 6% SAF in 2030, and
70% SAF in 2050.

The International Civil Aviation Organization (ICAO) adopted the Carbon Offsetting and Reduction Scheme
1https://www.bp.com/en/global/air-bp/news-and-views/views/what-is-esaf.html, accessed August 25th, 2025
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for International Aviation (CORSIA)2. It plans to regulate the CO2 emissions from the aviation sector for all
member states. The ICAO defines renewable fuel as SAF (or CORSIA SAF) when it meets specific criteria
[38]. Currently, the SAF blending ratios are approved by the European Union Aviation Safety Agency and the
Federal Aviation Administration for up to 50%, but developments towards the use of 100% SAF are being made
[2, 12]. SAF reduces the net CO2 emission; however, other effects remain, such as NOx , black carbons, H2O,
contrails, and aerosols. SAF is thus only to a certain extent more sustainable than conventional aviation fuel.

The use of drop-in SAF has been found to increase persistent contrail occurrence compared to kerosene fuel;
however, it increases the mean ice particle size, which in turn shortens the contrail lifetime as it increases the
sedimentation rate. The slight increase in the probability of contrail occurrence due to a higher amount of water
vapor emission is counteracted by the larger decrease in contrail lifetime due to lower amounts of non-volatile
particle matter and larger ice particle size [87].

Teoh et al. [86] argue that around 12% of all flights over the North Atlantic are responsible for around 80%
of the net radiative forcing due to contrail formation. Because SAF could thus be used to lower the climate
impact of contrails, Teoh et al. [87] argue that SAF should not be distributed equally among flights, but instead
be allocated at higher blending ratios to flights responsible for the most warming contrails. They elaborate on
this by pointing out that careful allocation of the scarce amounts of SAF is necessary to mitigate the impact
of those specific flights. They argue the climate impacts from contrails can be decreased by a factor of 9-15
when allocating higher blending ratios to certain flights, compared to uniformly distributing the available SAF
among aircraft.

Next to reducing the climate impact, careful SAF allocation could potentially also alleviate pressure from
the supply chain. Eurocontrol [21] shows that only 39 of the 1657 EU airports were responsible for 80% of the
volumetric kerosene uptake in 2019. Providing the same total amount of SAF to only these airports would lead
to equal amounts of CO2 reductions and fewer logistical complications for the SAF supply chain. This research
aims to explore whether the allocation of SAF to particular flights can minimize the overall climate impact,
which includes examining possibilities to lower the pressure on the supply chain, when, for example, certain
airports are consistently using or not using SAF.

2.2 Sustainable Aircraft Designs
Besides using alternative fuels and redesigning aircraft and engines to accommodate those fuels, aircraft are
specifically designed for a lower climate impact. Dallara and Kroo [16] design multiple narrow-body aircraft
using a linear climate model with altitude variation. They combine three objectives: minimal operating costs,
emissions, and average temperature response (ATR). Similarly, Proesmans and Vos [67] examine how aircraft
design variables change when minimizing aircraft for cash operating cost (COC), fuel usage, and climate impact
(ATR). Their research includes the aircraft designs for kerosene, drop-in SAF, and LH2 fuels, and they compare
these optimized aircraft for regional (REG), small-medium (SMR), and long-range (LR) categories. Dallara
and Kroo [16] and Proesmans and Vos [67] both demonstrate that the trade-off between climate impact and
operating cost generates a Pareto front. For the SMR kerosene aircraft, the trade-off is presented in Figure 1.
The main differences between climate and cost-optimized aircraft design variables are lower cruise altitudes,
lower flight speeds, higher wing aspect ratios, lower engine overall pressure ratios, and higher engine bypass
ratios in climate-optimized aircraft [16, 67].

2https://www.icao.int/environmental-protection/CORSIA, accessed March 4th, 2025
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Figure 1: Eco-efficient distribution presenting the trade-off between operating costs and climate impact for the
kerosene SMR aircraft design optimization, from Reference [66].

2.3 Operational Climate Impact Mitigation Measures
Proesmans and Vos [67] performed a fleet allocation on a simplified hub-and-spoke network to demonstrate the
changes in the number of aircraft in the fleet, using the aircraft optimized for minimal cash operating costs
(COC), minimal average temperature response over 100 years (ATR100), and minimal multi-objective (MO)
corresponding to the eco-efficient solution (the kinks in the Pareto distribution, as shown in Figure 1). In
all optimizations, they assume all aircraft in the fleet use the same fuel type, either kerosene, SAF, or LH2.
Results show that more ATR-optimized (climate-optimized) aircraft are needed compared to a fleet that uses
COC-optimized (cost-optimized) aircraft, due to a higher block time and a lower productivity of ATR-optimized
aircraft. Their research focuses on the allocation of aircraft types to obtain the maximum profit, but it does
not consider a mixed fleet (ATR and COC-optimized aircraft, and/or different fuels combined in one fleet), nor
does it look at fleet allocation incorporating the climate impact into the objective function.

Noorafza et al. [62] developed a multi-objective framework for network planning and design, incorporating
the objective of minimizing the climate impact (ATR). This objective is relatively new, as airlines primarily
focus on maximizing profit, which only extends to the incorporation of fuel costs into the objective function
(e.g. [40, 53]). Noorafza et al. [62] evaluate intermediate-stop operations and lower flight altitudes, examining
the climate impact reduction potential of these operational measures. Even though their framework includes
the climate impact objective, it only considers conventional kerosene aircraft and does not account for a mixed
fleet with different aircraft and fuel types.

Research by Niklass et al. [60] examines the changes in climate impact and operating costs when rerouting
aircraft to avoid climate-sensitive regions. Their research focuses on the change in climate impact when intro-
ducing penalties for certain geographical locations, and the results demonstrate a similar Pareto-distribution as
shown in Figure 1 and also found by Dallara and Kroo [16].

As discussed in section 2.1.3, Teoh et al. [87] focus on the allocation of drop-in SAF to flights to mitigate
the climate impact of those flights. They highlight the need for intelligent allocation of the scarce amounts of
SAF in the future. These conclusions are in line with research from Burkhardt, Bock, and Bier [13], who found
that only a small percentage of flights produce large-scale contrail cirrus outbreaks, which are responsible for
a high percentage of the radiative forcing. They also argue that mitigating the climate impact of specifically
those flights could reduce aviation’s overall climate impact significantly.

3 Methodology
The proposed method integrates the climate assessment of varying aircraft types and fuels into airline fleet
planning to find the optimal fleet allocation for profit and climate objectives. The method consists of three
main parts: 1) the calculation of the climate impact per flight leg for different aircraft and fuel types for
every departure time, 2) the calculation of the flight costs per flight leg, the acquisition costs and the objective
formulation, and 3) the allocation of the fleet to a network for different objectives. The Extended Design
Structure Matrix (XDSM) in Figure 2 provides an overview of the methodology discussed in this chapter and
highlights these three main parts.
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Figure 2: XDSM of set-up for the climate impact calculations, the cost calculations, and the fleet allocation.
Figure made using pyXDSM from [49].

The chapter structure follows from the process shown in the XDSM: In section 3.1, the first step is discussed,
depicted on the left of Figure 2 by the first green box. This step provides input to the three parts: the
climate impact calculations, the cost calculations, and the fleet allocation, which are discussed in section 3.2,
section 3.3, and section 3.4, respectively. The chapter continues with a description of the important decisions
and assumptions, such as the fleet composition and network selection. These are discussed in section 3.5, and
the chapter ends with a short description of the computational set-up in section 3.6.

3.1 MiAircraftDesign: Mission Profile Calculations
The mission profiles for every flight between the hub and spoke airports are calculated using the Python
code from Proesmans [66]. It is a multidisciplinary design, analysis, and optimization framework that couples
aerodynamics, propulsion, mass sizing, mission analysis, and cost/climate analysis. For each aircraft and fuel
type, and every flight distance, the model generates a mission profile based on the aircraft’s predefined cruise
altitude and cruise Mach number.

These mission profiles are used in the calculations for the emission indices for NOx and fuel efficiencies, as
well as for the climate impact and cost calculations per flight. The files include data on the flight altitude,
flown distance/range, the rate of fuel burn, the rate of emitted NOx , and the velocity for every timestep of the
mission (between 2 and 30 seconds).

This research considers three different fuel types: kerosene, SAF (50% blending ratio), and LH2. However,
for the method, it is chosen to only use kerosene aircraft and LH2-combustion aircraft, because adding SAF to
kerosene aircraft best represents the current situation. Therefore, the model assumes that the mission profiles
for kerosene aircraft, fueled with kerosene or with a 50% SAF blend, are equivalent.

3.2 Climate Impact Calculations
For the eco-efficient fleet allocation, the climate impact of flights needs to be calculated. This depends on
the altitude, geographical location, atmospheric conditions, time of emissions, fuel type, and aircraft design
characteristics (e.g. [23, 66, 75]).

There are various approaches available in the literature to quantify the climate impacts of flights. For
example, Grewe et al. [31] calculated the climate impact of transatlantic flights within the air traffic simulator
(SAAM), for the EU FP7 Project REACT4C3. The authors used the European Centre HAMburg general
circulation model (ECHAM)/Modular Earth Submodel System (MESSy) Atmospheric Chemistry (EMAC)
model, which is a numerical chemistry-climate model system consisting of submodels describing various processes
in the atmosphere and the interactions with oceans and land [41]. Grewe et al. [31] simulated the atmospheric
reactions from different emissions, and the climate impact in terms of various climate indicators was calculated
using five-dimensional climate change functions (CCFs).

These CCFs are computationally expensive, and therefore, the EU-project ATM4E developed approximate
versions called algorithmic CCFs (aCCFs) [54]. Yin et al. [93] present the first version of the aCCF submodel

3http://www.react4c.eu/, accessed March 13th, 2025
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called ACCF 1.0 for the EMAC model framework. They implement the aCCFs and elaborate on contrail aCCF
development. The model can be used with a flight trajectory optimization model such as AirTraf 2.0 to assess
changes in trajectories optimized for climate or cost objectives [92, 93].

Dietmüller et al. [18] present an open-source Python library called CLIMaCCF to calculate the climate
impact of flights. The tool calculates the CO2 aCCF, the individual non-CO2 aCCFs, and the merged (non-)
CO2 aCCFs, given a geographical location and time-dependent meteorological input data. The authors argue
that the tool is user-friendly and efficient compared to other models, such as EMAC, and that it is possible to
estimate the climate impact as different physical climate metrics, such as pulse or future ATR, for various time
horizons. The model uses meteorological input data, such as data from the European Centre for Medium-Range
Weather Forecasts (ECMWF).

The CLIMaCCF model from Dietmüller et al. [18] is used in this research because of the above described
reasons. It is designed for conventional aircraft, similarly to other available methods (e.g. [62, 79]), thus for the
hydrogen and SAF flights, conversion factors are used to account for the difference in contrail characteristics
and emission indices.

The climate impact is calculated for every flight using this model, for each aircraft type and fuel type, for
different departure times, and for different days and years based on the input data. Moreover, the climate
impact is expressed using the F-ATR100 climate metric, because of the following: Megill, Deck, and Grewe [57]
study climate metrics and explore their suitability for existing aircraft as well as future aircraft using alternative
fuels. They state that the ATRH metric (average temperature response over H years) is suitable for calculating
the climate impact of aircraft employing different fuels, defined according to Equation 1. A time horizon of at
least 70 years would be most appropriate, as long-term climate effects need to be considered, such as long-term
effects from CO2 emissions. A 100-year time horizon is commonly used in the literature (e.g. [62, 66]), and
is also compatible with the CLIMaCCF model. Furthermore, this model distinguishes between pulse (P-ATR)
and future-ATR (F-ATR), and the latter is used because it is argued to be more adequate when focusing on
the long-term effects of climate impact mitigation [26].

ATRH =
1

H

∫ t0+H

t0

∆T (t)dt (1)

This section describes the three parts of the climate impact calculations:

1. The CLIMaCCF model

2. The grid path calculations

3. The total climate impact calculations per flight leg

ERA5 reanalysis data from different pressure levels [33] and single levels [34] are used as input, containing the
information as presented in Table 10. The data is downloaded as GRIB files and converted to netCDF files.
This data contains information for a four-dimensional grid with the dimensions: latitude, longitude, pressure
level, and time. The resolution of the data is per 0.25 ◦×0.25 ◦×25 hPa×1 hour, which is referred to as a grid
cell. The data is provided to the CLIMaCCF model, which calculates the aCCFs and determines the future
average temperature response over 100 years (F-ATR100) per grid cell (step 1). Consecutively, the grid path
calculations provide the flight paths per origin-destination pair, in terms of grid cells, thus: a list of grid cells
through which the flight passes (step 2). The aCCFs and the grid paths are then used by the climate impact
calculations to determine the total climate impact per flight (step 3). The following sections describe each of
these steps in more detail, and the process is also depicted in Figure 3.

3.2.1 The CLIMaCCF Model

The CLIMaCCF model [18] uses the meteorological input data to perform the climate impact calculations
and saves the output to a netCDF file. This output file contains the merged aCCF, as well as the individual
aCCFs, which include CO2, O3, CH4, daytime contrails, and/or nighttime contrails, and H2O. The aCCFs are
calculated for the F-ATR100 climate metric, in Kelvin per kilogram fuel, for every grid cell in the dataset.

The CLIMaCCF model is run for every aircraft type (REG, SMR, LR) and fuel type (kerosene, SAF, LH2),
according to the aircraft and fuel-specific calorific values and emission indices (EI), and overall engine efficiencies.
These values are presented in Table 1 and Table 2. For SAF and LH2, scaling factors are introduced to adjust
the CLIMaCCF model. These scaling factors apply to the change in emissions as well as climate impact from
contrails, and convert the corresponding aCCF to a different fuel type. The values are presented in Table 3.
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Table 1: Calorific values and emission indices ([17] as
cited in [66])

Kerosene SAF (50%) LH2

LHV [MJ/kg] 43.0 43.6 120
EI H2O [kgH2O/kgfuel] 1.26 1.32 8.93

Table 2: Engines’ overall efficiencies ([66])

Kerosene LH2

ηov,cr ATR100 COC ATR100 COC
REG 32.1% 39.1% 35.7% 38.6%
SMR 32.6% 39.9% 34.8% 39.3%
LR 34.6% 40.8% 34.3% 39.4%

Table 3: Scaling factors to adjust CLIMaCCF model for SAF and LH2 aircraft. For H2O, the scaling factors
remain 1; however, note that the emission indices in Table 1 are different for SAF and LH2.

Kerosene SAF (50%) LH2

CO2 1 0.5 0
O3 1 1 [82] 0.14 [44]
CH4 1 1 [82] 0.14 [44]
Contrails 1 0.79 [13] 0.50 [13]
H2O 1 1 1

The model also uses NOx emission profiles (note: different from the mission profiles described in section 3.1), and
fuel efficiency [km/kg(fuel)] values. This data is provided as part of the CLIMaCCF model for regional, single-
aisle, and wide-body aircraft for different altitudes. It is assumed that these three aircraft types correspond
to the three types of aircraft used in this research (REG, SMR, and LR). The values contain the altitudes
ranging between 20000 and 45000 feet, because the model is designed for these altitudes. Since the lowest cruise
altitudes range just below 20000 ft, it is chosen to linearly extend the data slightly to include 18000 ft.

3.2.2 Grid Path Calculations

The flight paths are calculated assuming aircraft travel along the shortest path (according to the World Geodetic
System 1984) and with an altitude, velocity, flight duration, and fuel burn according to the mission profile, which
is calculated as described in section 3.1. These flight paths consist of waypoints (latitude, longitude), which are
transformed to grid paths: a list of all the grids through which the flight path passes. For every grid, the flight
altitude from the mission profile is converted to the nearest pressure level using the geopotential height from
the ERA5 reanalysis data, and the flight duration is added to the departure time and rounded to the nearest
hour. The result is a long list of four-dimensional coordinates for every grid cell in the flight path (latitude,
longitude, pressure level, hour). These grid paths are used in the next calculation to transform the CLIMaCCF
model output (F-ATR100/kg(fuel) per grid) to F-ATR100 per flight. In Figure 3, the different steps towards the
climate impact calculations per flight are visualized. The third figure represents the grid path, which is used to
convert the results from the CLIMaCCF model (second figure) to the climate impact per flight (last figure).

The flight path is also used to calculate the distance and time the flight covers for every grid cell in the grid
path. This is done through the linear interpolation of consecutive waypoints along the grid path. The total
sum of these distances is verified and equals the length of the entire flight path with an error margin of less
than 0.1%.

Figure 3: Visual representation of the climate impact calculations. The first figure represents the initial grid,
which contains the ERA5 reanalysis data. The second figure depicts the climate impact calculations performed
using the CLIMaCCF library. The third figure presents the grid path calculations as well as the flight path in
blue, and the fourth figure presents the final climate impact calculation per flight (blue).
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3.2.3 Climate Impact Formula

The total climate impact (F-ATR100) can be calculated based on the grid path, the distance and time per
grid cell, and the climate impact per grid cell. Next to this, the velocity, the flight time, and the amount
of fuel burned (per second) corresponding with the traveled distance from the start location to the grid cells
are retrieved from the mission profiles, for every grid cell in the grid path, per latitude (lat), longitude (lon),
pressure level (p), and time (t). The formula for the climate impact calculation of one flight is presented by
Equation 2.

aCCFtotal =
∑

Grid path

aCCF (lat, lon, p, t)× ṁfuel(s(lat, lon, p))×∆t(lat, lon, p)

+
∑

rem. time
(aCCF (lat, lon, p, t)× ṁfuel(t(lat, lon, p))×∆t(lat, lon, p) (2)

aCCFtotal : K (ATR100)

aCCF (lat, lon, p) : K/kgfuel

ṁfuel(lat, lon, p, t) : kgfuel/s

s(lat, lon, p) : km

∆t(lat, lon, p, t), t(lat, lon, p, t) : s

The second term in Equation 2 captures the small discrepancy in the difference in the distances from the mission
profile and the shortest paths. The mission profiles are calculated for specified cruise ranges between airports,
resulting in a mission profile that is too long, as it also includes the take-off, climb, descent, and landing. This
is adjusted for by removing the overshoot from the middle of the profile, where the aircraft is in cruise. Because
the mission profiles contain discrete data points, only a slight overestimation of the flight path length and minor
jumps in altitude halfway through the mission are found. The latter is assumed not to influence the results, as
the altitudes are fit to the nearest pressure levels in the grid path calculations. The small additional length of
the mission profile, the remaining time (rem. time), is assumed to occur at the location of the arriving airport,
and is thus captured by the second term in the formula.

3.3 Cost Calculations
The cost calculations in this research also consist of three parts: 1) the flight cost calculations, 2) the aircraft
ownership cost calculations, and 3) the objective function formulation, which contains the flight and ownership
costs, as well as the monetized costs for the climate impact of flights calculated in the previous section.

3.3.1 Flight Cost Calculations

The flight cost calculations for this research are based on the calculations described by Proesmans [66]. He
uses direct operating costs for a dynamic programming model, and defines the costs per flight f as presented in
Equation 3.

Cf = Cfuel/kg ×mfuel,kg + Chour × tblock + Clanding (3)

The block time tblock is defined as the flight time (tmission profile) plus the ground maneuvering time (tgm). Since
the time covered for maneuvering is assumed to be incorporated in the mission profiles, only the length of the
ground maneuvering time needs to be added, which is calculated by Equation 4, as described by Roskam [72].
MTOM stands for maximum takeoff mass, and OEM stands for operating empty mass. The turnaround times
are not added explicitly; it is assumed to be covered by the time buffer created when the flight times and ground
maneuvering times are rounded up to the nearest 20-minute interval during the fleet allocation.

tgm = 0.51× 10−6 × MTOM + 0.125 (4)

The landing fee is defined as the landing costs per thousand pounds, as shown in Table 4. Additional input
data for the cost calculations are presented in Table 4 and 5. The flight time, fuel mass, take-off thrust per
engine (TTO,eng), and aircraft mass are retrieved from the mission profiles, as explained in section 3.1.
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Table 4: Cost assumptions for the network, used for all air-
ports/flights, from Reference [66]

Parameter Value
Remain overnight parking cost (stay cost) [USD/hr] 48
Landing fee [USD/landing/thousand pounds] 7.8
Kerosene cost [USD/kg] 0.89*

SAF (HEFA 50-50 mixture) cost [USD/kg] 1.03**

Liquid hydrogen cost [USD/kg] 4.4***

Revenue per passenger-kilometer [USD/(pax km)] 0.148
* Based on 2.71 USD/US gallon (August 2021). Corrected for a 2% infla-

tion to obtain an estimate for 2030.
** Forecast price in 2030, based on Reference [15] from 2020.
*** Forecast price in 2030, Based on Reference [65] from 2020.

Table 5: Input data for cost calculations for fleet allocation. Values retrieved from Reference [66]

Fuel Range COC ATR
MTOM OEM Cost/hr MTOM OEM Cost/hr
(103 kg) (103 kg) (103 USD) (103 kg) (103 kg) (103 USD)

Kerosene
REG 35.2 20.6 2.10 33.2 19.0 2.01
SMR 68.4 39.5 3.05 65.1 36.2 2.89
LR 268 134 7.33 269 126 7.60

SAF
REG 35.2 20.6 2.10 33.2 19.0 2.01
SMR 68.4 39.5 3.05 65.1 36.2 2.89
LR 268 134 7.33 269 126 7.60

LH2
REG 33.7 22.3 2.16 32.8 21.2 2.11
SMR 65.5 43.8 3.19 62.1 40.1 3.02
LR 234 152 7.81 228 143 8.07

3.3.2 Aircraft Ownership Costs

The cost calculation presented by Jansen and Perez [40] estimates the weekly ownership costs of an aircraft k.
The calculation is presented in Equation 5, where AFP stands for airframe purchase price and EPP stands for
engine purchase price. This cost is included in the dynamic fleet allocation when a new aircraft is added to the
fleet.

Cacq,week,k = 0.0835× (AFPk + neng × EPPk) /52 (5)

AFP = 0.0052 · OEM0.927 · 106 (6)
EPP = 0.1604 · T 0.878

TO,eng · 106 (7)

3.3.3 Cost Objective Function Formulation

The fleet allocation, discussed in the next section, is performed to maximize the profit objective. In order to
include the climate impact in the objective function, the climate impact should be converted to a monetary
value, which is done using a climate impact tax. This tax (CClimate impact, f) is calculated for every flight (f):
the climate impact (F-ATR100, abbreviated to ATR) is multiplied by a conversion factor (χ), called the climate
impact tax value. The formula is presented in Equation 8. The total cost of flight f (C(f + climate tax)) is then
the flight costs (Cf), as presented by Equation 3, plus the climate impact tax of flight f (Cclimate tax, f).

Cclimate tax, f = ATRf × χ (8)

C(f + climate tax) = Cf + Cclimate tax, f (9)

The fleet allocation model, further elaborated on in the next section, calculates the weekly flights that aircraft
k should fly to generate the highest profit. This list of flights in one week is referred to as the aircraft’s path.
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The total cost of this flight path for aircraft k is calculated using Equation 10. The overnight parking costs are
included when aircraft are not parked at the hub overnight (see Table 4).

Ck =
∑

f ∈ path

(C(f + climate tax),k) + Cacq,week,k + Covernight parking,path,k (10)

The final objective function consists of the revenue calculation by multiplying the revenue per passenger-
kilometer (RRPK) with the flight distance (sf) and the transported demand on flight f (Df). The climate
impact tax should only be imposed if the climate impact is positive (warming). Even though contrail avoidance
is generally considered desirable, purposefully increasing cooling contrail coverage comes with a higher risk for
harmful outcomes [59]. Therefore, the incentive to produce contrails, even though they are cooling, is undesir-
able, and an additional constraint is added. In Figure 30, an exemplary situation is depicted where the SMR
COC-optimized hydrogen flight from Hartsfield-Jackson Atlanta International Airport (ATL) to Buffalo Nia-
gara International Airport (BUF) produces significant (cooling) day-contrails, resulting in an overall negative
climate impact. The resulting objective function is formulated as follows:

max Profit =
∑

k∈fleet

∑
f∈pathk

[
(RRPK × sf × Df)︸ ︷︷ ︸

revenue

−
(
Cf,k + ATRf,k × χ+ Cacq,week,k + Covernight parking,k

)︸ ︷︷ ︸
costs

]
(11)

with ATRf,k > 0, else 0.

3.4 Fleet Allocation
Early work from Hane et al. [32] describes a basic fleet assignment model using a mixed-integer linear pro-
gramming method (MILP). The model uses a given flight schedule and fleet, and therefore does not include the
aircraft routing problem. Currently, more complex models are being examined and implemented in the aviation
industry. Airlines face many logistical problems next to their fleet assignment: aircraft routing, crew pairing,
crew rostering, and more [9, 47, 78]. Many of these problems are connected, and solving them simultaneously
is unrealistic as the model becomes too complex and inefficient. Instead, a combination of a couple of problems
can be solved to increase the optimality, but keep the model within a reasonable scope. A model that combines
the aircraft routing and the fleet assignment is usually referred to as the fleet allocation. Based on the chosen
network and demand, the goal is to research what routes should be performed with what aircraft type and fuel
type (referring to Table 6), to reach the most optimal objective.

The fleet allocation is generally performed using either a mixed-integer linear programming (MILP) method
or a dynamic programming method (e.g. [62, 73, 74]). The latter allows for non-linear calculations, which is
the main reason this method is chosen. It uses a divide and conquer concept: the idea is to break down a large
problem into incremental steps, which are recursively solved using a greedy policy.

The fleet allocation model is largely based on the method described in Reference [66]. It uses the Bellman-
Ford algorithm and the solving method from Noorafza et al. [62], and (Álvarez [5] as cited in [66]). The approach
is depicted in Figure 4. The main difference between the existing fleet allocation models and the fleet allocation
model that is developed in this research, is the incorporation of the climate impact tax. The fleet allocation
consists of two parts: 1) the demand calculation, and 2) the dynamic programming. These two parts are
discussed below, in section 3.4.1 and section 3.4.2.
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* For kerosene aircraft, for each departure time, flight leg, and climate impact tax value, SAF allocation is incorporated by
checking whether a 50% SAF blend is cheaper than kerosene fuel. If this is true, the flight cost is updated to the cost using SAF.

Figure 4: Block diagram of the dynamic programming model used to solve the fleet allocation problem. Diagram
adapted from [74], and ([5] as cited in [66])

3.4.1 Demand Calculation

To perform the fleet allocation, the demand data first needs to be processed. The initial weekly demand is
presented in Table 9, obtained from Reference [66]. The data was originally presented by Jansen and Perez [40],
and obtained from the Bureau of Transportation Studies for the year 2011. The total weekly demand is divided
by the number of flights throughout the week and subsequently normally distributed around the scheduled
departure times for the first week of August for 20254. A 20-minute interval is introduced, and for the normal
distribution, a 95% confidence interval of ± 1.5 hours is assumed. The weekly demand for the flight leg Atlanta
(ATL) → Rome (FCO) is plotted in Figure 5. The time difference is taken into consideration, and all departure
times are converted to Atlanta local time (UTC-4). More elaboration on the demand calculation is provided in
Appendix B.

Figure 5: Results from demand calculation for the symmetric weekly demand between Atlanta (ATL) and Rome
(FCO). Atlanta local time is used: UTC-4.

4https://www.delta.com/flightsearch/book-a-flight accessed March 18th, 2025
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3.4.2 Dynamic Programming

The fleet allocation is conducted as depicted in Figure 4, using dynamic programming. The dynamic program-
ming starts with calculating the optimal flight paths for aircraft. When the path calculation is performed for all
aircraft types, the aircraft type with the path resulting in the highest total profit, if larger than zero, is added
to the fleet. The corresponding transported demand is subtracted from the demand, and the process continues
until no path can be found that leads to a positive profit value.

The time differences between the airports are accounted for by converting all the times to Atlanta local time
(UTC-4). The climate impacts of the flights are calculated for UTC and therefore also converted to UTC-4.

The path calculation is performed on a profit matrix. The profit matrix consists of the airports and the
time intervals of the dataset. For every node (airport, time), a profit value is found. The process is depicted in
Figure 6, and performed as follows:

(a) The profit is calculated for each flight.
Example: Flight departing from airport 1 at 02:00 generates a profit value of 20.

(b) The nodes that violate constraints are removed (see section 3.5.6).
Example: At the start and end of the time duration (in figure 3 hours, but in dataset 1 week),

the aircraft should be at the hub. This eliminates certain flights, which are removed. These nodes are
depicted in red; see airport 1 at 2:20.

(c) Through backward iteration, starting on the right, the flight costs (and overnight parking costs) are used
to calculate the maximum profit value for every node. The resulting value per node is the maximum value
an aircraft could have obtained in that particular node (from right to left). For every hub node, from right
to left, the flight path responsible for the profit value at the hub node (hub or other node) is documented.
These are presented in the top row and is referred to as the guide (see Figure 6c and 6d).

Example: Airport 3 has at 2:20 a profit value of 8, which is the maximum value from all possible
flight paths from the hub to that node (03:00 to 2:20). In this case, there are 2 possible paths: 1) flight to
hub at 02:20, and remaining at hub between 02:40 and 03:00, or 2) staying at hub until 2:40 (thus paying
parking costs) and flying to the hub at 2:40.

(d) The guide is then used to find the optimal path. Starting at the hub on the left side of the matrix, the
airport in the guide shows which path should be taken. The total profit of the path is the value of the
profit matrix at time step zero at the hub.

Example: On the left, the guide shows value 3, referring to airport 3, thus this flight is selected.
At airport 3, the decision is to stay at airport 3, or to fly back to the hub. If the next node at airport 3
equals the profit minus parking costs, then the aircraft stays at airport 3, otherwise, it flies back to the
hub. This process continues until the end of the matrix. The resulting final path can then be found, and
the total profit of the path is 100.

As depicted in Figure 6, the flight durations are incorporated in the model, shown by the gray lines, and these
include the ground maneuvering and turnaround times.
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(a) Flight cost calculation (b) Node exclusion due to constraints

(c) Profit matrix and guide calculation (d) Flight path generation

Figure 6: Representation of the profit matrix and path calculation for aircraft. Matrix is simplified, and images
are based on Reference [74].

3.5 Decisions and Assumptions
Various decisions and assumptions are made for this research. The most important ones are discussed in
chronological order in this section:

1. the Delta-network used by Proesmans [66]

2. the use of twelve different aircraft, from Proesmans and Vos [67], including the use of SAF

3. the conversion factors for the CLIMaCCF model for the climate impact of contrails from hydrogen and
SAF

4. the exclusion of H2O and NOx at lower altitudes

5. the scope, which contains the first week of August for five consecutive years (2020-2024)

6. the constraints for the fleet allocation

3.5.1 Network Selection

The passenger demand network used by Proesmans [66] is selected for this research. This network provides
a weekly symmetric demand for a hub-and-spoke network with 1 hub, representing Delta Airlines in Atlanta.
This network is chosen because of five reasons: it contains short- to long-haul flights, making it suitable for
the three aircraft types (REG, SMR, LR); it is positioned around the North Atlantic, which is necessary for
the CLIMaCCF tool; it is a hub-and-spoke network, which means the fleet allocation is flexible as aircraft can
be assigned to different flight legs throughout the week; the passenger demand assumes no transfer passengers;
and it contains only 1 hub. The last two limit the complexity of the fleet allocation model, which is necessary
for the scope of this research.

A few adjustments are made to the network. Dietmüller et al. [18] highlight that the CLIMaCCF tool is not
appropriate for tropical regions due to the aCCF algorithms being designed around the North Atlantic corridor.
Therefore, the five southernmost flights from Atlanta (ATL) to Latin America are removed. Additionally, the
Manchester-Boston regional airport (MHT) is removed from the dataset, because Delta Airlines has discontinued
its flights from ATL to this airport since the COVID-19 pandemic5. The remaining network and demand are
presented in Table 9.

5https://www.flymanchester.com/flights-airlines/airlines-serving-mht/, accessed March 24th, 2025
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3.5.2 Fleet Selection

As discussed before, Proesmans and Vos [67] designed kerosene, SAF, and LH2-powered aircraft for cost-optimal
(COC) and climate-optimal (ATR) objectives, as well as a multi-objective (MO) combining cost, climate, and
fuel consumption. These aircraft form the basis of this research. The MO aircraft are ignored in this research
because the MO blurs the distinction between COC-optimized and ATR-optimized aircraft.

As a reminder, there is an important distinction made between aircraft specifically designed for SAF (SAF
aircraft) and kerosene aircraft employing SAF fuel. SAF aircraft are not included in this research; however, it
is assumed that SAF (fuel) can be allocated to kerosene aircraft (ATR and/or COC-optimized), because of the
following three arguments: the SAF aircraft are very similar to kerosene aircraft; current (kerosene) aircraft
need hardly any adjustments to use drop-in SAF [4]; and it best represents the current situation: SAF is blended
with kerosene and allocated to conventional aircraft. Therefore, the possibility of allocating SAF is included,
but aircraft specifically optimized for the use of drop-in SAF are not. The SAF allocation is included in the
fleet allocation by comparing the total flight cost (including the climate impact tax) for SAF and kerosene. If
SAF results in a lower flight cost, SAF is allocated to that flight. A parallel file keeps track of these cases and
is later used to determine the fuel type for each flight leg. Table 6 shows the final selection of aircraft types
used in this research: 12 aircraft types, all designed by Proesmans and Vos [67].

Table 6: The aircraft types selected for this research, from Reference [67].

Aircraft type Kerosene Aircraft SAF Aircraft LH2 Aircraft
(Fuel type) (Kerosene, SAF) (SAF) (LH2)
Design objective ATR COC MO ATR COC MO ATR COC MO
REG ✓ ✓ - - - - ✓ ✓ -
SMR ✓ ✓ - - - - ✓ ✓ -
LR ✓ ✓ - - - - ✓ ✓ -

LR LH2 aircraft are included in the fleet as shown in the table, even though the use of hydrogen aircraft is
expected to occur for short- to medium-range aircraft first [43], because this forecast is expected to be reflected
in the results of this research. As can be seen in results from Proesmans [66] in Figure 22, the relative network
profit for all three LR LH2 aircraft is very low compared to REG and SMR LH2 aircraft and kerosene aircraft.
It is therefore expected that LR LH2 aircraft are used only in the fleet allocation when the climate objective
dominates the cost objective.

3.5.3 Conversion Factors for Contrails

The CLIMaCCF model is developed for kerosene flights, and therefore needs to be modified to include SAF
and hydrogen fuel. For contrails, conversion factors for the different fuel types are necessary. In section 2.1, the
differences in contrail properties from kerosene, LH2, and SAF aircraft are presented.

Burkhardt, Bock, and Bier [13] discuss the influence of the number of ice crystals on the contrail cirrus net
radiative forcing. They argue that the net radiative forcing of contrail cirrus decreases by 50% when the ice
particle number decreases by 80%. This is shown in Figure 7. Bier et al. [10] show that ice crystal numbers
in contrails from LH2 combustion decrease by around 80-90% compared to kerosene combustion. These two
findings support the assumption that contrail cirrus from hydrogen aircraft leads to an 80% reduction in ice
crystal number, and consequently to 50% less net radiative forcing, compared to kerosene aircraft. Therefore,
a conversion factor of 0.5 is introduced. The aCCFs for contrails are multiplied by these conversion factors
to account for the change in climate impact due to changes in contrail properties and subsequent changes in
radiative forcing.

Moreover, Burkhardt, Bock, and Bier [13] argue that by reducing the number of ice crystals by 50% through
the use of a 50% SAF blending ratio, a reduction of 21% in the net radiative forcing from contrail cirrus can
be achieved. Therefore, a conversion factor of 0.79 is used for the climate impact of contrails from aircraft
employing 50% drop-in SAF. Since different blending ratios could affect the conversion factor, it is chosen to
simplify the SAF allocation by allowing only a 50% blending ratio for SAF. Moreover, the same SAF type used
by Proesmans [66], a synthetic SAF called HEFA (hydroprocessed esters and fatty acids), is assumed in this
research.
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Figure 7: The global net radiative forcing from contrail cirrus, normalized to present day soot numbers, versus
the initial ice particle number concentration of contrails, from Reference [13]

3.5.4 CLIMaCCF at Lower Altitudes

An intermediate verification step is performed to examine whether extending the CLIMaCCF model to include
NOx emissions from cruise range down to 0 ft altitude could be justified. The verification concludes that it is
not possible to extend the model, since the results are not in line with existing literature. However, because
the model starts at an altitude of 20000 ft, it is chosen to linearly extend the model only to 18000 ft, such that
the lowest cruise altitudes from climate-optimized aircraft would still be included in the results. The impact
of NOx and H2O is found to be much lower at lower altitudes ([22, 48], [85], respectively), and therefore it is
assumed that the climate impact of NOx and H2O below 18000 ft is insignificant to the overall climate impact
of flights. Thus, for these lower altitudes, the climate impact of these emissions is set to zero.

Moreover, the climate impacts in K/kg(NOx) from O3 are found to be in contrast to the available literature
for lower cruise altitudes (pressures between 250 hPa and 550 hPa). Köhler et al. [46] present the radiative forcing
of NOx as a function of altitude, and demonstrate that it decreases with lower altitudes, which is in line with
References [22, 27, 30, 48]. It is therefore that the scaling factors, presented in Table 7, are introduced. Similar
to the scaling factors for contrails, the scaling factors for O3 are multiplied with the aCCF for O3, depending
on the pressure level. Based on Figure 40, the linear decrease in radiative forcing and the relative size of the
forcing factors are used to derive these scaling factors. The trend (decreasing magnitude for decreasing altitude)
corresponds to Reference [27], but the sizes of the scaling factors need to be verified using a high-fidelity climate
model. The resulting climate impact from O3 and NOx as a function of altitude are presented in Figure 8. The
climate impact is averaged over the full geographical scale of the data (see Table 10). The scaling factors are
only applied to O3, and not to CH4, as the O3 emissions dominate the effect from NOx on the climate. The
original climate impacts from NOx at different altitudes without the scaling factors are presented in Figure 32.

Table 7: Scaling factors for O3 at different pressure levels

Pressure (hPa) 250 300 350 400 450 500 550
Scaling factor 0.94 0.81 0.59 0.41 0.28 0.20 0.15
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Figure 8: Results from the climate impact with the applied scaling factors, from NOx (left) and O3 (right) for
different altitudes (F-ATR100) in [K/kg(NOx)]. The values represent the average climate impact for the full
geographical scale (64◦N/13◦E/25◦S/-123◦W) for different altitudes. Results for August 5th, 2024, at 12:00
UTC.

3.5.5 Week Selection

Grewe et al. [29] study a climate-optimized routing strategy for trans-Atlantic flights, during summer and winter
days, and they find that for summer days, the variability and the climate-reduction potential are the highest.
It is therefore that the summer season is chosen.

Additionally, Irvine et al. [39] found that the strength of the North Atlantic jet stream is generally weaker
for summer compared to winter. The influence of the jet stream on fuel usage and daily costs for North-Atlantic
flights has been researched by Grewe et al. [29], who investigated the feasibility of climate-optimized routing
for trans-Atlantic flights. They demonstrated that, if possible, the use of the jet-stream tailwind is preferred
for all eastbound flights, since leaving the jet stream results in large penalties on fuel burn, emissions, and
flight duration. As the jet stream is found to be generally weaker during summer, and because the network is
a hub-and-spoke network and aircraft are assumed to be flying there-and-back, the presence of the jet stream
is neglected during this research.

As the summer season lasts from June to September, the first week of August is selected because it falls in
the middle of the season. The same week is used for five consecutive years to gather a representative dataset for
the summer weather conditions (2020-2024). The network demand (1-week duration) remains the same across
all years.

3.5.6 Constraints

Besides the decisions described above, assumptions are made that lead to certain constraints. These constraints
influence the fleet allocation, but also the dynamic programming, as particular nodes and flights are eliminated.
The curfew hours, for example, influence the nodes, which are described in section 3.4.2. The constraints are
as follows:

• The REG, SMR, and LR aircraft can fly to the same airports as specified by Proesmans [66].

• Departure and arrival times should remain within 6:00 and 23:00. This is a general assumption, based
on the classification of Night Flights by the European Union, which fall between 23:00 and 6:00. It is
assumed that even though some airports do not to impose a curfew on flights, airlines still try to avoid
night-time flights for noise abatement and also for cost reduction, as personnel costs are higher during
night hours.

• The time difference between the airport locations is considered, as well as the ERA5 reanalysis data
(UTC). All times are converted to Atlanta local time (UTC-4).

• Aircraft must start and end the week at the hub airport.

• The attraction band for passengers is between ±2 hours from their desired departure time.

• Overnight parking costs are applied when aircraft are parked between 23:00 and 6:00 at airports other
than the hub airport.
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3.6 Computational Set-Up
All the computations are performed using the Linux-server from the Operations and Environment department
of the Aerospace Engineering Faculty at the TU Delft (128 cores/256 threads, and 503 GiB of RAM). The code
is developed in Python 3.10, and the CLIMaCCF library is used.

The downloaded ERA5 reanalysis data contains large files, as is described in Table 10. The conversion
from these input files to the calculated climate impact per grid cell (section 3.2.1) takes a couple of minutes,
resulting in 30 files of around 7.9 GB each. The calculations are run separately based on fuel type (kerosene,
SAF, hydrogen) and year (2020-2024), resulting in 15 runs, and for each run, the distinction is made between
the COC and ATR-optimized aircraft, therefore creating 30 output files.

The next steps, the grid path calculations and the climate impact calculations per flight (section 3.2.2
and section 3.2.3), are combined into one code. This code uses the output files from the previous step. The
code performs the calculations for both the COC and ATR-optimized aircraft as well as the aircraft categories
(REG/SMR/LR). Therefore, the code runs 15 times, for each fuel type and year, taking around 8 hours per
run. The results are saved to 15 CSV files, which are in turn used for the fleet allocation calculations.

The fleet allocation uses the climate impact calculations, as well as the cost calculations. The computational
time of the cost calculations is short, taking less than a minute. The fleet allocation, however, takes a little
longer. This code runs for each climate impact tax value. Starting at low climate impact tax values, the running
time is between 30 and 40 minutes; however, for higher taxes, fewer aircraft are allocated to the fleet, resulting
in a shorter runtime.

4 Results
The results of this thesis are discussed below. The chapter starts with a short explanation of the results from
the climate impact calculations (section 4.1). Thereafter, in section 4.2, the results from the cost calculations
are presented. The climate impact calculations and the cost calculations are performed independently from the
fleet allocation model, and the results from these calculations are used as input for the fleet allocation model.
The final results from the fleet allocation are presented in section 4.3 and are used to address the research
questions posed in section 1.

4.1 Results: Climate Impact of Flights
The climate impact of flights are calculated for the different aircraft types, fuel types, and design objectives (see
Table 6). This is done for each flight leg (hub↔spoke), for each year, and for each possible departure hour of
the week. The climate impact results are presented below, and thereafter, in section 4.1.1, the verification and
validation of the results are explained.

In Figure 9, the results are shown for COC and ATR-optimized aircraft. The climate impacts of flights are
compared based on their aircraft type (REG, SMR, LR), fuel type (kerosene, SAF, LH2), and design objective
(COC, ATR). The destinations are grouped by flight distance from the hub to the spoke airports, resulting in
7 groups, of which the average values are taken. The climate impacts from different emissions are visualized,
per aircraft type, fuel type, and design objective. The results show that the LR-kerosene and -SAF aircraft
have the largest climate impacts. As expected, the total climate impact for ATR-optimized aircraft is smaller
compared to COC-optimized aircraft.
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Figure 9: Climate impact per emission, fuel type, distance group, and design objective (COC/ATR). The top
three plots are for COC-optimized aircraft, and the bottom three are for ATR-optimized aircraft. The climate
impact contributions from the different emissions are stacked. The values in this plot are averaged over the
years, departure times, and flight legs.

In Figure 10, the variability in climate impact is plotted for one day. Note: it does not present the uncertainty;
it presents the changes in the climate impact of flights during 24 hours. The large variability is mostly caused
by the changes in climate impact from contrail formation. The difference between the contrail formation for the
LR flight and the SMR flight to Seattle Airport (SEA) is deliberately shown: For the SMR flight, a significant
variation is observed for the total climate impact, whereas this is not the case for the LR flight. This is explained
by the difference in flight altitude between the two aircraft types, resulting in the LR aircraft avoiding the persis-
tent contrail formation areas (PCFAs). The PCFAs are mapped for 250 hPa and 300 hPa, presented in Figure 31.
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Figure 10: The variability in the climate impact of flights from ATL to airports is plotted for one day. Each
subplot represents a different aircraft type (LR, SMR, REG), and the colors refer to the fuel type. Every
category on the x-axis corresponds to two box plots; the upper box corresponds to the COC-optimized aircraft,
and the lower box to the ATR-optimized aircraft. The values are plotted for Monday, August 7th, 2023.

4.1.1 Verification and Validation of the Climate Impact of Flights

The verification and validation are explained in this section. The verification compares the relative size of
the emissions with existing literature to assess the individual emission calculations. The validation compares
the magnitude of the calculated climate impact, in terms of K/kg(fuel), to evaluate whether results align with
available literature.

The climate impact calculations of the individual flights in this thesis are compared with the results from
the climate impact calculation of 85 European flights by Yin et al. [93]. They examine the difference in climate
impact between flights with optimized trajectories that minimize costs and those that minimize the climate
impact of NOx . The authors used a subset of 85 European Flights flown with an A320 aircraft and a CFM56
engine model. The trajectories are simulated using MESSy submodels AirTraf 2.0 coupled with the ACCF 1.0
([92, 93]). In Figure 11, the results from Yin et al. [93] are compared with the results from the climate impact
calculations performed in this research. Both results are normalized because of the difference in magnitude,
and these values allow for the comparison of the relative size of the climate impact from different emissions.
The top figure presents the relative climate impacts of H2O, O3, CH4, CO2, and contrails. From the figure,
it is apparent that the climate impact from CO2 is bigger compared to the results from Yin et al. [93]. This
is expected, because Yin et al. [93] considers en-route emissions during cruise, while in this research the CO2
emissions also include the take-off, climb, descent, and landing, resulting in a relatively higher impact from
CO2 emissions. Additionally, it has been demonstrated that there is high variability in climate impact (see
Figure 10) due to changes in contrail formation. Therefore, the larger contribution from CO2 and contrails to
the total climate impact does not raise concern. By removing CO2 and contrails from the plot, the relative size
between H2O, O3, and CH4 can more clearly be compared (see Figure 11). Based on the bottom image, it can
be concluded that the relative contribution of these emissions is in line with results from Yin et al. [93].
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Figure 11: Relative contribution to the total climate impact, per emissions. Data from Reference [93] is used in
the figure, on the right depicted by the box. A randomly selected set of flights from August 8th, 2024, at 22:00
UTC is presented, and the values are all for F-ATR20.

The results are validated for the LR COC-optimized kerosene aircraft in Figure 12, by comparing the results
with Figure B2 in Dietmüller et al. [18]. The order of magnitude of the climate impact is in line with the
results found in this paper (10−13 K/k(fuel)). Moreover, as can be seen in the figure, the model captures the
expected spatial patterns: the climate-sensitive regions are calculated with the CLIMaCCF model shown by
the darker-red regions in Figure 12.

Overall, the verification confirms the relative contributions from different emissions, and the validation shows
that the magnitude and spatial patterns align with existing literature. Nevertheless, this research conducts off-
design use of the CLIMaCCF model by, for example, using different fuel types and aircraft types, which limits the
validation. Therefore, future validation of the results using a high-fidelity climate impact model (e.g. EMAC)
is recommended.

Figure 12: The total climate impact (merged aCCF) at 250 hPa for LR COC-optimized kerosene aircraft in
[K/kg(fuel)], on August 5th 2024 at 12:00 UTC.

4.2 Results: Cost Calculations
For the cost calculations, the flight costs and the aircraft ownership costs are determined. Results for the flight
cost calculations are presented in Figure 26, 27, and 28. Flight costs for kerosene aircraft are consistently lower
compared to SAF and hydrogen flights, with the latter resulting in the highest flight costs. For ownership costs,
commercial aircraft are typically designed for a 30-plus-year operational lifetime6. The calculated acquisition
costs per week are presented in Table 8.

6https://www.airbus.com/en/products-services/commercial-aircraft/the-life-cycle-of-an-aircraft/operating-life,
accessed May 23rd, 2025.
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Table 8: Aircraft acquisition costs per week

Fuel Range Acquisition Cost/Week
COC [103 USD] ATR [103 USD]

Kerosene/ REG 118 107
SAF SMR 212 193

LR 654 612
LH2 REG 122 116

SMR 222 204
LR 681 644

The results for the climate impact tax are used in the dynamic programming model for the fleet allocation. The
average monetary value considered per aircraft type and fuel type is presented in Figure 29 for different levels
of climate impact taxes. The values presented in the plot are the averages over all years, departure hours, and
destinations.

4.3 Results: Fleet Allocation
This section starts with the verification of the fleet allocation in section 4.3.1. Thereafter, the results of the
fleet allocation are presented. They are split into two parts, corresponding to the two sub-questions posed in
section 1: the effect of the climate impact tax on the network, and the trade-off between profit and climate
impact, in section 4.3.2 and section 4.3.3, respectively.

4.3.1 Verification of the Fleet Allocation

The verification of the fleet allocation model is performed for the model with zero climate impact tax (χ=0
USD/K), by plotting the cumulative profit against the selected aircraft and the transported demand per aircraft,
shown in Figure 13. The shape of the curve in the left image is similar to Figure 7.5 in Reference [66]; however,
as can be seen in the figure, the SMR COC-optimized kerosene aircraft are selected first, which is contrary to
the results from Proesmans [66] where the LR aircraft are selected first. This difference could be explained by
the difference in the attraction bands (4 hours vs. 6 hours) and curfew hours (23:00-6:00 vs. 23:00-5:00). As for
the total transported demand, over 70% is served, which is reasonable considering the model does not include
changes in the ticket prices or flexible curfew hours. Realistically, this percentage might be too low for airlines,
as they aim to maximize their profit; however, they also often consider their market share [90]. The latter is
not included in the fleet allocation in this paper. Moreover, the fleet allocation has an optimality gap, which
is further elaborated upon in section 5.3. The shapes of the curves are according to expectation, as the most
profitable aircraft are selected first.

Figure 13: Results of the fleet allocation without climate impact tax. The figures demonstrate which aircraft
are selected and how the cumulative profit and transported demand increase for each selected aircraft type.
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4.3.2 Fleet Allocation Network

This section aims to answer the first sub-question of this research: To what extent do the fuel and aircraft type
affect the fleet composition, the satisfied demand, the flight frequencies, and the flight routes when reducing the
overall climate impact? This question covers four aspects, which are discussed in chronological order: fleet
composition, satisfied demand, flight frequencies, and flight routes.

Fleet Composition: For the different climate impact tax values, the results of the fleet allocation in terms
of aircraft type and fuel usage are presented in Figure 14. The figure presents the average aircraft types and
fuel types for the 5 years. For the SAF allocation, it is important to note that the bars are turned green if SAF
is used for any of the flights performed by the aircraft during the entire week.

Figure 14: Stacked bar plot for the average number of aircraft used by the fleet, for different levels of climate
impact tax. The bars are colored based on aircraft type and fuel type. All values are averaged over the 5 years.
No change in aircraft count or aircraft types is measured until 1e+11 USD/K, after which it remains constant
until 7e+11 USD/K.

From the figure, it becomes apparent for which climate tax values changes in the fleet composition occur. Until
8e+11 USD/K, the fleet composition remains rather constant. When looking at the fuel types, only kerosene
is used up to that point, with minimal profit loss. At 9e+11 USD/K, the first flights are performed with SAF
instead of full kerosene. The number of SAF-fueled aircraft increases until 4e+12 USD/K, which is the turning
point at which (almost) the entire fleet uses SAF instead of kerosene. For LR aircraft, the first hydrogen
aircraft are allocated. The tax value thereafter, 5e+12 USD/K, is the first for which REG and SMR hydrogen
aircraft are used. SAF-fueled kerosene aircraft are replaced with hydrogen aircraft, until 2e+13 USD/K, when
all aircraft are hydrogen-powered. At this point, there is a decline in the number of aircraft and profit, until
there are no profitable flights left.

Considering the types of aircraft, the COC-optimized designs are dominant. Only for higher climate impact
tax values, the ATR-optimized hydrogen aircraft become attractive. It should be noted that even without any
climate impact tax, two ATR-optimized aircraft (1xREG, 1xSMR) are allocated. This is caused by the flight
cost calculations, where the flight costs for ATR-optimized aircraft are found to be lower or close to those of
COC-optimized aircraft, for flights to/from SAV, MSY, and CMH. The mission analysis tool assumes a fixed
flight altitude and does not consider the flight distance, meaning very short COC-optimized flights climb to 10
km altitude, only to start descending immediately after, which is not realistic. This discrepancy is assumed to
only apply to very short flights, resulting in a low amount of additional selected ATR-optimized aircraft. Future
researchers are recommended to explore the mitigation of this issue, for example, by using a different mission
analysis tool for the shorter flight distances.

The shift to a different fuel type is preferred over the switch to a different design objective (COC/ATR),
as can be seen in Figure 14. This is because changes in the flight durations impact the airline’s profit. The
increase in flight time, by using an ATR-optimized aircraft, could affect the personnel costs, as well as the
number of flight legs covered per day, and thus the number of transported passengers and the acquired revenue.
Realistically, there are only a couple of flight legs within the airline’s schedule where there is room to decrease
the flight speed without significant harm to the airline’s profit7.

The latter implies the necessary flexibility: if only a couple of flights in an airline’s schedule have the room
to fly slower, designing slow ATR-optimized aircraft may not be desirable, but instead fast COC-optimized
aircraft could be scheduled to fly slower (and lower). For future research, it is recommended to consider this

7According to an expert from an undisclosed airline, discussed on July 7th, 2025.
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possibility in the fleet allocation, to examine how often this takes place and how much impact these decisions
could have on the climate impact. Elaboration on this topic is provided in section 8.

As for the changes in fuel types, a gradual shift from kerosene to SAF, and then to hydrogen, is observed. For
LR aircraft, the shift is less gradual compared to REG and SMR aircraft: between 2+e12 and 5e+12 USD/K,
all LR aircraft change from kerosene fuel to SAF fuel, and then to hydrogen aircraft. Additionally, beyond the
4e+13 USD/K climate impact tax, no LR aircraft are selected by the fleet. For low-cost airline carriers, this
might not necessarily be as big of an issue as they generally fly fewer long-haul flights, and they could more
easily drop those flights; however, for big hub-and-spoke airlines, this may be a problem. Their business model
is built around those long-haul flights: connecting passengers through their regional and short flights to further
destinations using long-haul flights. By optimizing transfer times and transfer services, they aim to capture
those passengers. Hub-and-spoke airlines would have to compete with low-cost carriers without those long-haul
flights. Therefore, future implementation of such a climate impact reduction scheme should consider how the
airlines and the aviation industry are affected.

Satisfied Demand: Various key performance indicators (KPIs) are plotted in Figure 15. It can be seen that
the satisfied demand decreases similarly to the revenue passenger kilometers (RPK) and average seat kilometers
(ASK), however, the load factor increases. This means that when fewer flights are allocated, the satisfied
demand decreases and the seat utilization increases, because emptier flights become more expensive to operate
with increased climate impact tax.

Flight Frequency: Similarly, the number of unique destinations stays up to 21 until 2e+13 USD/K, while
the total number of flights decreases. This aligns with the above: a higher climate impact tax means a lower
flight frequency between airports, and a higher average seat utilization.

Figure 15: Key performance indicator plot. All values are averaged over the 5 years. *The RPK is calculated as
the total amount of passengers served during the week multiplied by the total flight distance during the week.
The RPK is therefore an approximation and not an exact calculation.

Flight Routes: As is depicted in Figure 14, the SAF allocation occurs between 9e+11 and 2e+13 USD/K.
Since there is a gradual change between the fuel types, it is observed whether patterns could be found in the
SAF allocation. The flight paths are plotted for the different years for the climate impact tax value of 3e+12
USD/K, because the SAF allocation varies the most for this tax. The plots can be found in Figure 33. While
changes in fleet composition and flight frequency are observed above, no clear pattern in the fuel allocation is
found when looking at the latitude, longitude, and flight distance to the spoke airports, besides the consistent
use of SAF for the transatlantic flights.

Nevertheless, the SAF used per spoke-airport is evaluated to explore possibilities for lowering the pressure
on the SAF supply chain. In Figure 16, it is shown that the SAF usage differs per airport. The aircraft locations
are also plotted with the corresponding colors in Figure 34, and the airports further away from the hub airport
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show higher SAF amounts. This is due to a combination of interdependent factors, including the higher amounts
of fuel burn, climate impact, flight distance, and aircraft size. This suggests that the SAF could be allocated
to larger airports with (more) long-range flights, instead of uniformly distributing it among all airports. This
could possibly lower the pressure on the supply chain. Various recommendations based on these findings are
developed, which can be found in section 8.

Figure 16: The amount of SAF used per airport for varying levels of climate impact tax. The values are averaged
over the 5 years, and the SAF usage is expressed in terms of tonnes of 100% SAF (which blended with the same
amount of kerosene results in a 50% blend). As can be seen in this figure, as well as in Figure 34, no flights
using SAF take place to AMS, FCO, and MUC, because the demand is too low at these airports, and the flights
do not generate profit at these tax levels.

These results presented above demonstrate that climate impact taxes could stimulate the transition to more
sustainable fuel types and aircraft types. This results in a mixed fleet with an increased number of aircraft
types, which should not be an issue for big hub-and-spoke airlines, as they use up to around 10 different aircraft
types7.

Low-cost carriers, on the other hand, generally use very few aircraft types8,9. Their business model is built
around the cost savings from lower maintenance costs and uniformity benefits such as minimal pilot training and
airport infrastructure. These airlines could face difficulties when forced to broaden their fleet with more aircraft
types. It is expected that more COC-optimized SAF aircraft will be used compared to ATR-optimized aircraft,
since this would avoid those additional costs. Moreover, as low-cost carriers generally have a point-to-point
network structure, there is less flexibility in the allocation of aircraft/fuel types, and therefore, the expectation
is that the transition between aircraft types and fuel types is less gradual.

Lastly, the transition from kerosene to other aircraft and fuel types, due to the increasing climate impact tax,
varies between REG, SMR, and LR aircraft. This raises the question of whether a fleet-wide climate impact tax
would be appropriate. Policymakers should consider the differences between these types when implementing a
climate reduction incentive. For example, taxes could create (dis)advantages between airlines (hub-and-spoke vs.
low-cost carriers); regional flights could compete with ground transport such as cars, which do not automatically
result in a lower climate impact per passenger [89]; and the implementation of a tax without considering the
availability of the required resources to mitigate those taxes could result in increased costs without the desired
sustainable transition, such as the scarcity of SAF and hydrogen.

8https://www.easyjet.com/en/help/boarding-and-flying/our-fleet, accessed July 9th, 2025.
9https://corporate.ryanair.com/about-us/our-fleet/, accessed July 9th, 2025.
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4.3.3 Trade-Off between Profit and Climate Impact

The second sub-question in this research investigates the trade-off between the profit and the climate impact of
the fleet: What is the trade-off between climate impact and profit for the allocation of different aircraft types,
sizes, fuels, and combinations thereof in a network? In Figure 17, this trade-off is presented. For 8e+11 and
9e+11 USD/K, some climate impact reduction is found. Between 9e+11 and 4e+12 USD/K, a significant
reduction in climate impact is achieved (25-35%) with a profit reduction of 20-25%, and between 4e+12 and
5e+12 USD/K, the largest reduction in climate impact can be achieved for a minimal profit loss (20-30% vs
5%). Beyond 2e+13 USD/K, the climate impact tax does not contribute to significant climate impact reduction;
instead, it rapidly reduces the profit value and number of flights (see Figure 15).

Figure 17: Eco-efficient distribution between the normalized total profit and relative climate impact reduction
for the fleet allocation for different levels of climate impact tax. The fuel usage is depicted, where kerosene,
SAF, and hydrogen are represented in orange, green, and blue, respectively. The colors and arrows describe the
fuel transition, which corresponds to Figure 14.

At 4e+12 USD/K, all flights are flown using SAF or hydrogen, resulting in a 50-60% climate impact reduction.
In turn, a 20-30% profit loss is expected. With 1% profit loss, according to Figure 17, a maximum of around
10-15% climate impact reduction could be achieved.

This raises the following question: how much should the climate impact of the aviation industry be reduced?
As argued by The Guardian, the term climate change is not an accurate description of the current state of
the world; instead, climate crisis is used as it covers the urgency and gravity. With a 3.8% yearly projected
growth in passenger demand [37], the climate impact from the aviation sector is expected to keep growing. To
instigate global change to mitigate this crisis, the industry should drastically reduce its impact, for which global
policy/coordination is required (e.g. [45, 57]).

5 Sensitivity Analyses and Uncertainties
In this chapter, two sensitivity studies are performed on the fleet allocation model. The first study researches
how changes in the climate impact of NOx influence the fleet allocation, and the second examines the influence
of fuel prices on the results (section 5.1 and section 5.2, respectively). Thereafter, the chapter continues by
describing the optimality gap of the fleet allocation in section 5.3, and the uncertainties in the climate impact
calculations in section 5.4.
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5.1 Sensitivity Analysis: NOx

Manen and Grewe [54] present the uncertainties of aCCF in comparison with CCF, and argue that the quality
of the algorithm for O3 is low, and is expected to have the largest impact on the results of the climate impact
calculations. They argue that the spatial pattern can be captured, but that the higher frequency variability
is not represented in the algorithm. Whether this higher frequency variability is incorrectly captured with the
CCF or with the aCCF is unknown. Additionally, since various assumptions on the NOx emissions are made in
this paper, a sensitivity analysis is performed, examining the influence of the climate impact of NOx calculated
using the aCCF on the results of the fleet allocation.

The flight path climate impact calculations are performed using the following scaling factors for the aCCFs
from O3 and CH4: 0.6, 0.8, 1.2, and 1.4. The fleet allocation is executed for the new climate impacts, to
compare the results with the baseline (1.0). The sensitivity analysis is limited to the year 2020.

The resulting profit vs. climate impact reduction trade-off is presented in Figure 18. For lower climate
impact tax values and higher NOx scaling factors, the trade-off moves downward, whereas for climate impact
tax values above 2e+13 USD/K, only a small leftward shift in the normalized total profit is observed. The
changes in fleet composition are plotted (see Figure 35). As expected, the NOx scaling factors do not influence
the climate impact tax value for which SAF is introduced, because kerosene and SAF produce an equal amount of
NOx . Hydrogen, however, is used by the fleet for lower tax levels when the scaling factors are higher. Similarly,
more ATR-optimized aircraft are used for higher scaling factors, which is expected, because the climate impact
previously mitigated using SAF fuel remains, and some of this is now mitigated using the ATR-optimized
aircraft.

Moreover, as shown in Figure 18, the lines move mostly vertically, and the locations of the points for
8e+11, 9e+11, 2e+13 USD/K, hardly change. Only for 4e+12 and 5e+12 USD/K, the points are further apart
horizontally, which corresponds to the transition from SAF to hydrogen. With this being said, and looking
at Figure 35, the NOx climate impact calculations are observed to have the biggest impact on the transition
from SAF to hydrogen, and on the amount of ATR-optimized aircraft. Higher NOx is expected to positively
influence the allocation of ATR-optimized aircraft and hydrogen aircraft, and negatively influence the amount
of allocated SAF.

The flight paths for each scaling factor are plotted in Figure 36 for tax value 3e+12 USD/K. In practice,
the transition to sustainable fuels and aircraft also depends on the availability of these resources. This analysis
shows how changes or future developments in the climate impact calculations could influence the results, but
it also implies that future research could investigate how different taxation schemes influence the transition.
Future research could investigate different taxes, for example: taxes based on flight altitude, fuel burn, CO2
emissions, NOx emissions, fuel type, or flight distance.

Figure 18: Sensitivity analysis for the eco-efficient distribution between the normalized total profit and relative
climate impact reduction for the fleet allocation for different levels of climate impact tax. The graph presents
the trade-off for 5 different NOx scaling factors.
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5.2 Sensitivity Analysis: Fuel Costs
This sensitivity analysis examines whether different fuel prices affect the results. The considered fuel prices for
kerosene and SAF (HEFA) are: 0.94 USD/kg (0.80 EU/kg) for kerosene, and 2.34 USD/kg (2.0 EU/kg) for a
50% SAF blend7. For LH2, the price is found to be 8.14 USD/kg (6.96 EU/kg)10. Since these fuel cost values
vary from the values presented in Table 4, it is decided to perform this analysis.

The results for the fuel sensitivity analysis are presented in Figure 19. The following observations are found:
No SAF allocation takes place; ATR-optimized aircraft are used more; the profit declines more rapidly compared
to Figure 14; there is a sharp transition to hydrogen aircraft, and the LR hydrogen aircraft are not used.

These observations mean that the increased SAF price is too expensive in comparison to the other fuels;
thus, ATR-optimized kerosene aircraft in combination with higher climate impact taxes from kerosene fuel are
preferred over SAF fuel usage. At 2e+13 USD/K, the fleet shifts almost completely to hydrogen aircraft, and
no LR aircraft are allocated.

Figure 19: Sensitivity analysis with the different fuel prices. The stacked bar plot shows the number of aircraft
used by the fleet for different levels of climate impact tax. The Values are only for 2020.

Currently, a 2% SAF blend is mandated; however, by 2050 this will increase to 70% [71]. This means airlines
could face serious profit losses if 1) the SAF price is not mandated, or 2) the competitive field is not level across
airlines, for example, when local policies regarding SAF are used, instead of continent-wide regulations. Firstly,
if the goal is to persuade airlines to use more sustainable fuels and aircraft, the effectiveness of a climate impact
tax depends on the fuel costs, because these significantly influence the profit margins. Similarly, the climate
impact reduction potential is affected by the change in fuel price, which can be seen in the profit vs. climate
impact reduction trade-off in Figure 20. The trade-off for the increased fuel price presents a flatter, linear line,
which falls left and below the baseline trade-off curve for the initial fuel prices, which is expected as the climate
impact mitigation through SAF usage does not take place, resulting in fewer climate impact reductions and
corresponding profit savings. Without the tools for airlines to mitigate the tax levels through the adoption of
sustainable practices, the sustainable transition could be harmed, as it takes away the airlines’ profit margins
and simultaneously their capacity to invest in sustainable practices. Secondly, airlines advocate for climate
impact reduction schemes, but emphasize that local policy undermines their business strategy11. For high SAF
prices and Refuel EU regulations, airlines would need a continent-wide SAF price (or an alternative incentive)
when the goal is to transition from kerosene to SAF.

Moreover, these results highlight the importance of specific and stable climate reduction plans. Airlines
need time to order and invest in new aircraft, and if the climate tax or the fuel prices change, different aircraft
designs could become more or less attractive.

10https://h2v.eu/analysis/statistics/financing/hydrogen-cost-and-sales-prices, accessed July 7th 2025.
11https://news.klm.com/klms-response-to-the-european-commissions-fitfor55-proposals-green-deal, accessed July

28th, 2025
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Figure 20: Sensitivity analysis with different fuel prices for the eco-efficient distribution between the normalized
total profit and the relative climate impact reduction for the fleet allocation for different levels of climate impact
tax. The two lines represent the case with the baseline fuel prices and the sensitivity case with the new fuel
prices.

5.3 Optimality Gap Fleet Allocation
The path calculations performed in the fleet allocation model are solved using dynamic programming. The
optimality of dynamic programming relies on the optimality of the substructure. With an optimal substructure,
the global optimal solution can be found by combining the optimal solutions to the subproblems. The path
calculation consists of an optimal structure and therefore finds the optimal paths that generate the highest
profits12,13.

However, for the overall network profit, these optimal paths are combined to solve the global solution: the
maximum network profit. This global solution does not necessarily equal the global optimum. Specifically, due
to overlapping passenger demand and the iterative structure, optimality may be obstructed. Each iteration
optimizes for the path generation, but it does not take into consideration that other aircraft may be allocated
later. Airlines should be aware, when using such a fleet allocation approach, that there could be an optimality
gap between the calculated network profit and the maximum network profit.

5.4 Uncertainties
The CCFs, developed by Grewe et al. [28], contain various uncertainties, and aCCFs build upon those and
aggregate the uncertainties. Manen and Grewe [54] compare the CCFs and aCCFs, and present Table 11. As
can be seen in the table, the quality of the aCCF for CH4 is low; however, the authors argue that the variability
in methane captured with the CCF is much lower (order of magnitude) compared to O3. They argue that it
is therefore less important that these spatial patterns are captured by the aCCF, as they are expected not to
significantly influence the results. Rao et al. [69] perform a case study to validate the O3-aCCF for climate-
optimized flight planning. They conclude that the aCCFs provide a reasonable estimate of the climate impact of
NOx induced O3, yet the large simplification of the prediction of the climate impact is emphasized. Because the
inaccuracies of the O3-aCCFs are expected to have a much bigger impact on the results, a sensitivity analysis
is conducted in section 5.1. The analysis shows that the magnitude of the climate impacts from NOx emissions
influences the transition to more sustainable aircraft and fuels. This is in line with various other literature
on the aCCFs (e.g. [54, 69]), that highlight the road-map presented by Grewe et al. [29]. This consists of
steps towards the practical implementation of climate-optimized flight planning and acknowledges the required
investigation of uncertainties and robustness of the aCCFs.

Furthermore, Dietmüller et al. [18] advise against the off-design use of aCCF, and emphasize that the use of
aCCF in tropical regions could lead to unreliable results. They implemented the ability to add different versions

12https://web.stanford.edu/class/archive/cs/cs161/cs161.1172/CS161Lecture12.pdf, accessed July 31st, 2025
13https://courses.csail.mit.edu/6.006/fall10/lectures/lecture15.pdf, accessed July 31st, 2025
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of the aCCF in the CLIMaCCF model, and they highlight that development of the aCCF is ongoing, and new
versions of the aCCFs will be added to the model once published. Moreover, they argue that more studies need
to be conducted on the impact of the radiative forcings (RF) of emissions on the temperature response model,
to more accurately define the efficacies (Table 4 from [18]). Not only the efficacies, which are based on RF
factors, but also the RF factors themselves come with some uncertainties. The radiative forcings from contrail
cirrus and short-term O3 contain the largest uncertainties (≈70% and ≈36-56%, respectively) [50].

Moreover, the ATR climate metric used to express the climate impact results could lead to some uncertainties.
However, compared to other climate metrics, ATR covers more climatic processes and leads to a more accurate
assessment of the climate impact for existing and future aircraft and fuels [57].

In the case where the spatial pattern or the magnitude of the climate impact calculations from the different
emissions are under- or overestimated, results are expected to change as follows. When the magnitude changes,
the transition to different aircraft and fuel types is expected to change, similar to the results presented in
section 5.1. Specifically, when the magnitude of the climate impact due to contrail formation changes, the allo-
cation of SAF, hydrogen, and ATR-optimized aircraft is expected to change similarly, as these produce contrails
with a net lower radiative forcing factor (see Table 3) and have a lower formation probability, respectively. In
the situation where forecasts become reliable enough to calculate accurate spatial patterns, flight trajectory
rerouting might become attainable. This could be an alternative solution to the fleet allocation presented in
this paper. Future research could investigate how robust trajectory rerouting (e.g. [29, 80]) could be combined
with eco-efficient fleet allocation to decrease the climate impact while maximizing the profit margins.

Next to the climate impact calculations, the reliability of the input data should also be considered. The
ERA5 reanalysis data provides an ensemble spread that depends on the observational coverage. Since the North
Atlantic region has a dense observation system, the ensemble spread is small (on August 5th 2024 at 12:00 UTC
at 250hPa, the average standard deviation for the geopotential and the temperature is <0.1%, for the relative
humidity it is 9%, for the potential vorticity it is 6%, and for the top of atmosphere net thermal radiation it is
2%). It is therefore, that uncertainties in the results due to the random analysis error are assumed insignificant.
The ensemble spread does however not cover systematic model bias. Hersbach et al. [35] outline the known bias
issues in ERA5 reanalysis data, which include temperature bias for high altitudes starting at the stratosphere;
small discrepancies between the hourly data, which could result in systematic jumps between hours; and at some
locations (infrequent and mostly found in Africa) ERA5 reanalysis data contains unrealistically high amounts
of precipitation. Nevertheless, these issues do not apply to the data and the application used in this paper, and
therefore, it is concluded that ERA5 reanalysis data provides a reliable and accurate dataset.

6 Discussion
This chapter focuses on the higher-level aspects of this research, as the discussion of the results was already
provided in section 4. It starts with a concise discussion, followed by a summary of the key limitations.

The research in this paper has been conducted using ERA5 reanalysis data. Forecast data will have to be
used instead, if the calculation of the climate impact of flights is conducted in real-time. The ECMWF forecast
system continuously updates its forecast quality, and at the time of writing, different experimental machine
learning forecast models for upper-air parameters are compared [33]. For the geopotential at 500 hPa, all
models lose between 5-10% accuracy in pattern detection within a 5-day forecast period, and between 18-28%
accuracy within a 7-day forecast period. Without accurate pattern detection, the climate impact calculations
come with great uncertainties, and airlines generally plan the final operational decisions, such as matching
specific flights with specific aircraft, 2 weeks in advance. The practicality of the fleet allocation presented in
this paper, thus, depends on the forecast accuracy and the flexibility in the operational plans of airlines to make
last-minute decisions on aircraft types or fuel types.

Another option would be to use climate-optimal trajectory rerouting. In this case, air traffic control is
expected to grant airlines greater flexibility in their route planning [84]. Similarly, without significant improve-
ment in the accuracy of weather forecasts, it would be difficult to implement this. Moreover, researchers have
shown that trajectory rerouting does not always lead to significant climate impact reduction potential. For
the North-Atlantic flight corridor, little reduction potential was found [29], because the fuel savings by using
(eastern) or avoiding (western) the jet-stream outweigh the climate reduction potential by rerouting around the
climate-sensitive regions.

When meteorological-forecast uncertainty remains considerable, future researchers could investigate whether
the combination of fleet allocation and trajectory optimization would improve robustness: assigning sustainable
aircraft and fuels, while also attempting to fly around climate-sensitive regions. The expectation is that this
would make the climate impact mitigation more resilient.

Besides the climate impact calculations, the fleet allocation methodology should be discussed. Other meth-
ods, such as MILP optimizations, could reduce the optimality gap and provide a higher profit margin. Using
MILP, researchers have shown that the ticket pricing and demand variations could also be included [11], which
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would further improve the accuracy of the results.
Furthermore, the fleet allocation assumes the availability of resources when optimizing the model for different

tax levels. Resource scarcity and/or competition (e.g. [36]) impose a timeline on the transition to sustainable
practices. Implementing this in the model could provide realistic time frames for the aviation industry’s sus-
tainable transition.

Besides the technical assessment, it is important to address the practical aspects of the implementation of
a climate impact tax: 1) by whom the climate impact tax is imposed, 2) how it is monitored and collected,
and 3) how it would change current operations. First, a climate impact tax should be imposed by a large
operational authority, such as the ICAO, the FAA, or the EU. As is explained in section 5.2, local policies
could lead to adverse climate effects, because additional flight distances and fuel consumption may result from
airlines avoiding certain areas subject to those policies. Although not covered in this paper, another important
consideration for the implementation is that the climate impact of persistent contrails is the largest for the first
aircraft flying through a particular region and decreases with each additional aircraft due to saturation effects.
While one airline might try to avoid this region, as it is subject to a climate impact tax, another airline not
subject to this tax might fly straight through it, diminishing the collective benefit [59]. It is therefore that a
broad coordinated policy is required. Second, the monitoring and collection of taxes might be performed using
the current Emissions Trading System (ETS) in the EU. This system could potentially be extended to include
non-CO2 emissions and climate effects. Niklass et al. [59] investigate the impact of non-CO2 pricing on routing
and ticket fares, through the incorporation of non-CO2 emissions in the ETS based on equivalent CO2 emissions.
They argue that climate impact mitigation policies should be simplified and in line with existing policies (e.g.
ETS or CORSIA) in order to facilitate monitoring and compliance. They point to the North Atlantic Track
System for the first tests, as the operational complexity is low, but the climate impact mitigation potential
is high. Instead of a climate tax imposed and spent by operational authorities, another method would be to
obligate airlines to invest a mandatory percentage of their profit in sustainable development. This percentage
could, for example, be based on the magnitude of their climate impact, and would refute the argument of airlines
that climate impact taxes lower their profits and take away their ability to invest in sustainable developments.
This percentage could be based on the magnitude of their climate impact. Third, climate impact taxes may
lead to changes in the network and covered flight paths and frequencies, as also shown in the results of this
paper, which could influence the airspace. In reality, airlines might compete for certain departure times when
the climate impact and subsequent tax are lower, or fly around climate-sensitive areas. This could put increased
pressure on the airspace, which could lead to additional consequences, such as noise nuisance, and limit the
mitigation possibilities, as the European airspace is already saturated according to Eurocontrol14. Similarly,
airport facilities and infrastructure may also be affected. These considerations show that beyond the technical
design of a climate impact tax, the implementation and operational consequences must be taken into account.

6.1 Limitations
This research does not include demand fluctuations, changes in ticket prices, and/or market effects. These are
interconnected and could influence the results presented in this paper. For example, the demand for certain
destinations or departure times could change, affecting the profit margins; the ticket prices may rise with
increased demand, as airlines try to maximize their ticket price as well as their load factors; and market effects
such as the gate occupation, ticket price competition, or resource competition, such as SAF acquisition, could
influence the profits. In the scenario with sufficient demand, and where a climate impact tax is imposed on all
flights ensuring a level playing field, there may be other options for airlines besides switching to more sustainable
practices, such as increasing the ticket price and paying the climate taxes without changing to more sustainable
aircraft or fuel types. Next to this, this research considers a constant demand across the five years, and does
not account for the expected growth in passenger demand [37].

Moreover, it is decided not to include COC-optimized aircraft that fly lower and slower (similar to the ATR-
optimized aircraft) from the analysis. For future research, this could be considered in the fleet allocation, as
this requires no additional aircraft investments from airlines, and could therefore be more appealing than ATR-
optimized aircraft. Specifically, flexibility in the flight schedules of individual flights could be used to reduce
the climate impact of aircraft, without influencing the total transported demand or the number of flights. The
results are expected to change, such that much more COC-optimized aircraft fly lower and slower for specific
flight paths, as significant mitigation could be obtained using these COC-optimized aircraft.

The mission profiles calculated using MiAircraftDesign are unrealistic for the shortest distances. This has
been explained in section 4.3.2. This limits the accuracy and validity of the research, because the comparison
between COC and ATR-optimized aircraft is inaccurate for the shortest distances. The flight altitude and the
fuel burn for REG COC-optimized aircraft are likely overestimated for the shortest distances, which influences
both the flight costs and the climate impact calculations of those flight legs.

14https://www.eurocontrol.int/summer-2025, accessed September 2nd, 2025.
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Furthermore, the cost calculations in this research are continuous linear equations using general values for
operating costs per hour. In reality, airlines are subject to strict regulations, and their operating costs are
usually discretized functions. For example, at specific flight durations, more crew members are legally required
in the cockpit [19]. Depending on the flight, there may be more or less room to lower the flight speed and
increase the flight time, without adding the additional costs of an extra crew member. Currently, airlines fly
faster for a few flight legs in their daily schedule to avoid those costs7. This linear assumption limits the results
as it could over- or underestimate the cost penalties associated with the flight speed.

Lastly, various scaling factors have been used in this paper, see Table 3 and Table 7. Assumptions on
these scaling factors come with some uncertainties. There is stronger scientific evidence necessary to prove the
validity of these scaling factors, in particular the scaling factors for the radiative forcing from contrails and
from O3. The radiative forcing from contrails contains very high levels of uncertainty [51], and while there is
continuous development in the research on the differences in contrail properties for different fuel types, there are
still quite some unknowns, such as the significance of the formation of ultrafine volatile particles such as volatile
ammonium nitrate and their effect on contrails [10]; the aerosol concentration in the ambient atmosphere [10];
or assuming uniform mixing of particles across the exhaust plume cross-section [55]. Bier et al. [10] find a 80%
decrease in ice particles from hydrogen contrails, corresponding to a 50% decrease in radiative forcing [13], while
Ortuno et al. [64] use a value of 69% corresponding to a 90% decrease in ice particles. Similarly, for scaling
factors of O3 from NOx emissions, Khan et al. [44] argue a 86% reduction in NOx emissions, and Ortuno et al.
[64] argue a 76% reduction in the emission index for NOx . There is a possibility that the scaling factors over-
or underestimate the radiative forcing differences, which impacts the climate impact calculations as well as the
fleet allocation. Future updated values could be implemented in the CLIMaCCF application in this research.
It is expected that the climate costs change, and subsequently, the profitability of the fuel types and the overall
profit margin.

7 Conclusion
The goal of this research is to examine changes in the fleet, the allocation of SAF, and the overall profit and
climate impact by allocating different types of aircraft employing different fuels to a network. To achieve this,
a fleet allocation model is developed using dynamic programming. The climate impact is incorporated as a
monetary climate impact tax, based on the climate impacts of flights calculated using CLIMaCCF. The model
employs twelve different aircraft, and the SAF allocation is included through the possibility of using a 50% SAF
blend in kerosene aircraft. This research addresses the following research question:

To what extent can a future airline reduce its climate impact while considering changes
in operating costs by allocating climate-optimized aircraft and alternative fuels in its
fleet?

This research presents the following key findings, which answer the above question:
First, the results indicate that a future airline can reduce its climate impact by 50-60% at the expense

of a 20-30% profit loss, when incentivized by a climate impact tax. This would mean the fleet consists fully
of kerosene aircraft employing a 50% SAF blend and LH2 aircraft. For a profit loss of 1%, a future airline
could reduce its climate impact by 10-15%. In this case, the flight frequency reduces, while the number of
airports and the satisfied demand remain high. Also, the fuel type remains kerosene (thus no SAF blend).
Subsequently, higher profit losses are expected when using a tax to incentivize airlines to adopt a 50% SAF
blend, ATR-optimized aircraft, or LH2 aircraft.

When increasing the climate impact tax levels, the profitability of the LR aircraft is found to decrease more
rapidly compared to REG and SMR aircraft, and switch to LH2 more quickly. Moreover, the ATR-optimized
REG and SMR aircraft are allocated only in low amounts (with no LR ATR-optimized aircraft allocated),
due to their increased flight time and higher flight costs. This emphasizes the importance of considering the
potential revenue generation of aircraft, and not just the flight costs.

Additionally, the analysis of the trade-off between the climate impact reduction and the overall profit shows
a Pareto front. This corresponds to the transition from a full kerosene fleet, through the use of SAF, to
predominantly LH2 aircraft. Beyond very high levels of climate impact tax, the fleet fully consists of LH2
aircraft. At this point, the profit reduces much more rapidly compared to the overall climate impact, and
hardly any climate impact reduction potential remains.

The fuel sensitivity analysis shows how this trade-off changes for different fuel costs. For higher SAF costs,
the profitability of the fuel deteriorates, which affects the trade-off, showing fewer climate impact mitigation
possibilities. Moreover, the NOx sensitivity analysis shows that for different NOx scaling factors, the trade-
off moves up or down, but that the transition to SAF remained relatively constant. On the other hand, the
introduction of LH2 aircraft started with lower climate impact tax values for higher NOx scaling factors.
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The findings in this research contribute to the existing knowledge on sustainable aviation, providing insights
into the effect of using sustainable fuels and aircraft in a future fleet using an eco-efficient fleet allocation
model. The overall profit and climate impact are examined, as well as the changes in the fleet composition,
the satisfied demand, and the flight routes. These insights are relevant for airlines, aircraft manufacturers,
and policymakers; they highlight the importance of understanding the operational feasibility of sustainable
measures when minimizing the climate impact. Nevertheless, the approach used in this research entails quite
some uncertainties, especially regarding the climate impact calculations and assumptions about fuel costs.
Policymakers should acknowledge these uncertainties and carefully consider the most appropriate climate impact
reduction incentive and its effects on airlines. Future research could validate the results using high-fidelity
climate models and explore the effectiveness and robustness of eco-efficient fleet allocation alongside trajectory
optimizations. While the model simplifies certain real-world complexities such as constant ticket prices and
resource availability, this research can support the navigation toward a more sustainable aviation industry.

8 Recommendations
The research on climate impact mitigation possibilities for the aviation industry remains ongoing. Various
topics include the accuracy of the aCCFs, the development of different aircraft types and their prospects on the
market, and the acquisition and influence of fuel and fuel prices on the industry. Therefore, the following seven
recommendations are formulated, which apply directly to this research. Additional research areas, priorities,
and steps necessary for the sustainable transition can be found in the road-map presented by Grewe et al. [29].

1) Future researchers are recommended to include the passengers’ willingness to contribute to sustainable
initiatives, such as the willingness to pay extra for their tickets. KLM Royal Dutch Airlines, for example,
currently offers passengers the option to pay extra for their ticket, which is used to add more SAF to the airport
fuel systems15. The airline is also starting a trial experiment in September 2025, where they test passengers’
willingness to pay extra for 2 specific flights. The ticket price covers the flight costs if flown with 100% SAF,
and this additional revenue is fully invested in the acquisition of SAF, which is added to the fuel systems to
increase the average SAF blending ratio at the airport. If the experiment is successful, it could indicate the
viability of a sustainability-focused business model, showing additional possibilities to incentivize the adoption
of sustainable aircraft and fuels. When implemented in this model, the revenues could change, and this would
directly influence the calculated profit.

2) It is recommended to perform an additional validation step on the climate impact calculations. To validate
the climate impact calculations, researchers could compare the results with a high-fidelity climate impact model
(e.g. EMAC). Such a model simulates atmospheric chemical processes, which would more accurately assess the
climate impacts.

3) As explained in section 6.1, COC-optimized aircraft flying slower and lower are excluded from this research.
In the future, researchers could use MiAircraftDesign and implement a different mission of interest to calculate
the mission profiles. They could modify the cruise altitude and speed, and run the calculations accordingly.
Results are expected to change when introducing this option in the fleet, as this could provide an additional
climate impact mitigation measure.

4) Similar to the above, researchers are recommended to include electric (or hybrid-electric) aircraft. These
have not been used in this research, as electric aircraft do not emit in-flight emissions; however, it has been
established that mineral resources for electric aircraft (used for the batteries) have a greater climate impact
than conventional aircraft (e.g. [7, 8]). When incorporating electric aircraft in the fleet allocation, a careful
assessment of the climate impacts from the full life-cycles of the aircraft needs to be considered, including the
battery lifetime and the origin of the electricity used by the electric aircraft.

5) Future studies could extend the analysis of the SAF allocation by looking into the following aspects:
Researchers could explore the SAF volume used per airport by performing the analysis on more extensive
networks. Alternatively, they could research whether allocating SAF to specific airports would significantly
influence the overall climate impact, compared to allocating it to specific flights. Moreover, researchers could
examine whether SAF usage is almost directly linked to PCFAs, and whether robust planning (e.g. [80]) of
those areas could facilitate the allocation when applied to forecast data. Lastly, researchers could study whether
the allocation of different fuels (kerosene vs. 50% SAF) is realistic for airports. Currently, the available SAF
is added to the fuel systems at airports and provided to all aircraft16. However, this research assumes that
airports can support more than one fuel type.

6) Researchers could investigate how continent-wide taxation implementations could affect the global aviation
market and the transition to sustainable practices. Taxes would lower the profit margins, which could have other
negative effects on the sustainable transition. For example, KLM Royal Dutch Airlines has expressed concerns
about taxes that harm its profit margins, as this takes away its ability to invest in sustainable initiatives and

15https://www.klm.nl/information/sustainability/saf#contributing-to-saf, accessed July 17th, 2025
16https://skynrg.com/fly-with-saf/saf-for-airlines/supply-chain/, accessed September 2nd, 2025.
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developments11. Future research could investigate the effect of taxes on airlines and other industries in the
global market, and possibly whether taxation schemes could be combined with compensation initiatives to
avoid losing profit margins. This would provide insights into the expected global market changes.

7) Results show that the transition from kerosene to other aircraft and fuels differs per aircraft category
(REG/SMR/LR). This means that tax levels could create (dis)advantages between airlines operating different
aircraft categories. For example, regional flights may face more competition from ground transportation (which
does not necessarily lead to a lower climate impact). Future researchers and policymakers should be aware of
these differences, and they could examine adequate tax values that account for different airline characteristics,
alternative modes of ground transport, and resource availability across the different categories.
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Appendices
A Network and Input Data

Table 9: Network for weekly passenger demand data, adopted from Reference [66]

Origin Airport Destination Airport Destination Country Demand
Atlanta (ATL) Los Angeles (LAX) USA 6442
Atlanta (ATL) Minneapolis (MSP) USA 5849
Atlanta (ATL) Boston (BOS) USA 5280
Atlanta (ATL) Dallas (DFW) USA 4908
Atlanta (ATL) Miami (MIA) USA 4760
Atlanta (ATL) Salt Lake City (SLC) USA 4611
Atlanta (ATL) San Francisco (SFO) USA 4212
Atlanta (ATL) New Orleans (MSY) USA 4193
Atlanta (ATL) Detroit (DTW) USA 3932
Atlanta (ATL) Denver (DEN) USA 3658
Atlanta (ATL) Seattle (SEA) USA 3528
Atlanta (ATL) Phoenix (PHX) USA 3406
Atlanta (ATL) Columbus (CMH) USA 2508
Atlanta (ATL) Savannah (SAV) USA 2273
Atlanta (ATL) Buffalo (BUF) USA 1943
Atlanta (ATL) Portland (PDX) USA 1577
Atlanta (ATL) Albuquerque (ABQ) USA 1327
Atlanta (ATL) Tucson (TUS) USA 984
Atlanta (ATL) Amsterdam (AMS) The Netherlands 1860
Atlanta (ATL) Dublin (DUB) Ireland 2084
Atlanta (ATL) Rome (FCO) Italy 1689
Atlanta (ATL) London (LHR) UK 2896
Atlanta (ATL) Paris (CDG) France 3438
Atlanta (ATL) Munich (MUC) Germany 1289

Figure 21: Flight legs from network to/from ATL. Flight paths for the shortest path according to the World
Geodetic System 1984.
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Table 10: ECMWF data: ERA5 hourly data from 1940 to present

Data Pressure levels [33] Single levels [34]
Product type Reanalysis data from ERA5 Reanalysis data from ERA5
Variables Geopotential, Potential vorticity, Relative

humidity, Specific humidity, Temperature,
U- and V-components of wind

TOA incident solar radiation, Top net
thermal radiation

Years 2020, 2021, 2022, 2023, 2024 2020, 2021, 2022, 2023, 2024
Month August August
Days 2020: 3-9 2020: 3-9

2021: 2-9 2021: 2-9
2022: 1-7 2022: 1-7
2023: 7-13 2023: 7-13
2024: 5-11 2024: 5-11

Time Every hour from 00:00 to 23:00 Every hour from 00:00 to 23:00
Pressure levels 100 - 1000 hPa (steps of 25 hPa) -
Geographical area N: 64N/13E/25S/-123W N: 64N/13E/25S/-123W
Data format NetCDF NetCDF
File size 10.6 GB (1 file for each year) 112 MB (1 file for each year)

Figure 22: Relative climate impact vs. relative network profit for REG, SMR, and LR aircraft, from Reference
[66].

B Demand Calculation
The initial weekly demand presented in Table 9 is obtained from Reference [66]. The data is originally presented
by Jansen and Perez [40], retrieved from the Bureau of Transportation Studies for the year 2011. This demand
is taken, and no growth factor has been used. Therefore, the demand remains constant for all five years
(2020-2024). This section describes the steps performed to process the demand data.

Step 1: The total weekly demand is divided by the number of flights throughout the week. The first week
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of August is used, and therefore the scheduled departure times for 2025 are retrieved from the Delta Airlines
website17. In Figure 23, the demand peaks at various departure times are presented. The figures are developed
for illustrative purposes and are not based on the actual demand data. An example of the final demand from
Atlanta (ATL) → Rome (FCO) is plotted in Figure 5.

Figure 23: Weekly demand from Airport A to Airport B divided among the scheduled departure times.

Step 2: The demand peaks are normally distributed around the scheduled departure times. The demand is
spread over a ±1.5 time period, with a 95% confidence interval. The step is visualized in Figure 24.

Figure 24: Demand peaks are normally distributed around the departure times, with ±1.5 hours with a 95%
confidence interval.

Step 3: The overlapping demand curves are summed together, and the data is discretized into 20-minute time
intervals and rounded to whole passengers, as can be seen in Figure 25. If the demand continues into the
next day at the end of the week (from Sunday to Monday), it is added to the first day of the week (Monday).
Subsequently, the time difference is taken into consideration, and all departure times are converted to Atlanta
local time (UTC-4).

Figure 25: Demand is discretized into 20-minute intervals and rounded to whole passengers. The overlapping
curves are combined, showing the total sum.

17https://www.delta.com/flightsearch/book-a-flight accessed March 18th, 2025
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C Flight Costs and Climate Impact Taxes

Figure 26: Flight costs for REG aircraft.

Figure 27: Flight costs for SMR aircraft.

Figure 28: Flight costs for LR aircraft.
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Figure 29: Average monetary values for the different aircraft types and fuel types. The climate impact is
averaged over the destinations covered per aircraft type, for each year, departure hour, and optimization (COC
and ATR). On the left, the average operating costs without climate tax are presented, to allow for visual
magnitude comparison between the operating costs and climate impact tax for different tax values.
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D Climate Impact Plots

Figure 30: The total climate impact (upper) and the climate impact from day contrails (lower) are presented.
On the left, the situation on August 6th at 14:00 UTC for 2021 is presented, and on the right, the same situation
for 2022 is presented. The flight from ATL to BUF is visualized to show that the flight leg in 2021 passes through
blue (cooling), which results in an overall negative (cooling) climate impact.

Figure 31: Persistent Contrail Formation Areas (PCFAs) are plotted for the LR and SMR kerosene flight from
ATL to SEA, on August 7th 2023, at 04:00 UTC.

Figure 32: Average climate impact (F-ATR20) from NOx at different pressure levels in [K/kg(NOx)], before
multiplication with O3 scaling factors. August 5th, 2024, at 12:00 UTC.
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E Flight Paths with Climate Impact Tax Value of 3e+12 USD/K

Figure 33: Visualization of the kerosene and SAF flight legs, for years 2020-2024, for climate impact tax value
3e+12 USD/K.
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F SAF Usage per Airport

Figure 34: The SAF usage per airport. The categories are generalized based on Figure 16.
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G Sensitivity Analysis for Effect of NOx Calculations in the Fleet
Allocation

Figure 35: Sensitivity analysis for the different NOx scaling factors. Stacked bar plots for the fleet composition
in 2020 for different climate impact tax values.
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Figure 36: Sensitivity analysis for the different NOx scaling factors. The flight paths for climate impact tax
3e+12 USD/K are plotted.
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H Flight Costs for Increased Fuel Prices for the Sensitivity Analysis

Figure 37: Flight costs for REG aircraft for fuel sensitivity analysis.

Figure 38: Flight costs for SMR aircraft for fuel sensitivity analysis.

Figure 39: Flight costs for LR aircraft for fuel sensitivity analysis.
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Figure 40: Radiative forcings due to changes in NOx emissions. O3 is represented with squares; CH4 with
triangles; PMO with diamonds; net forcing from NOx with dashed line. Figure from Reference [46].

Table 11: Comparison of the characteristics of CCFs and aCCFs. Table from Reference [54].

CCF aCCF

Characteristics
Meteorology 8 specific simulated days Arbitrary days
Horizontal coverage North Atlantic 30°N 90°N
Implementation Unflexible fixed dataset Easily implemented in numerical

weather prediction models
Extension Large computational effort with limited

applicability to the chosen date or area
Large computational effort and addi-
tional work to derive new algorithms for
other areas; once established, highly flex-
ible in application

Verification Comparison of general patterns with lit-
erature

Dedicated numerical simulation with
a climatechemistry model, including a
traffic simulator and dedicated diagnos-
tics

Quality
CO2 ++ ++
H2O ++ ++
NOx -O3 + ◦
NOx -CH4 + –
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1
Summary

The aviation industry needs to change to become more sustainable. Researchers are exploring different ways
to accomplish this by studying alternative fuel types, novel aircraft designs like climate-optimized aircraft
designs and aircraft suitable for those alternative fuels, and operational mitigation measures. The proposed
research combines these three and aims to explore the research gap created through this combination.

The climate impacts from aviation can be divided into CO2 and non-CO2 emissions. The latter depends
not only on the amount of fuel burned, but also on the altitude, latitude, time of emission, and atmospheric
conditions. Different fuel types have different climate impacts, such as a lowered ice particle count, and thus
different radiative forcings for contrails from sustainable aviation fuel (SAF) and liquid hydrogen combustion.
Teoh et al. [94] argue that drop-in SAF is heavily constrained in the near future, and careful allocation of the
available fuel can significantly reduce the climate impacts from non-CO2 emissions.

The goal is to examine changes in the fleet and the overall profit and climate impact by allocating different
types of aircraft employing different fuels to a network. Kerosene, SAF, and liquid hydrogen are considered,
as well as cost and climate-optimized aircraft. The CLIMaCCF model [21] could be used to calculate the
climate impacts of flights, which would be converted to monetary values using a climate impact tax. This,
together with the cost calculations, provides the input for the fleet allocation model, which uses dynamic
programming to maximize the overall profit.
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2
Introduction

The year 2024 has been reported the warmest year on record by the World Meteorological Organization
(WMO) with 1.55° C ± 0.13° C above the 1850-1900 average [102]. They highlight that increased efforts are
necessary to reach the goal of the Paris Agreement: to keep the global average temperature well below 2° C
[75].

In 2005, Lee et al. [55] found that radiative forcing from the aviation sector contributed 4.9% (range
2-14%, with 90% likelihood range) to the net global anthropogenic radiative forcing. Later, in 2018, the net
radiative forcing due to aviation was estimated to be around +100.9 (mW )m−2 (range 55-145, with 95% like-
lihood range), with more than half of the radiative forcing contributions due to non-CO2 effects [54]. With a
global growth forecast of 3.8% passenger increase per year from 2023 to 2043 [40], the impact of aviation on
the climate is expected to grow and continue in the next decades. This means that there is a strong need for
the aviation sector to reduce its climate impact and become more sustainable.

Aircraft emissions influence anthropogenic climate change due to CO2 and non-CO2 effects. The CO2 emis-
sions from kerosene aircraft on the climate are proportional to the amount of fuel burned. Increased atmo-
spheric CO2 concentrations contribute to global warming, and have other negative effects on Earth’s climate,
such as rising sea levels, ocean acidification, decreased water supplies, severe droughts and increased health
risks for humanity and nature (e.g. [56, 90]). The complete carbon cycle is complex; however, the radiative
forcing from CO2 has been estimated with high confidence levels: 34.3 mW m−2 (range 29-40 mW m−2, with
a 95% likelihood range). CO2 can remain in the atmosphere for thousands of years, and the main long-term
natural carbon sinks are the absorption by the ocean, the reaction with CaCO3, and the reaction with igneous
Rocks [8].

Climate effects from non-CO2 emissions are more complicated, as they significantly depend on the al-
titude, latitude, time of emission, and atmospheric conditions (e.g. [26, 83]). These non-CO2 effects include,
but are not limited to, contrail formation, nitrogen oxides (NOx) emissions, and water vapor (H2O) emis-
sions. Contrail formation occurs if the mixture of exhaust and ambient air becomes saturated with respect
to water to form droplets, which sequentially freeze due to cold atmospheric conditions. If the ambient air
is saturated with respect to ice, the contrails can become persistent. Persistent contrails remain in the atmo-
sphere for more than 10 minutes and can last up to several hours [40]. Such contrails can form contrail-cirrus
clouds when spread by winds, covering up to a few kilometers in width. They can also interact and merge
with other induced cirrus clouds or natural clouds. Contrails usually have a net positive (warming) effect
on the surface temperature of the Earth [54]; however, in particular cases, the effect can be negative (cool-
ing) [103]. Calculations of the climate impact of contrails involve large uncertainties [54]. Moreover, NOx

emissions influence various other atmospheric concentrations in the atmosphere, which induce cooling and
warming effects. Cooling effects include a decrease in methane (CH4), a long-term decrease in stratospheric
ozone, and a decrease in stratospheric water vapor, whereas the warming effect of NOx emissions is caused
by the short-term increase in tropospheric ozone (O3). The net effect of these NOx emissions is positive, thus
contributing to global warming [54]. The atmospheric chemistry in the troposphere resulting from NOx emis-
sions is shown in Figure 2.1. Lastly, H2O emissions also result in a net warming effect through a combination
of different warming and cooling effects: a higher concentration of water vapor, a greenhouse gas (GHG),
in the atmosphere increases the radiative forcing of the atmosphere (warming); a higher concentration in-
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creases the formation of HOx which depletes the stratospheric ozone concentration (cooling); and a higher
concentration increases the probability of contrail formation (net warming) [55].

Figure 2.1: Main tropospheric chemical reactions from Reference [30]

Given the complexities of non-CO2 climate impact mitigation, there are various research areas, which can be
categorized into three main fields: 1) the research towards the use of more sustainable fuels (e.g. [41, 71]),
2) the design of climate-optimized aircraft or aircraft employing novel fuels (e.g. [20, 76]), and 3) operational
climate impact mitigation measures. The latter includes improved route planning (e.g. [31, 62, 94]), and
emission regulations, such as the carbon offsetting and reduction scheme for international aviation (CORSIA)
[41].

In line with these developments, this thesis aims to bridge the knowledge gap between these three re-
search areas. Specifically, this research aims to explore how the climate impact of aviation can be reduced us-
ing eco-efficient fleet allocation, using climate-optimized aircraft and/or aircraft employing alternative fuels.
This study considers two types of fuel next to kerosene: sustainable aviation fuel (SAF) and liquid hydrogen
(LH2), and two types of aircraft designs: climate and cost-optimized aircraft. Through the fleet allocation
model, the changes in the fleet, overall climate impact, and costs are examined.
This research proposal continues with a review of the literature in chapter 3 to provide the relevant back-
ground information, followed by chapter 4, which describes the identification of the research gaps and the
proposed research questions. The methodology is explained in chapter 5 and in chapter 6 and chapter 7, the
analysis framework with the expected results and the timeline of the project are discussed, respectively.



3
Literature Review

Sustainable air transport has been studied for several decades, and this chapter aims to provide the relevant
state-of-the-art background information. Sustainable aircraft developments are presented in section 3.1, and
the use of different fuel types and their emissions and effect on contrail formation are discussed in section 3.2.
Other sustainable measures, in addition to sustainable aircraft and fuel types, are described in section 3.3, and
the different climate metrics are discussed in section 3.4.

3.1. State-of-the-art for Sustainable Aircraft
There are various developments towards more sustainable aircraft, such as using different fuel types, like
hydrogen, SAF, electricity, or a hybrid thereof.

Cabrera and Sousa [16] reviewed the state of alternative aviation fuels in 2022 for solutions toward
carbon-neutral aviation. They find that hydrogen and electric aircraft would be the preferred options, be-
cause the contribution to global carbon emissions is zero with these aircraft, given that hydrogen and elec-
tricity production and transportation are green. However, these technologies require substantial changes to
aircraft design and airport infrastructure, and therefore, short-term fleet-wide implementation of these air-
craft types is unrealistic. Furthermore, they argue that electric aircraft have to carry a larger weight penalty
due to battery storage. Current development plans for future large electric or hybrid electric commercial
aircraft are presented in Table 3.1.

Drop-in SAF is an alternative solution for the aviation industry. SAF is a certified jet fuel up to a 50%
blending ratio with kerosene, but this also depends on the type of SAF. It is different from conventional jet fuel,
as it is derived from renewable sources, such as cooking oils, fats, plant oils, waste, etc [74]. SAF is blended
with kerosene (called drop-in SAF) to reduce the climate impact and net-CO2 emissions from aircraft. It is
argued to be the best solution for aviation’s climate impact reduction for short-term implementation, as it
requires minimal changes to the aircraft and infrastructure [16]. On the other hand, SAF is scarce because the
production levels are low and expensive. The production capacity is currently being improved to meet the
RefuelEU aviation regulations [79], which forces EU airports to use fuel containing at least 2% SAF in 2025,
6% SAF in 2030, and 70% SAF in 2050.

The even distribution of SAF among aircraft may not be the most effective way of allocating the avail-
able SAF and reducing the climate impact. As CO2 scales with fuel burn, the SAF blending ratios do not in-
fluence the climate impact from CO2 emissions as long as the same amount of SAF is allocated. On the other
hand, for non-CO2 effects, this cannot be said. For maximum reduction of non-CO2 climate effects, a care-
ful allocation is necessary because the magnitude of the effects depends on the time, location, altitude, and
atmospheric conditions (e.g. [26, 48, 94]). Thus, equally dividing the SAF among all flights might not be the
most effective way to reduce the climate impact. Further information on this is presented in subsection 3.2.2.
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Table 3.1: Development plans for future electric or hybrid large commercial aircraft, adjusted from Reference [22]

Organization/Project Seats Type Range Target date Source
Electric Aviation Group 100 Hybrid H2-electric Regional 2028 [97]
Wright 100 Full electric 1 hour flights 2027 [98]
Boeing sugar VOLT 135 Hybrid electric Regional 2040 [22]
Elysian 90 Electric 800 km 2033 [23]
JetZero 250 Hybrid-electric 5000 nm 2030 [46]
Heart Aerospace ES-3 30 Electric (hybrid) 200 km (800km) 2029 [38]
MAEVE Jet 76-100 Hybrid-electric 950-1450 nm 2033 [58]

3.2. Different Fuel Types
With the increased pressure to develop climate-neutral aircraft to mitigate aviation’s climate impact, the in-
troduction of these new aircraft types in the near future is realistic. In section 3.1, the current state of sus-
tainable aircraft development is explained, which shows that future fleets may consist of electric, hydro-
gen, drop-in SAF, and kerosene aircraft, or a combination (hybrid). These aircraft use different fuel types:
kerosene, drop-in SAF, or hydrogen. The emissions of the different fuel types are described in this section,
and the differences in contrail properties are discussed. Full electric aircraft have zero in-flight emissions
and are therefore not included in this section. Moreover, in the next chapters, the assumption is made that
the powertrain makes use of turbofan engines, since it is the most widely used propulsion technology for
commercial aircraft [77].

3.2.1. Emissions
Kerosene
The ideal combustion of kerosene leads to the production of CO2 and H2O. However, during actual combus-
tion (incomplete combustion), there are various other byproducts: unburned hydrocarbons, NOx, CO, soot,
aerosols, and SOx [28]. CO2 and H2O are proportional to the amount of fuel burned, but the other molecules
depend on factors such as fuel quality, flight altitude, and thrust settings. The optimal altitude for kerosene
aircraft is complicated, as the impact and magnitude differ per emission. For example, the effect of CO2 is
independent of the emission altitude; however, the amount of emissions generally increases with decreasing
altitude. Moreover, at lower cruise altitudes, the effect of NOx increases slightly, leading to a higher global
warming potential [92]. On the other hand, the effect of water vapor decreases with decreasing altitude.
These contributions are contrasting, and the trade-off between them leads to the optimal cruise altitude.

Hydrogen
Aircraft using hydrogen fuel produce no CO2, SOx or black carbon [40]. Although the use of such aircraft
eliminates the climate effects of these emissions, the formation of contrails, H2O emissions, and NOx emis-
sions are different from the kerosene aircraft and the effects cannot be neglected (e.g. [54, 71]). For example,
hydrogen combustion leads to increased levels of H2O. Moreover, the contrail characteristics change com-
pared to kerosene aircraft, because hydrogen engines generally do not emit soot particles. However, during
hydrogen (H2) combustion, NOx and H2O particles are produced, which lead to the formation of OH. OH
is highly reactive and can form compounds such as nitric acid and ammonia [11], which in turn can form
ultrafine volatile particles (UFPs) such as volatile ammonium nitrate. These contribute to contrail ice crystal
formation by increasing the ice particle number, because water vapor can condense on these particles and
freeze. The formation process from H2 combustion to UFPs is not sufficiently understood [11], as well as the
significance of UFPs concerning contrail formation. Current studies on the climate impact of contrails from
H2 combustion rely on multiple assumptions that are found not to be completely accurate in reality, such as
assuming a fixed aerosol number concentration in the ambient atmosphere [11] or assuming uniform mixing
of particles across the exhaust plume cross-section [60].

Moreover, increased OH leads to the depletion of methane (CH4) and the production of tropospheric
ozone (O3). At lower altitudes, the climate impact is generally smaller because precipitation decreases the
lifetime of H2O [92]. At altitudes below 8-10 kilometers, the effects of H2O are insignificant, as clouds and
precipitation are very common. The optimal cruise altitude for hydrogen aircraft is more dependent on the
amount of water vapor emissions [92], compared to kerosene aircraft, where the optimal altitude also con-
siders the impact of the other emissions.

The storage of hydrogen has various practical complexities. It must be stored as a compressed gas or



as cryogenic liquid (LH2). Hydrogen has a low energy density with respect to volume compared to kerosene
and thus requires a lot of volumetric storage space. The hydrogen is pressurized to either a gas or a liquid.
Highly compressed hydrogen requires specialized tanks, and liquid hydrogen requires an additional heat
management system to prevent the liquid from boiling, as this would increase the pressure even further.
The most efficient way to design a tank, equipped to withstand high pressures and insulate against ambient
temperature, is a tank with a low surface area compared to volume capacity [1]. An example is a spherical
tank; however, the design of the aerodynamics of an aircraft is more complicated with this shape.

The two most common ways to use hydrogen for aircraft propulsion are through turbo-machinery or
hydrogen fuel cells. Turbofans and turboprops would need to be redesigned to suit hydrogen; however, it
is possible to convert existing machinery for kerosene to hydrogen ([13] as cited in [1]). Hydrogen fuel cells
convert hydrogen to electricity to power the aircraft with electric propulsion. The downside of the use of
hydrogen fuel cells is that it is difficult to produce electricity with sufficient power, and compared to hydrogen
combustion, the energy efficiency is lower, requiring a larger amount of hydrogen on board. On the other
hand, the greatest upside to hydrogen fuel cells is that they generally do not produce any NOx emissions [1].
This means that hydrogen combustion is preferred for medium to long-range aircraft, whereas fuel cells are
more often used for concepts for regional or short-range aircraft (e.g. [1, 22, 95]).

Sustainable Aviation Fuel
The International Civil Aviation Organization (ICAO) adopted the Carbon Offsetting and Reduction Scheme
for International Aviation (CORSIA) 1. As the name implies, this is a carbon offsetting scheme, which plans to
regulate the CO2 emissions from the aviation sector for all member states. One way to do this is to make use
of sustainable aviation fuel (SAF). The ICAO defines renewable fuel as SAF (or CORSIA SAF) when it meets
specific criteria. Such criteria include that the life cycle should achieve at least 10% of greenhouse gas (GHG)
emissions reduction, the production should not be made from biomass sourced from areas with high bio-
genic carbon stock, the production should maintain water quality, soil health, biodiversity, and minimize
negative effects on air quality [41].

SAF is currently blended with conventional kerosene, because of the differences in chemical composi-
tion. A SAF-kerosene blend is referred to as ’drop-in SAF’, but this is usually implied when referred to as SAF.
The blending ratios are approved by the European Union Aviation Safety Agency (EASA) and the Federal Avi-
ation Administration (FAA) in the US for up to 50%, but developments towards the use of 100% SAF are being
made [2, 14]. SAF is an appealing option for the aviation industry as it reduces the net CO2 emission and
requires little to no adjustments to the aircraft and infrastructure (e.g. [5, 16]). On the other hand, the effects
from emissions from SAF combustion, such as NOx, black carbons, H2O, contrails, and aerosols remain, and
SAF is only to a certain extent more sustainable than conventional aviation fuel. Important to note is that the
climate impact from contrails may be lower than for kerosene aircraft due to changes in the exhaust parti-
cles, such as changes in mean particle size, contrail lifetime, and sedimentation rate [94]. A more elaborate
discussion on the differences in contrail properties is presented in the next section.

3.2.2. Contrail Cirrus
The words contrails, persistent contrails, and contrail cirrus are often used in the literature. In general, con-
trails is used as an abbreviation of the other two, or to describe the characteristics or the formation process;
persistent contrails applies to contrails remaining for at least 10 minutes in the atmosphere; and contrails
cirrus usually implies persistent contrails as well as remaining cirrus clouds from aircraft.

Contrail formation depends on the exhaust temperature and ambient temperature and relative hu-
midity [85]. Contrail properties can differ for different emissions, such as the number of formed droplets, the
number of ice particles, the ice mass, the size of the particles, and the optical visibility of the contrail [94].

Kerosene
The exhaust from conventional kerosene aircraft can form contrails, depending on the atmospheric con-
ditions and aircraft exhaust characteristics. Schmidt [84] and Appleman [7] were the first to formulate the
criteria for contrail formation, called the Schmidt-Appleman Criterion (SAC) [29, 85]. This states that con-
trails are formed when the exhaust of the engine is hot and humid; the atmospheric conditions are dry and
cool; the exhaust mixes with the ambient air; the mixing air is saturated with respect to water to form wa-
ter droplets; and the temperature is low enough for formed water droplets to freeze [29]. In Figure 3.1 the
Schmidt-Appleman criterion is depicted. The right straight dotted line shows the maximum temperature for

1https://www.icao.int/environmental-protection/CORSIA
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which contrail formation can occur, and the left straight dotted line shows the mixing line. The slope (G)
of these lines can be calculated using the (approximated) formula in Equation 3.1 [29]. M(X) represents the
molar mass of X in kg/kmol, EI(X) is the emission index in kg(X)/kg(fuel), pa is the atmospheric pressure (Pa),
cp is the specific heat capacity (J/kg/K), Q is the specific heat content (J/kg), and µ is the aircraft propulsion
efficiency (-).

Figure 3.1: Sketch of the Schmidt-Appleman Criterion. The upper curved line represents the saturation curve with respect to liquid
water, and the lower line represents the saturation curve with respect to ice. Figure is from Reference [27].

G ≈ pacp
M(air)

M(H2O)

E I (H2O)

(1−µ)Q
(3.1)

When the warm exhaust cools down, water forms droplets on non-volatile particles such as soot and ambi-
ent aerosols. When the atmospheric temperature is low enough, usually below -38° C, these droplets freeze
and form a contrail. When the end of the mixing line ends in the dark gray region in Figure 3.1, the contrail
becomes persistent. This is because the ice particles do not dissolve in the atmospheric air when the air is
saturated with respect to ice. Persistent contrails remain in the atmosphere for a minimum of 10 minutes
[40], and they generally have a warming effect on the Earth (e.g. [54, 103]). Lee et al. [54] showed that the
confidence levels for radiative forcing and effective radiative forcing are low. They argue 111.4 (mW )m−2 for
radiative forcing and 57.4 (mW )m−2 for effective radiative forcing, with 95% confidence intervals of [33,189]
(mW )m−2 and [17,98] (mW )m−2 respectively. Effective radiative forcing considers the direct and indirect ef-
fects of emissions, such as changes in cirrus clouds or atmospheric compositions of other molecules, whereas
radiative forcing only examines direct effects. Both show a net warming effect on the climate.

Hydrogen
The impact of hydrogen aircraft on climate is not fully understood, because the radiative impact depends
significantly on the formation of the contrails, and the climate impact of the contrails is difficult to define,
as it depends on multiple factors such as the optical depth of the contrails, the lifetime, and the surrounding
clouds ([12] as cited in [48]). Kaufmann, Dischl, and Voigt [48] argue that the climate impact from hydrogen-
powered aircraft, similar to kerosene aircraft, depends on the propulsion type, season, region, and flight al-
titude. These conclusions are expected because the dominant radiative forcing factors from conventional
aircraft are CO2, contrail cirrus, NOx and H2O, and the latter three are also relevant for hydrogen aircraft.
Kaufmann, Dischl, and Voigt [48] perform a statistical evaluation of the probability of contrail formation
based on the ambient atmospheric conditions for kerosene and hydrogen-powered aircraft. They argue that
the probability of contrail formation for hydrogen and kerosene propulsion is similar, as ambient tempera-
tures are usually low enough for water droplets to freeze, and that the formation is typically dependent only
on the ice-supersaturated regions (ISSRs). They argue that only when the atmospheric conditions are close



to the threshold conditions for contrail formation, a difference of up to 15% in contrail cirrus frequency can
be found, due to the difference in water vapor in the emissions. They assume hot gaseous emission, similar
to kerosene exhaust, whereas Adler and Martins [1] provide further insights into the impact of cooler exhaust
on the climate. They argue that hydrogen can be burned leaner than kerosene to reduce NOx production
with lowered exhaust temperature ([49] as cited in [1]), however, this simultaneously increases the contrail
formation probability [36].

Ström and Gierens [91] presented the first numerical simulation of contrails from LH2 combustion.
They compared the contrails from LH2 combustion to kerosene for two different temperatures representing
different flight levels, at a constant relative humidity of 110% with respect to ice. They found that for both
cases, the contrails from hydrogen combustion are optically thinner (2D evaluation) and showed lower ice
crystal number density; however, they measured similar amounts of ice mass. They also argue that the sed-
imentation of LH2 contrails is not significantly faster than kerosene contrails, even though the average ice
crystal size is 4 to 6 times larger. This study does not consider the effect of background ambient particles,
which have been found to influence the contrail formation and characteristics [11]. Bier et al. [11] model am-
bient aerosol particles back into the plume, instead of keeping the concentration of aerosol particles fixed.
They find that the ice crystal number is reduced by 80-90% and that the optical visibility is significantly re-
duced. By comparing the two combustion types, they find that for kerosene, the number of ice particles
depends on the amount of emitted soot particles at low enough temperatures, whereas the number of ice
particles for LH2 combustion continues to increase when temperature decreases, because of the high amount
of emitted of water vapor and the entrainment of aerosol particles back into the plume. Moreover, they argue
that contrail formation starts at temperatures around 10 Kelvin higher than for kerosene contrail formation,
which means contrail formation can occur at lower altitudes for LH2 aircraft, and that the probability of per-
sistent contrail formation is higher for LH2 aircraft. This research is in line with other findings (e.g. [48, 85]).
Megill and Grewe [66] argue that LH2 aircraft would significantly increase persistent contrail formation, but
they stress the importance of recognizing the difference between persistent contrail formation and the re-
sulting contrail cirrus coverage and climate impact. They show that LH2 aircraft could increase persistent
contrail formation by 71.4%, and Rap et al. [78] argue an increase of 70%, but there is a consensus that this
does not mean that the resulting radiative forcing and temperature change increase similarly [66, 78, 85].

Sustainable Aviation Fuel
The use of drop-in SAF has been found to increase persistent contrail occurrence compared to kerosene fuel;
however, it increases the mean ice particle size, which in turn shortens the contrail lifetime as it increases
the sedimentation rate. The slight increase in the probability of contrail occurrence due to a higher amount
of water vapor emission is counteracted by the larger decrease in contrail lifetime due to lower amounts of
non-volatile particle matter and larger ice particle size [94]. Teoh et al. [93] argue that around 12% of all flights
over the North Atlantic are responsible for around 80% of the net radiative forcing due to contrail formation,
and Teoh et al. [94] elaborate on this by pointing out that the availability of SAF is heavily constrained in
the near future and that careful allocation of the available SAF to flights could therefore mitigate significant
climate impact. They conclude that if the available SAF is provided with higher blending ratios to the flights
responsible for the most strongly warming contrails, climate impacts can be decreased by a factor of 9-15
compared to uniformly distributing the available SAF among aircraft.

3.3. Sustainable Operational Measures
There are other methods besides the use of different fuel types and aircraft designs to reduce the climate
impact of aircraft. One way is to reroute aircraft to avoid climate-sensitive regions. These regions refer to
ice-supersaturated regions (ISSRs) where the probability of contrail formation is high. Studies have shown
that rerouting aircraft to avoid these regions can reduce the climate impact (e.g. [31, 62, 69, 88]). However,
the results come with high uncertainties, because it is very difficult to predict these ISSRs [39]. The climate-
sensitive regions can be approximated by a time resolution of a month, leading to less accurate results [70].

Another method is flying at lower altitudes (e.g. [26, 63, 92]). Hydrogen aircraft could fly at or below
8-10 kilometers to significantly reduce the climate impact, as precipitation and cloudiness are very common
at this height. For conventional turbofan aircraft, the altitude impacts fuel usage: decreasing the altitude
decreases fuel efficiency. Therefore, the optimal altitude is a careful trade-off between the climate impacts of
different emissions [63].

Formation flying is another example of an operational measure to reduce the climate impact. Dahlmann
et al. [18] propose a complete assessment of the total climate impact of formation flights, including CO2 and



non-CO2 effects (including contrail formation). They argue that the climate impact (ATR100) can be reduced
by about 23% using formation flying. The idea originated from birds known to fly together in V-shaped for-
mations to save energy. While the flight distance increases 1-3% as aircraft detour past rendezvous points to
form a formation with another aircraft, the overall emissions and climate impact are reduced. The downside
of this proposed mitigation method is that it could only be applied to a small fraction of flights, based on
current flight plans ([61] as cited in [18]).

The use of intermediate stop operations (ISO) is another technique that has been researched in the past
decade. ISO have long-range aircraft land at an in-between stop for refueling. Various studies have shown
that ISO reduces the total fuel burn, as well as the operating costs for the flights (e.g. [33, 53]). However, Grewe
et al. [33] demonstrate a 2.3% increase in the average temperature response over 100 years (ATR100) for ISO
compared to conventional long-range flights, even though a 4.8% decrease in fuel consumption is observed.
They argue that the increase is due to the climate impact of NOX and H2O emissions at higher altitudes. As
the aircraft are lighter due to a lower fuel mass, the fuel-optimal cruise altitude is higher.

3.4. Climate Metrics
To quantify the climate impact of aircraft emissions (CO2 and non-CO2 effects) and their contribution to an-
thropogenic climate change, the climate impact must be expressed in terms of appropriate metrics. Megill,
Deck, and Grewe [65] study climate metrics and explore their suitability for existing aircraft as well as fu-
ture aircraft using alternative fuels. They compare the standard climate metric Global Warming Potential
(GWP) with 6 other metrics: Radiative Forcing (RF), Efficacy-weighted Global Warming Potential (EGWP),
Global Temperature Change Potential (GTP), Average Temperature Response (ATR), Integrated GTP (iGTP),
and GWP* and EGWP* (which are different from GWP and EGWP as short-lived emissions are related to CO2

pulses ([4, 17, 89] as cited in [65])).

Table 3.2: Overview of the performance of the analyzed climate metrics with respect to 4 requirements, from Reference [65]. The four
requirements refer to how well the climate metric is suitable for policy makers. Neutrality refers to the bias or lack thereof towards
specific aircraft design changes. Stability means that the climate metric is reliable when assessing the effectiveness of climate impact
reduction policies through annual or quarterly reports. Compatibility refers to whether the new climate metric is able to perform equal
to or better than the existing climate metric. The last requirement, simplicity, means how easily policymakers and non-specialists are
able to grasp the meaning of the metric and interpret results.

Requirement Neutrality Stability Compatibility Simplicity

RF Very low Generally stable Compatible Simple to understand
and implement

GWP Low & consistent Stable Compatible Complex to understand,
simple to implement

EGWP High Stable Compatible Complex to understand
and implement

GTP Low & inconsistent Generally stable Compatible Simple to understand,
complex to implement

ATR & iGTP High Stable Compatible Simple/complex to
understand, complex to
implement

GWP* Low & consistent Highly unstable Not compatible Highly complex to
understand and imple-
ment

EGWP* High & consistent Highly unstable Not compatible Highly complex to
understand and imple-
ment

As shown in Table 3.2, the first 5 metrics in the table are considered possible options for the climate metric.
The metrics based on the calculations used by Megill, Deck, and Grewe [65] are presented below. The start
time of the emissions is presented with t0, H is the horizon, r is the efficacy of species i ∆T is the change in
temperature, and A stands for the absolute climate metric.



Radiative Forcing (RF): RFH = RF (t0 +H) (3.2)

Global Warming potential (GWP): AGW PH =
∫t0+H

t0

RF (t )d t (3.3)

Efcacy-weighted GWP (EGWP): AEGW Pi ,H = ri

∫t0+H

t0

RFi (t )d t (3.4)

Global Temperature Change Potential (GTP): AGT PH =∆T (t0 +H) (3.5)

Integrated GTP (iGTP): i AGT PH =
∫t0+H

t0

∆T (t )d t (3.6)

Average Temperature Response (ATR): AT RH = 1

H

∫t0+H

t0

∆T (t )d t (= 1

H
i AGT PH ) (3.7)





4
Identification of the Research Gaps

This chapter will explain the existing research gap and present the research questions for this thesis. The
research gap is framed by two key areas of existing knowledge and remaining unknowns:

1. Sustainable aircraft designs employing alternative fuels are being researched and developed, but their
impact on both the overall climate and profit when used in a fleet remains largely unknown.

2. There is limited knowledge on how different aircraft types and fuel types can be used by a fleet to min-
imize the overall climate impact.

These two aspects are in more detail discussed in this chapter in section 4.1 and in section 4.2.

4.1. Sustainable Aircraft Designs and Alternative Fuels
Proesmans [76] compares the changes in aircraft design variables when minimizing aircraft for operating cost
(COC), fuel usage, and climate impact (ATR100) for kerosene, SAF and LH2. He compares these aircraft for
regional (REG), medium- (SMR) and long-range (LR) categories, and he studies the trade-off between climate
impact reduction and operating cost. For the kerosene aircraft, he presents Figure 4.1, demonstrating the
trade-off between operating costs and climate impact (as the average temperature response in 100 years).

Figure 4.1: Eco-efficient distribution presenting the trade-off between operating costs and climate impact, from Reference [76].

Moreover, Proesmans [76] compared the trade-off for LH2 and SAF aircraft, and performed a fleet allocation
on a simplified hub-and-spoke network to demonstrate the changes in the number of aircraft in the fleet,
when optimizing the aircraft for three objectives: minimal operating costs (COC), minimal average tem-
perature response over 100 years(ATR100), and minimizing the multi-objective (MO) corresponding to the
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eco-efficient solution (the kinks in the Pareto distribution, as shown in Figure 4.1). In all optimizations, he
assumed all aircraft in the fleet use the same fuel type, either kerosene, SAF, or LH2. The differences in the
number of aircraft is presented in Table 4.1, for REG, SMR and LR aircraft.

Table 4.1: Comparison of number of aircraft allocated to the fleet, from Reference [76].

Kerosene SAF LH2

COC

REG 9 9 9
SMR 21 22 23
LR 8 8 5

Total 38 39 37

MO

REG 9 10 8
SMR 21 21 24
LR 8 8 6

Total 38 39 38

ATR100

REG 8 8 8
SMR 28 28 25
LR 10 10 7

Total 46 46 40

Table 4.1 shows that more ATR-optimized (climate-optimized) aircraft are needed compared to a fleet that
uses COC-optimized (cost-optimized aircraft), due to a higher block time and thus a lower productivity for
climate-optimized aircraft. To keep the same level of productivity for the fleet, more aircraft are needed,
which increases production and the overall climate impact. His research focused on the allocation of those
aircraft types to obtain the maximum profit, but it has not considered a mixed-fleet (climate- and cost-
optimized aircraft in one fleet, and/or different fuels in one fleet), nor has it looked at climate-optimal fleet
allocation.

4.2. Eco-Efficient Fleet Allocation
Research by Niklass et al. [69] examines the changes in climate impact and operating costs when rerouting
aircraft to avoid climate-sensitive regions. Their research introduces penalties for certain geographical loca-
tions, and their results demonstrate a similar Pareto-distribution as shown in Figure 4.1. They highlight the
need to mitigate the climate impact of flights, and they focus on this by avoiding climate-sensitive regions.
However, mitigation could potentially also be achieved by allocating aircraft and fuel types with lower climate
impacts to these regions.

For example, Teoh et al. [94] focus on the allocation of drop-in SAF to flights to mitigate the climate
impact of those flights. They argue that SAF allocation should be examined at fleet-level, because they find
that allocating SAF at higher blending ratios to the few flights responsible for the highest climate impact leads
to an overall climate benefit increase of a factor of 9-15 compared to uniformly distributing the available SAF
over all flights. They highlight the need for intelligent allocation of the scarce amounts of SAF in the future
to reduce the climate impact of aviation. These conclusions are in line with research from Burkhardt, Bock,
and Bier [15], who found that only a small percentage of flights produce large-scale contrail cirrus outbreaks
responsible for a high percentage of the radiative forcing. They also argue that the mitigation of the climate
impact of those flights could reduce aviation’s overall climate impact significantly.

Noorafza et al. [72] developed a multi-objective framework for network planning and design, incorpo-
rating the objective of minimizing the climate impact. This objective is relatively new, as airlines primarily
focus on maximizing profit, which only extends to incorporating the fuel costs in the objective function (e.g.,
[45, 57]). Noorafza et al. [72] evaluated intermediate-stop operations and lower flight altitudes in their re-
search, examining the climate impact reduction potential of these operational improvements. Even though
their framework includes the climate impact objective, it only considers conventional kerosene aircraft and
does not account for a mixed fleet with different aircraft and fuel types.



As explained before, three main research directions for the climate mitigation of aviation are sustainable fu-
els (e.g. SAF, hydrogen), novel aircraft designs and performance improvements (e.g. climate- or cost-optimal
aircraft), and operational improvements (e.g. ISO, lower flight altitude, rerouting flight trajectories, fleet allo-
cation). These three directions have been researched in the past; however, the use of sustainable fuels (SAF
& L2), different aircraft designs (climate & cost-optimized aircraft), and climate-optimal fleet allocation alto-
gether have not. This forms the topic of this research proposal.

4.3. Research Questions
The proposed research aims to bridge the presented knowledge gap, by researching the impact of sustainable
aircraft and fuels on the climate and the overall profit at fleet level. This research will use the aircraft designed
by Proesmans [76], and because the SAF-powered aircraft and kerosene-powered aircraft are nearly identical,
this research will only use the LH2 and kerosene aircraft, with the possibility to add drop-in SAF with a 50%
blending ratio to the kerosene aircraft. More elaboration on the fleet selection is given in subsection 5.3.3.

The goal is: to examine the fleet, the allocation of SAF, and the changes in the overall profit and cli-
mate impact by allocating different types of aircraft employing different fuels to a network. An optimized
fleet allocation model for the climate impact, the profit, and the trade-off thereof will be developed. Such
a trade-off is often referred to as an eco-efficient solution. With this, changes in the fleet, network, satisfied
demand, overall climate impact, and profit can be researched. Knowledge on the impact of sustainable air-
craft and alternative fuels at fleet level is gained, as well as insights into the use of these aircraft to reduce the
overall climate impact and/or operating costs.

The research questions addressed in this paper are presented below.

Research questions

RQ: To what extent can a future airline reduce its climate impact while considering changes in
operating costs by allocating climate-optimized aircraft and alternative fuels in its fleet?

SQ1 To what extent do the fuel and aircraft type affect the fleet composition, the satisfied demand,
the flight frequencies, and the flight routes when reducing the overall climate impact?

SQ2 What is the trade-off between climate impact and profit for the allocation of different aircraft
types, sizes, fuels, and combinations thereof in a network?

The trade-off between climate impact and profit is often discussed for different climate-mitigation strategies
(e.g. [31, 69, 72, 94]); however, there is limited research on fleet allocation that incorporates the climate
impact in the objective function (e.g. [72]). The proposed research will focus on this by incorporating a
climate impact tax, and will be the first to also include different aircraft types and fuel types in the fleet. A
climate/profit trade-off is expected, similar to the eco-efficient distribution shown in Figure 4.1. It is expected
that patterns in the allocation of specific aircraft and fuel types on the network arise for different trade-offs in
climate impact and profit. Also, it is anticipated that changes in the number of aircraft used in the fleet and
volumetric changes for the different fuel types can be found.

The current knowledge will be extended by examining the changes at fleet level for varying levels of
climate impact and profit, and by researching the allocation of aircraft types and aviation fuels to particular
flight legs on the network, for varying levels of climate impact tax. A multi-fuel mixed-fleet (kerosene, SAF,
LH2; climate- and cost-optimized aircraft) will be considered.

By answering the above research questions, various other insights for the aviation industry could be expected.
For example, this research could demonstrate how efficient allocation of SAF and LH2 across flights and air-
ports can reduce the climate impact, and if shown that SAF and LH2 are allocated to a couple of particular
airports, allocation decisions could be made to lower the pressure on the supply chains.

Moreover, it could provide insights into the effect of a climate impact tax incentive. It could investigate
whether such taxes would drive profits down, or whether sufficient climate impact mitigation is possible
using the sustainable alternatives. As airlines perform their fleet allocation to maximize profits and keep
their market position [100], the integration of cost incentives may be an effective measure to stimulate them



to reduce their climate impact and adopt new sustainable developments.
Airlines and aircraft manufacturers could benefit from this research, as it could lead to insights into the future
use and profitability of sustainable aircraft types and alternative fuel types. Results could potentially indicate
that particular aircraft types are preferred over others. This could influence development plans, infrastructure
investments, and aircraft orders.



5
Methodology

The method proposed to be used to answer the research questions is explained in this chapter. The research
consists of three parts: 1) the calculation of the climate impact per flight leg for different aircraft types and fuel
types (section 5.1), and 2) the cost calculations including the aircraft acquisition costs and flight costs, and
3) the fleet allocation to a network for different objectives (cost, climate impact, or a combination thereof)
(section 5.2). Step 2, the cost calculations, will be further elaborated upon in later stages of the research.
Therefore, the first and third steps are discussed in this chapter. Besides these steps, there are some important
decisions and assumptions that need to be made, such as the fleet composition and network selection, which
are discussed thereafter in section 5.3. At the end in section 5.4, the scope of the project is summarized.

5.1. Climate Impact per Flight Leg
For a climate-optimal fleet allocation, the climate impact of individual flights needs to be calculated. This de-
pends on the flight altitude, geographical location, atmospheric conditions, time of emissions, fuel type, and
aircraft design characteristics (e.g. [26, 76, 83]). To quantify the climate impacts of flights, there are various
approaches available in the literature

Grewe et al. [34] calculate the climate impact of transatlantic flights within the air traffic simulator (SAAM),
for the EU FP7 Project REACT4C 1. The authors use the European Centre HAMburg general circulation model
(ECHAM)/Modular Earth Submodel System (MESSy) Atmospheric Chemistry (EMAC) model, which is a nu-
merical chemistry-climate model system consisting of submodels describing various processes in the atmo-
sphere and the interactions with oceans and land ([47] as cited in [105]). Grewe et al. [34] simulate the atmo-
spheric reactions from different emissions, and the climate impact in terms of various climate indicators is
calculated using five-dimensional climate change functions (CCFs).

These CCFs are computationally expensive, and therefore the EU-project ATM4E developed approx-
imate versions called algorithmic CCFs (aCCFs) [59]. Yin et al. [105] present the first version of the aCCF
submodel called ACCF 1.0 for the EMAC model framework. They implement the aCCFs and elaborate on
contrail aCCF development. The model can be used with a flight trajectory optimization model such as Air-
Traf 2.0 to assess changes between trajectories optimized for climate or cost objectives [104, 105].

Dietmüller et al. [21] present an open-source Python library called CLIMaCCF to calculate the climate impact
of flights. The tool calculates the CO2 aCCF, the individual non-CO2 aCCFs, and the merged non-CO2 aCCFs,
given a geographical location and meteorological input data. The authors argue the tool to be user-friendly
and efficient, and it is possible to estimate the climate impact as different physical climate metrics, such as
pulse or future ATR for different time horizons.

The CLIMaCCF model is designed for conventional jet-powered aircraft, similar to the other available
methods (e.g. [72, 87]). Therefore, the CLIMaCCF model can be used to calculate the climate impact of
kerosene flights. However, for the LH2 and SAF flights, weight factors should be used to compensate for the
difference in contrail characteristics, and different emission indices based on the fuel type would have to be
used. The model uses meteorological input data, such as ECWMF weather forecast or ERA5 reanalysis data.

1http://www.react4c.eu/

19

http://www.react4c.eu/


Another option to calculate the climate impact is to use the OpenAirClim model, developed by Völk et al. [99].
This model has recently been released and can be used to calculate the general atmospheric composition and
climate change from different emissions. It incorporates CO2 response models, and non-CO2 climate impacts
from NOX, contrails, H2O, O3, primary mode ozone (PMO), and CH4. It also includes the option to distinguish
between kerosene, SAF, and LH2-powered aircraft.

The CLIMaCCF model and the OpenAirClim model are both options for this research. The user-friendliness
and the accessibility of the code are very important due to the time constraints for this thesis. There is more
documentation available for the CLIMaCCF model, which is why this model has been chosen for this re-
search.

The climate impact, expressed in the relevant climate metric F-ATR100 as discussed in section 3.4, will
be calculated for every flight for each aircraft type and fuel type, for different departure times, and for different
days and seasons based on the input data. This output will be used in the second part of this research: the
fleet allocation.

5.2. Fleet Allocation
Early work from Hane et al. [37] describes a basic fleet assignment model, calculated using a mixed-integer
linear programming method (MILP). The model determines which aircraft type should fly what leg; however,
it uses a given flight schedule and fleet; the model does not include the aircraft routing problem, as the flight
schedule is already provided.

Currently, much more complex models are being examined and implemented in the aviation indus-
try. Airlines face many other logistical problems next to their fleet assignment: aircraft routing, crew pairing,
crew rostering, and more [9, 51, 86]. Many of these problems influence each other, and trying to solve them
all simultaneously is unrealistic, as the model becomes too complex and inefficient. Instead, a combination
of a couple of problems can be solved to increase the optimality, but keep the model within a reasonable
scope. For example, Salazar-González [81] proposes an integrated problem that solves the aircraft routing,
crew pairing, and fleet assignment model.

For this research, a model is necessary that combines the aircraft routing and the fleet assignment, usually
referred to as the fleet allocation. Based on the chosen network and demand, the goal is to research what
routes should be performed with what aircraft and fuel type (referring to Table 5.1), to reach the most optimal
objective (highest overall profit).

The fleet allocation can be done in different ways, and a decision should be made on what method
to use. The fleet allocation is generally performed using either a mixed-integer linear programming (MILP)
method, or a dynamic programming method (e.g. [72, 81, 82]).

For mixed-integer linear programming, the expectation is that the computational time of this method
will be an issue. The input (the climate impact per aircraft type per flight leg for different times) will consti-
tute a large data set, but also the possible flight legs including departure and arrival times, and the origin-
destination matrix for passenger demand are expected to weigh on the computational time of the model.
Solution techniques can be applied, such as a column generation technique or a heuristic procedure [81];
however, due to the time constraints of this research, the model should be refrained from becoming too com-
plex.

Therefore, the choice is made to use the dynamic programming method. This allows for non-linear
calculations, and it uses a divide and conquer concept: the idea is to break down a large problem into incre-
mental steps, recursively solved using a greedy policy, to obtain sub-solutions that solve the large problem.
The computational time is expected to be lower compared to the MILP method.

The dynamic programming model is largely based on the method described in [76], which uses the
Bellman-Ford algorithm and the solving method from Noorafza et al. [72], and (Álvarez [6] as cited in [76]).
The approach is depicted in Figure 5.1. As shown in the figure, the path generation and the aircraft selection
will be performed based on an objective function, which includes the costs as well as the climate impact of
flights.



*The best option and the route calculation will be done according to the highest objective (profit).

Figure 5.1: Block diagram of dynamic programming model used to solve the fleet allocation problem. Diagram adapted from [82], and
([6] as cited in [76])

5.3. Decisions and Assumptions
There are various decisions and assumptions made for this research. The most important ones are discussed
in chronological order in this section:

• the F-ATR100 climate metric

• the Delta-network used by Proesmans [76]

• twelve different aircraft, also from Proesmans [76], including the use of SAF

• conversion factors for the CLIMaCCF model for the climate impact of contrails from hydrogen and SAF.

5.3.1. Metric Selection
In section 3.4 the different climate metrics are discussed and the calculations used by Megill, Deck, and Grewe
[65] are provided. The authors state that the metric ATRH , shown with Equation 3.7, is suitable for calculating
the climate impact of aircraft, but also for future aircraft employing different fuels. They argue that a time
horizon of at least 70 years would be most appropriate, as long-term climate effects need to be considered,
such as long term effects from CO2 emissions. A 100-year time horizon is commonly used in the literature
(e.g. [72, 76]), and also compatible with the chosen method described in section 5.1. The CLIMaCCF model
differentiates between pulse (P-ATR) and future ATR (F-ATR). F-ATR is appropriate when examining future
emission scenarios, and therefore, the climate metric F-ATR100 is chosen for this research.

5.3.2. Network Selection
To assess the climate impact of different aircraft types employing different fuels at fleet level, the fleet alloca-
tion needs to be performed on a chosen network and demand. Preferably, the chosen network represents the
reality as closely as possible to achieve the most accurate results. The aCCFs used in the CLIMaCCF library
are developed for winter and summer meteorological conditions for the area east and around the North At-
lantic [59], and thus the use of CLIMaCCF for spring, autumn, and tropical regions is discouraged [21]. This
narrows down the scope for the use of weather data for winter or summer, but also for the choice of net-
work. This leads to the first requirement of the chosen network: the network operates within Europe, North
America, or both.

The second requirement for the network refers to its complexity. A complex network leads to increased
complexity for the fleet allocation, and increases the timeline of the project, which must stay within the maxi-
mum duration of 9 months. There are different types of networks: a point-to-point network, a hub-and-spoke



network, or a combination thereof. For example, Delta and Lufthansa operate on hub-and-spoke systems
having multiple hubs, (e.g. in Salt Lake City, Atlanta, Minneapolis, and Seoul2, and in Brussels, Frankfurt,
Munich, and Vienna3 respectively), KLM operates a single-hub network with its hub in Amsterdam, but col-
laborates with partner airlines (e.g. AirFrance and Delta) forming a multi-hub global network system4, and
Ryanair operates a point-to-point airline, not facilitating transfer passengers or baggage5.

The aim is to research the effect of different types of aircraft and fuels at fleet level on the overall cli-
mate impact and profit, and therefore the fleet allocation should be flexible. In a point-to-point network, the
allocation is less flexible as legs are usually operated by only one aircraft type [10]. A hub-and-spoke net-
work would be the most appropriate option since it allows for a more dynamic fleet allocation. The second
requirement then follows: the network should be a hub-and-spoke network.

The third requirement is that the network should cover short, medium, and long-range flights. Firstly,
the transition from kerosene to H2-powered aircraft is expected to take place for short and medium-haul air-
craft first [48]. Secondly, the probability of contrail formation is higher for long-haul flights, due to a higher
percentage of time spent in cruise than time spent in climb or descent [93]. Since contrail cirrus has the
largest contribution to anthropogenic global warming from aviation [54], long-range flights should be in-
cluded to investigate how the climate, as well as the costs, are affected. Thus, short- and medium-range air-
craft are included because they are expected to be the most relevant in near-future sustainable practices, and
long-range aircraft are included because they are expected to have a high impact on the changes in climate
impact and costs.

The network and demand are chosen based on the available data and the above requirements. The
decision was made to use the simplified Delta Airlines network as introduced by Jansen and Perez [45] and
modified and expanded by Proesmans [76]. The network is a hub-and-spoke network with the hub in Atlanta
Airport, consisting of 19 domestic and 11 international airports. The demand for this network is per week and
assumed to be symmetric.

5.3.3. Fleet Selection
The fleet selection for this research is based on a couple of assumptions. As shown in Table 3.1 in section 3.1,
the current development plans for electric aircraft and H2-fuel cell aircraft are mostly only for regional flights,
due to large weight penalties for the battery storage or the powertrain. With the focus of this research on a
network covering short- to long-haul flights, the contribution of electric aircraft and H2-fuel cell aircraft will
be neglected.

Proesmans [76] designed kerosene, SAF, and LH2-powered aircraft for cost-optimal (COC) and climate-
optimal (ATR) objectives, and a multi-objective (MO) including cost, climate, and fuel consumption. These
aircraft form the basis of this research. He designed REG, SMR, and LR aircraft. The multi-objective aircraft
will be ignored in this research because of the focus on the climate and cost impact of climate-optimal aircraft
and alternative fuels. The multi-objective blurs the distinction between cost-optimal and climate-optimal
aircraft. SAF aircraft will also not be included in this research. It will instead be assumed that SAF can be allo-
cated to kerosene aircraft (climate-optimal and/or cost-optimal), because of the following three arguments:
the SAF aircraft are very similar to kerosene aircraft, current (kerosene) aircraft need hardly any adjustments
to use drop-in SAF [5], and it best represents the current situation: SAF is blended with kerosene and allocated
to conventional aircraft. Therefore, in this research, the possibility of allocating SAF is included, but aircraft
specifically optimized for the use of drop-in SAF are not. Table 5.1 shows the final selection of possible aircraft
types to be used in this research. This leaves 12 aircraft types, all designed by Proesmans [76].

Long-range LH2 aircraft are included in the fleet as shown in the table, even though the use of H2-
powered aircraft is expected to occur for short- to medium-range aircraft first [48]. This decision was made
because this forecast is expected to be reflected in the results of this research as well. As can be seen in results
from Proesmans [76] in Figure 5.2, the relative network profit for all three long-range LH2 aircraft is very low
compared to regional- and medium-range aircraft and kerosene aircraft. It is therefore expected that long-
range LH2 aircraft are used only for the fleet allocation and when the climate objective dominates the cost
objective in the fleet allocation. For realistic future scenarios - a careful trade-off between climate and cost -
no or hardly any use of long-range LH2 aircraft is expected.

2https://news.delta.com/
3https://business.lufthansagroup.com/
4https://www.klm.nl/en/information/corporate/network-alliances
5https://www.ryanair.com/tr/en/useful-info/help-centre/terms-and-conditions/termsandconditions

https://news.delta.com/
https://business.lufthansagroup.com/
https://www.klm.nl/en/information/corporate/network-alliances
https://www.ryanair.com/tr/en/useful-info/help-centre/terms-and-conditions/termsandconditions


Table 5.1: The aircraft types designed by Proesmans [76] selected for this research.

Aircraft type Kerosene Aircraft SAF Aircraft LH2 Aircraft
(Fuel type) (Kerosene, SAF) (SAF) (LH2)

Design objective ATR COC MO ATR COC MO ATR COC MO

Regional ✓ ✓ - - - - ✓ ✓ -
Medium ✓ ✓ - - - - ✓ ✓ -
Long ✓ ✓ - - - - ✓ ✓ -

Figure 5.2: Relative climate impact vs. relative network profit for REG, SMR, and LR aircraft, from Reference [76].

5.3.4. Conversion Factors for Contrails
In subsection 3.2.2 the contrails from kerosene, LH2 and SAF aircraft are presented. The CLIMaCCF model
is developed for kerosene flights, and while the emission indices for different fuel types can be modified to
include SAF and LH2 fuel, a conversion factor for the contrails from different fuel types is necessary.

Burkhardt, Bock, and Bier [15] discuss the influence of the number of ice crystals on the contrail cirrus
net radiative forcing. They argue that the net radiative forcing of contrail cirrus decreases with 50% when the
ice particle number decreases with 80%. This is shown in Figure 5.3. Bier et al. [11] show that ice crystal num-
bers in contrails from hydrogen combustion decrease by around 80-90% compared to kerosene combustion.
These two findings support the assumption that contrail cirrus from hydrogen aircraft leads to 80% reduced
ice crystal number, and consecutively to 50% less net radiative forcing, compared to kerosene aircraft. This
means that a conversion factor of 0.5 will be introduced for contrails from hydrogen aircraft.

Moreover, Burkhardt, Bock, and Bier [15] argue that by reducing the number of ice crystals by 50%
through the use of a 50% SAF blending ratio, a reduction of 21% in the net radiative forcing from contrail
cirrus can be achieved. Therefore a conversion factor of 0.79 will be used for contrails from aircraft employing
50% drop-in SAF. Since different blending ratios would affect the conversion factor, it was chosen to simplify
the SAF allocation by allowing only a 50% blending ratio for SAF.



Figure 5.3: The global net radiative forcing from contrail cirrus, normalized to present day soot numbers, versus the initial ice particle
number concentration of contrails, from Reference [15]

5.4. Research Scope
This research should remain within a reasonable scope. Additional research areas that could be added to the
scope later on are discussed in section 6.1. For the clarity of this research proposal, the scope and decisions
made in this paper are summarized below.

The research starts by calculating the climate impacts of all possible flight legs flown at different times
by different aircraft and fuels (using CLIMaCCF [21]). Also, the costs of all possible flights are calculated.
Then, for the chosen network and demand, and for the selected aircraft types in the fleet, the fleet allocation
will be performed using dynamic programming.

The focus of this research will be on the summer season. Grewe et al. [31] study a climate-optimized
routing strategy for trans-Atlantic flights, during summer and winter days, and they find that for summer
days, the variability and the climate-reduction potential are the highest. The variability of the climate impact
of different aircraft types is expected to be highest in summer as well, since the largest contributor to the
climate impact is the formation of contrails [54]. It is therefore that the summer season has been chosen.
The summer season lasts from June to September, and therefore, one or more summer weeks will be picked,
based on the available data. The same weeks will be used for multiple years, to get a representative dataset
for the summer weather conditions. For all weeks and years, the network demand (with a 1-week duration)
will remain the same.

The costs/operating costs, as referred to in this proposal, will include the direct operating costs only. A
more detailed cost breakdown will be created in later stages of the research.



6
Analysis Framework and Expected Results

The research can be split into three main components: the climate impact calculations using the CLIMaCCF
tool, the cost calculations, and the fleet allocation optimization for different objectives using dynamic pro-
gramming.

The first part of the research relies on the input data for the CLIMaCCF tool [21]: aircraft design character-
istics from Proesmans [76], and ECMWF meteorological weather data. This part will provide the datasets
containing the aCCFs for all the grids at the selected flight level. After processing the data and performing the
calculations for the flight trajectories, the climate impacts will be found for all possible flight legs, at different
departure times, and for each aircraft type and fuel.

The second part of this research calculates the costs, which include the flight costs as well as the landing fees,
overnight parking costs, and aircraft acquisition costs per week. The output of this part consists of the costs
per flight, as well as the acquisition costs and overnight parking costs. The climate impacts calculated per
flight, in part 1, are included in the costs by introducing a climate impact tax. A more detailed cost break-
down will be provided in later stages of this research.

The third part of this research uses the output of the climate impact analysis and cost calculations as input,
together with network and demand data, containing REG, SMR, and LR flights.

The resulting optimal allocations for different objective values for the climate-profit trade-off will be
researched. The climate impact per flight and the total impact per flight leg will be calculated and compared
to investigate whether specific flight legs or flights are responsible for a higher climate impact than others.
The results are expected to be in line with the research from Teoh et al. [94], who argue that for the North
Atlantic region, ∼12% of all flights is responsible for ∼80% of the climate impact.

The change in fleet composition and fleet allocation is evaluated for the trade-off between profit and
climate impact. It is expected that the trade-off will show a Pareto-front similar to Figure 4.1, and a pattern
in the introduction of certain aircraft will be reflected in the results. For example, it is hypothesized that
long-range hydrogen aircraft will only be used when high levels of profit are sacrificed.

The changes in the network will also be researched. Changes in the total number of flights, the number
of flights per leg, the number of flights per aircraft type, the served demand, and the arrival and departure
times of flights will be considered. It is expected that, for example, longer flight times due to the use of slower
aircraft (climate-optimal aircraft) could influence the total number of flights per aircraft, the total amount of
aircraft in the fleet, and the served demand.

The results will include a sensitivity analysis to investigate the influence of various assumptions on the
final results.

6.1. Additional Research Ideas
The timeline of the thesis is 9 months, and estimating the duration is difficult. Various ideas have come up
during the literature research and progress meetings that have been saved for later purposes. If and when
there is room, one or more of these ideas can be implemented in this research. The current list consists of the
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following items:

• The energy consumption in terms of fuel volume can be included to provide additional insights into the
required infrastructure for different fuel types. These insights could lead to additional constraints on
fuel availability, and including these could provide a more realistic future scenario. For example, it may
not be realistic for an airport to support hydrogen flights when results show that hardly any hydrogen
flights are expected to arrive and depart from this airport. Moreover, these results could provide insights
into a more efficient and effective development of the hydrogen (and SAF) supply chain.

• The use of more than one network would increase the scope of the research. Starting with the net-
work and demand data from Proesmans [76] in North America, the research could include a European
network, such as Lufthansa’s network, if available.

• The use of electric regional aircraft could be included in the fleet to investigate their impact on the
overall results.

• The research scope could be increased by, for example, expanding the analysis to more days and/or
years, or to the winter season.

• With the sensitivity analysis, the effect of different prices (such as fuel costs) on the outcomes can be
examined.

6.2. Gained Insights
This research aims to answer the research questions posed in chapter 4, to provide key insights for the aviation
industry. Such insights include:

• The impact of climate-optimal aircraft and alternative fuels in a future fleet.

• The trade-off between climate impact and profit for optimal fleet allocation.

• Efficient allocation of SAF and hydrogen across flights and airports to reduce the climate impact and
lower the pressure on the supply chain.

• The need for cost incentives or policy implications in the aviation industry to promote more sustainable
aircraft and fleet allocation.

• Forecasts on the development and profitability of climate-optimal aircraft and different aviation fuels.



7
Timeline

The thesis consists of four phases: the literature review, the research phase 1, the research phase 2, and the
research dissemination. Research phases 1 and 2 are separated with a mid-term review, and due to the tight
timeline of the project, the following goals have been set to achieve at the end of the first research phase:

• Finalize the implementation of the CLIMaCCF model.

• Complete the analysis of the ISSRs from the CLIMaCCF model (visual plots).

• Finish the calculation of the climate impact for all kerosene flight legs.

• Finalize the calculation of the climate impact for SAF and H2 flight legs.

• Developed prototype of the dynamic programming model.

• Finalize the network and demand data to be used in phase 2.

The timeline of this thesis is presented in Figure 7.1. This preliminary planning depicts the 5 important deliv-
erables/moments in the thesis trajectory: the kick-off, the research proposal, the mid-term review, the green
light draft, and the final hand-in. The four phases are shown with different colors. Important to note is that a
full-time thesis should take 32-39 weeks. In this timeline 2 weeks of vacation are added, resulting in 34 weeks.
However, students are allowed to spend a maximum of 39 weeks on their thesis to accommodate for some
delays in their research, or illnesses, or vacations. These extra 5 weeks are not included in the timeline but
provide a contingency if needed.
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Figure 7.1: Gantt chart for the initial timeline for this research
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1
CLIMaCCF Calculation

CLIMaCCF is an open-source Python library, presented by Dietmüller et al. [21]. It calculates the aCCFs for
CO2 and non-CO2 emissions, as well as the total merged aCCF, which combines the effects from CO2, O3,
CH4, PMO, day-contrails, night-contrails, and H2O. The formula is shown in Equation 1.1.

All formulas presented in this chapter are for the Pulse ATR20 calculation and are obtained from Refer-
ence [21]. For F-ATR100, the aCCFx value has to be converted using a climate metric conversion factor CMx .
The conversion factors CMx as well as the efficacies rx are presented in Table 1.1.

aCCFmerged =



aCCFCO2 ×CMCO2

+aCCFO3 ×EI(NOx )× rO3 ×CMO3

+aCCFCH4 ×EI(NOx )× rCH4 ×CMCH4

+aCCFPMO ×EI(NOx )× rPMO ×CMPMO

+aCCFcontrail ×Fkm × rcontrail ×CMcontrail

+aCCFH2O × rH2O ×CMH2O,

(1.1)

Fkm = km/kg ( f uel ) (1.2)

E INOx = g (NO2)/kg ( f uel ) (1.3)

PV = 10−6K m2s−1 (1.4)

OLR =W m−2 (1.5)

T = K (1.6)

Φ = m2s−2 (1.7)

Table 1.1: Climate metric conversion factors CMx from P-ATR20 to F-ATR100, values from References [21, 54]

aCCF F-ATR100 (C Mx ) efficacies (rx )

CO2 125.0 1
H2O 58.3 1
O3 58.3 1.37
C H4 98.2 1.18
P MO 98.2 1.18
contr ai l 48.9 0.42

The corresponding formula for the algorithmic climate change function for CO2 is given in Equation 1.8. The
climate impact of CO2 scales directly with fuel burn, and the constant factor of 7.48e-16 K/kg(fuel) is taken
from Yin et al. [105].

aCCFCO2 = 7.48×10−16 [K/kg(fuel)] (1.8)
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The climate impact from NOx results in 3 types of climate effects: NOx-induced O3, NOx-induced CH4, and
NOx-induced PMO. NOx-induced O3 depends on the temperature T[K] and the geopotential Φ [m2s−2]. The
formula is presented in Equation 1.9.

aCCFO3 (T,Φ) =


−2.64×10−11 +1.17×10−13 ×T

+2.46×10−16 ×Φ−1.04×10−18 ×T ×Φ [K/kg(NOx )], if aCCFO3 ≥ 0

0, if aCCFO3 < 0

(1.9)

For NOx-induced CH4, the climate change function depends on the geopotential, and the incoming solar
radiation at the top of the atmosphere Fi n [W m−2]. Note that methane has a cooling effect (thus negative),
and is set to 0 otherwise. The formula is shown in Equation 1.10. The aCCF for methane is also used to
determine climate impact from primary mode ozone (PMO) (Equation 1.11), using a constant factor of 0.29
([19] as cited in [21]).

aCCFCH4 (Φ,Fin) =


−4.84×10−13 +9.79×10−19 ×Φ

−3.11×10−16 ×Fin +3.01×10−21 ×Φ×Fin [K/kg(NOx )], if aCCFCH4 < 0

0, if aCCFCH4 ≥ 0

(1.10)

aCCFPMO = 0.29×aCCFCH4 [K/kg(fuel)] (1.11)

The climate impact from water vapor depends on the potential vorticity (PV), units: [10−6 Km2s−1]. The
calculation is shown in Equation 1.12. For the calculation for the southern hemisphere, the absolute value
should be taken for PV. The aCCF is adjusted to account for different fuels (LH2 or SAF) by scaling the aCCF
with the emission index.

aCCFH2O(PV) = (
2.11×10−16 +7.70×10−17 × PV

)× EIfuel
(
H2O

)
EIkerosene

(
H2O

) [Kkg−1(fuel)] (1.12)

The climate impact from contrails depends on the incoming solar radiation. Thus, a distinction between
day- and nighttime contrails is made, and the climate impact is calculated by obtaining the radiative forc-
ing for both scenarios [105]. The climate impact from daytime contrails depends on the outgoing long-wave
radiation at the top of the atmosphere (OLR). The climate impact of nighttime contrails depends on the tem-
perature. If below 201 Kelvin, the value is set to zero. For both calculations (Equation 1.13 and 1.14), the
values are only included for locations where the Schmidth-Appleman criterion [7] holds. This depends on
the emission indices of H2O, the fuel-specific caloric values, and the overall engine efficiencies, as described
in subsection 3.2.2.

aCCFcontrails,day = 0.0151×RFaCCF-day(OLR) = 0.0151×10−10 × (−1.7−0.0088×OLR) [K /km] (1.13)

aCCFcontrails,night = 0.0151×RFaCCF-night(T) = 0.0151×10−10 × (0.0073×100.0107×T −1.03) [K /km] (1.14)



2
NOx Modeling in this Thesis

During this thesis, different decisions, solutions, and analyses are made regarding the climate impact from
NOx. Part I explains the final methodology used in this thesis; however, this chapter aims to provide the reader
with additional information regarding these decisions, as well as the steps taken to come to those decisions.
The following summarizes this chapter.

To begin, the aCCFs are designed for cruise altitudes. During this thesis, it is investigated whether the
flight conditions other than cruise could also be included in the analysis, thus that the climate impact from
all flight phases could be calculated (based on the mission profiles). The biggest issue with this is the dataset,
which is part of the CLIMaCCF model. It contains averaged NOx emission indices (EI) for different aircraft
at different altitudes, but does not include values below 20000 feet. Therefore, the steps taken to extend this
data are described in section 2.1.

It is examined whether EI(NOx) values below 20000 feet could be used, and whether the climate impact
calculations at these altitudes would be justified. How the verification steps are performed is explained in
section 2.2. First, the aCCF for NOx, O3, and CH4 are verified and compared with literature. Then, the cli-
mate impact (K/kg(NOx) is calculated for all pressure levels, and it is concluded that these are not in line with
existing literature, as the impact of NOx should decrease with decreasing altitude. Additionally, it is investi-
gated whether this difference would significantly influence the overall climate impact of flights. These last
two steps support the conclusion: aCCF for NOx is not suitable for lower altitudes.

Nevertheless, to continue with the thesis, an assumption on the NOx values has to be made. It is de-
cided to only include NOx for cruise altitudes; however, since ATR-optimized aircraft fly below 20000 ft, the
data needs to be extended to 18000 ft, in order to enable the analysis performed in this thesis. The data is ex-
tended linearly as explained in section 2.1. Furthermore, evaluating Figure 2.5, it is decided to include scaling
factors for aCCF O3 for altitudes below 250 hPa, since O3 heavily influenced the climate impact of NOx. The
scaling factors and the calculation thereof are described in section 2.3.

2.1. NOx Emission Indices and Fuel Efficiencies
The CLIMaCCF model includes the emission indices of NOx and the fuel efficiency (km/kg(fuel)). The data
consists of altitudes between 20000 ft and 45000 ft, for REG, SMR, and LR kerosene aircraft. The data is
extended down to 0 ft to examine whether the climate impact calculations using the CLIMaCCF model could
be possible.

To do this, the ICAO Aircraft Engine Emissions Databank is used to estimate the NOx emissions at lower
altitudes [42]. In Figure 2.1, the NOx emission indices for climb-out are plotted against the emission indices
for take-off, and as can be seen, there is a regression line drawn with a slope of 0.63. This value is assumed to
be the linear conversion factor between the NOx emissions at 0 ft and 20000 ft.
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Figure 2.1: NOx emission indices during climb out vs. during take-off. Values obtained from Reference [42].

Since the data does not include values for the ATR-optimized aircraft, these are estimated by multiplying the
COC-optimized data columns with a scaling factor. The scaling factor is the ratio between the average val-
ues (EI(NOx) and fuel efficiency) for ATR-optimized and COC-optimized aircraft, obtained from the mission
profiles. The scaling factors and the average values are presented in Table 2.2.

Table 2.1: Average EI(NOx) and average fuel efficiency for cruise for different aircraft types, including the conversion factors used for the
initial emission indices, to account for climate-optimized aircraft

EI(NOx) Fuel Efficiency

COC Alt. [ft] ATR Alt. [ft] ATR/COC COC Alt. [ft] ATR Alt. [ft] ATR/COC

REG 26.75 33536 20.33 21763 0.543 0.831 33536 0.924 21763 1.332
SMR 26.43 33873 18.88 21915 0.502 0.495 33873 0.510 21915 1.273
LR 22.97 33370 14.88 26557 0.524 0.195 33370 0.191 26557 0.975

For SAF, the same emission indices are assumed, as well as the fuel efficiencies. However, for hydrogen air-
craft, the data is multiplied by scaling factors that are presented in Part I.

Table 2.2: Average fuel efficiency for cruise for different hydrogen aircraft, including the conversion factors used for the initial emission
indices, to account for climate-optimized aircraft

Fuel Efficiency

COC Alt. [ft] ATR Alt. [ft] LH2/Kerosene ATR/COC

REG 2.487 35935 2.126 20544 5.06 1.07
SMR 1.376 36438 1.233 20665 4.04 1.19
LR 0.480 33576 0.455 21967 2.46 0.94

When comparing the NOx emission indices and the fuel efficiencies from the dataset from Dietmüller et al.
[21] with the emission indices from the mission profiles for the lower altitudes, it can be seen that the emission
indices for NOx are higher for the mission profiles. This could be explained by NOx emission index equation
(see Equation 2.1), which is designed for engines with an overall pressure ratio of below 50. This difference
is, however, not a problem, since underestimating the NOx emissions at lower altitudes does not change the
outcome of the NOx emission verification in subsection 2.2.1.

2.2. NOx Emissions and Climate Impact using CLIMaCCF
This section focuses on the verification step of the CLIMaCCF model, calculating the climate impact of emis-
sions and specifically those of NOx emissions. The aCCFs are designed for cruise conditions, and it is inves-
tigated whether extending the CLIMaCCF model to altitudes below 20000 ft until 0 ft can be justified (using
the EI(NOx calculated in the previous section).



The structure is as follows: subsection 2.2.1 verifies the climate impact calculations and subsection 2.2.2
examines the climate impact of NOx for different altitudes according to the CLIMaCCF model and the mission
profiles.

2.2.1. Calculation verification
To begin, the climate impact calculations using CLIMaCCF for the climate metric F-ATR20 are performed at
pressure level 250 hPa, to compare the results from the model with the results from the paper by Dietmüller
et al. [21]. The figure is presented in Figure 2.2. It shows that the results for O3, CH4 (CH4 + PMO), and NOx

are in line with the results from Dietmüller et al. [21]. All three figures present similar magnitudes, and it can
therefore be concluded that the NOx calculation is verified.

Figure 2.2: Top three figures present the results from the calculations, at noon UTC on August 5th 2024. The bottom three figures are
taken from Reference [21], and represent the results for June 15th 2018, at noon UTC. All units are in [K/kg(NOx)]. In all figures the results
are for the pressure level of 250 hPa. All results are calculated for F-ATR20.

Because the geographical area differs from the reference, the top three figures in Figure 2.2 are zoomed in on
the eastern part, to facilitate the visual comparison between the plots. The results for the full geographical
scope are presented in Figure 2.3.

Figure 2.3: Results from NOx calculations, at noon UTC on August 5th 2024. Results are in [K/kg(NOx)], for the pressure level of 250 hPa.
All results are calculated for F-ATR20.

2.2.2. NOx at different altitudes
The aCCF calculations for NOx using CLIMaCCF are verified, and this section examines whether CLIMaCCF
could also be used for lower altitudes, when looking at the NOx emissions.

Therefore, it starts by calculating the impact of NOx at different altitudes (subsection 2.2.2). Then, it
calculates the amount of NOx emissions per altitude according to the mission profiles (Figure 2.2.2), and
thereafter, it combines both results and examines the climate impact contribution of NOx per flight for dif-
ferent altitudes.



Impact at different altitudes
The climate impact for NOx, as can be seen in the third figure in Figure 2.3, is plotted for all pressure levels in
the data set, from 1000 hPa to 100 hPa. The results are shown in Figure 2.4.

Figure 2.4: All results are calculated for F-ATR20.

The average from each graph in Figure 2.4 is plotted in Figure 2.5 to provide a quick overview of the relative
changes in climate impact (F-ATR20) in [K/kg(NOx)].

Figure 2.5: Average climate impact in [K/kg(NOx] per pressure level

These results contradict existing literature. Because the climate impact contribution from O3 dominates CH4,
results are compared with literature describing the climate impact of O3: Lacis, Wuebbles, and Logan [52] de-
scribe the radiative forcing of O3 as a function of altitude, and demonstrate that the radiative forcing decreases
for decreasing altitudes below ∼12 km. Their results are shown in Figure 2.6.



Figure 2.6: Radiative forcing sensitivity of global surface temperature changes in vertical ozone distribution. Figure from Reference [52].

Additionally, Fichter [25] argues that the radiative forcing from O3, PMO, and CH4 is reduced for lower flight
altitudes, and the total radiative forcing increases for higher altitudes. She argues that at lower altitudes,
less O3 is formed due to a quicker removal of O3 precursor species (e.g. O, O2, Volatile Organic Compounds
(VOCs), CO). This is in line with research from Grewe et al. [32], which argues that the O3 perturbations are
lower at lower altitudes, although the amount of NOx emissions is higher.

Amount of NOx at different altitudes
To examine the amount of NOx emissions per flight altitude, two flights are chosen: Atlanta (ATL) - Miami
(MIA), and Atlanta (ATL) - Seattle (SEA). Respectively, the first flight can be flown with either a REG or SMR
aircraft, and the second flight can be flown with a SMR and a LR aircraft. For those flights, Figure 2.7 and
Figure 2.8 demonstrate the amount of NOx emissions according to the mission profiles.

The NOx emissions increase when the engine overall pressure ratio increases, as well as the combus-
tor temperature. On the other hand, this would also increase the engine’s thermal efficiency and thus fuel
consumption and CO2 and H2O emissions. Proesmans [76] used Equation 2.1 to calculate the NOx emission
index, which is taken from Reference [20]. Respectively, pT 3, TT 3, and H0 are the pressure and temperature
ahead of the engine combustor, and the specific humidity.

EINOx = 0.0986 ·
( pT 3

101325

)0.4
·eTT 3/194.4−H0/53.2 (2.1)

Figure 2.7: NOx emissions per altitude for flight between ATL-
MIA, for regional and small-medium range aircraft.

Figure 2.8: NOx emissions per altitude for flight between ATL-
SEA, for small-medium range and long-range aircraft.



These amounts of NOx are compared with existing literature. Mulder and Ruijgrok [68] argue that a 500 nm
flight (926 km) corresponds to 7.0 kg NOx during takeoff and landing, and 65.3 kg NOx during climb, cruise,
and descent. Comparing this to the ATL-MIA flight (957 km), the values appear to be in line with these num-
bers, as can be seen in Table 2.3. For the regional aircraft, the NOx emissions are quite close to the estimated
values presented by Mulder and Ruijgrok [68], and for SMR aircraft, the NOx values are much higher, which
could be explained by the increased payload and fuel flow.

Table 2.3: Comparison of NOx and fuel emissions. *Cruise includes climb and descent.

Source [68] REG SMR

NOx [kg] NOx [kg] Fuel [kg] NOx [kg] Fuel [kg]

COC ATR COC ATR COC ATR COC ATR

LTO (<1500 ft) 7.0 4.8 6.3 91.6 65.4 11.3 10.9 233.2 125.1
Cruise* (>1500 ft) 65.3 60.7 47.8 1701.3 1350.1 114.2 84.4 3210 2525.1

Next to this flight, a long-range flight from ATL-SEA is used to compare values from Mulder and Ruijgrok [68]
with. They present NOx emissions for a flight from London to Tokyo, which corresponds to around 9600 km.
The flight distance from ATL-SEA is about 2.7 times shorter than from London to Tokyo. While comparing
these two flights (ALT-SEA with cruise x 2.7, and London-Tokyo) is not an accurate comparison, especially
because assuming a linear scaling factor does not include the impact of the additional fuel mass, it does
provide a starting point for comparison. In Table 2.4, the emissions per flight phase for Reference [68] and for
the NOx emissions calculated using the mission profiles are presented. The flight phase altitude boundaries
are used as defined by Mulder and Ruijgrok [68]. Only for the LTO phase, a 300ft altitude boundary is assumed
because it is undefined in the paper, and therefore the 300 ft is based on the visual interpretation of the plots in
Figure 2.8. While the values from Table 2.4 demonstrate a rough comparison based on general assumptions,
it can be concluded that the NOx emission calculations are in the right order or magnitude.

Table 2.4: Comparison of NOx and fuel emissions by flight phase and aircraft model. Values are based on data from [68].

NOx [kg] [68] NOx [kg] for LR
COC ATR

LTO (<300 ft) 15 23.4 20.3
Climb-out (<1500 ft) 27 15.5 13.5
Cont. climb (>1500 ft) 158 205.4 146.1
Cruise (>1500 ft) 1113 480.7 295.4
Cruise x 2.7 (>1500 ft) 1297.9 797.6
Total NOx emissions 1321 708.6 461.02
Total NOx emissions with Cruise x 2.7 1541.9 963.2

Climate impact contribution from different altitudes
The last verification step combines the results from the aCCF calculations for NOx emissions per altitude,
with the amount of NOx emissions per altitude. This demonstrates the contribution to the overall climate
impact of NOx per altitude, for one flight. Instead of altitude, the height is presented in terms of pressure
level, because this is the method that is used to calculate the total climate impact of a flight. The result for
the ATL-MIA flight for the SMR aircraft and the result for the ATL-SEA flight for the LR aircraft are depicted in
Figure 2.10 and Figure 2.9, respectively.



Figure 2.9: Climate impact calculated with aCCF for NOx emissions per altitude for flight between ATL-SEA (F-ATR20, for LR COC and
ATR-optimized aircraft.

Figure 2.10: Climate impact calculated with aCCF for NOx emissions per altitude for flight between ATL-MIA (F-ATR20, for SMR COC-
and ATR-optimized aircraft.

These figures further demonstrate that the climate impact calculations for NOx emissions at lower altitudes
are not in line with the available literature. The climate impact of NOx at lower altitudes should be much less
compared to the climate impact at cruise altitudes. It is therefore that the climate impact of NOx emissions
at lower altitudes are not considered in this research. This decision is also supported by Meuser, Lau, and
Gollnick [67], who excluded NOx emissions for altitudes below 20000 ft.

2.3. NOx Scaling Factors
It is established that there is a problem with the NOx climate impact values, since the climate impacts in
K/kg(NOx) from O3 are found to be in contrast to the available literature for lower cruise altitudes (pressures
between 250 hPa and 550 hPa). O3 dominates the climate impact contribution for NOx, thus it is chosen to
only introduce scaling factors for O3.

Köhler et al. [50] present the radiative forcings of NOx and O3 as a function of altitude, and demonstrate
that they both decrease with lower altitudes, which is in line with References [25, 32, 52]. It is therefore that the
scaling factors, presented in Table 2.5, are introduced. Based on Figure 2.11, the linear decrease in radiative
forcing and the relative size of the forcing factors are used to derive the scaling factors. The resulting average
climate impact from O3 and NOx as a function of altitude is presented in Figure 2.12.



Figure 2.11: Radiative forcings due to changes in NOx emissions. O3 is represented with squares; CH4 with triangles; PMO with dia-
monds; net forcing from NOx with dashed line. Figure from Reference [50].

Table 2.5: Scaling factors for O3 at different pressure levels

Pressure (hPa) 250 300 350 400 450 500 550
Scaling factor 0.94 0.81 0.59 0.41 0.28 0.20 0.15

Figure 2.12: Average climate impact from NOx and O3 for different altitudes (F-ATR100) in [K/kg(NOx)]. Results for August 5th, 2024, at
12:00:00 UTC.

To conclude, this chapter shows that the current understanding of NOx emissions is limited. The climate
impact due to NOx is difficult to determine, because it contains lots of assumptions, already starting at the
amount of NOx production during flights. Current methods to determine NOx production from aircraft en-
gines depend on various factors such as the bypass ratio, the combustor temperature, the fuel flow, and the
overall pressure ratio (e.g. [76]).



3
Resource Availability

This research provides insights into how airlines could use ATR-optimized aircraft and alternative fuels to
lower the overall climate impact. It does this by assuming the availability of these resources. While the sen-
sitivity analysis provides additional insights into the influence of different fuel prices, this chapter aims to
provide a more detailed understanding of the resource availability. The availability will be related to the re-
sults of this research. The SAF availability is discussed in section 3.1, the LH2 is discussed in section 3.2, and
the aircraft availability is discussed in section 3.3. The implications of the resource availability are discussed
in section 3.4.

3.1. SAF Availability
The SAF production is increasing significantly in Europe, the United States, and Asia. In 2024, the European
SAF production capacity reached around 1.2 million tonnes. This is equivalent to around 2.4% of the fuel
consumption of the European aviation sector [80]. Neste is the global leading SAF supplier, supplying Eu-
ropean airports as well as some North American airports such as San Francisco International Airport. Neste
expanded its SAF production by opening a renewables refinery in Rotterdam, where they produce 500.000
tonnes of SAF per year, leading to a total of 900.000 tonnes of SAF per year. SkyNRG is an example of a com-
pany that is currently in development, aiming to open a factory that will produce 100.000 tonnes of SAF per
year. When compared to a major airline like KLM, such an amount would replace around 1-2% of the yearly
kerosene uptake. The SAF availability at European airports is depicted in Figure 3.11. As for North America,
Montana Renewables2 and World Energy3 are the leaders, with each the capacity to produce approximately
1 million tonnes of SAF per year.

Most of the SAF developments have taken place in Europe and the US. However, since 2023, increased
SAF activity has been observed in the Asia Pacific. For example, Japan announced it will replace 10% of the
aviation fuel with SAF in 2030, India is working on developing a SAF road-map, and Thai Airways announced
they will use 2% SAF by 2024 and 60% by 2050 [44].

On a global scale, the SAF production reached 1 billion tonnes in 2024, double the amount produced in
20234. Although one billion tonnes sounds like a lot, this translates to only 0.2-0.3% of the global jet fuel use.

While significant global progress has been made in recent years, there is concern regarding the avail-
ability of feedstock in the long term, such as the availability of vegetable oils, waste, residue oils, etc. (e.g.
[44, 101]), as well as the sustainability of the feedstock. For example, CORSIA SAF has clear requirements on
the supply chain; however, with high levels of SAF production, the regulation can become complicated, and
exporting countries may have an incentive to commit fraud by mixing used cooking oils with (cheaper) virgin
oil [24].

1https://www.eurocontrol.int/article/sustainable-aviation-fuels-saf-europe-eurocontrol-and-ecac-cooperate-saf-map,
accessed June 4th, 2025.

2https://montanarenewables.com/, accessed June 4th, 2025.
3https://worldenergy.net/, accessed June 4th, 2025.
4https://www.iata.org/en/iata-repository/pressroom/fact-sheets/fact-sheet---alternative-fuels/, accessed

June 4th, 2025.
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Figure 3.1: SAF supply at airports. Yellow: Airport offering SAF; blue: Base of aircraft operator using SAF; striped: EU SAF obligations
apply; light green: national SAF road-maps under development; green: national SAF measures promulgated; gray: other European
Council Aviation Conference (ECAC) state.

3.2. Hydrogen Availability
For the aviation sector, Oesingmann, Grimme, and Scheelhaase [73] forecast a global demand in 2050 for LH2

around 15.4 million tonnes per year, and Grimme and Braun [35] forecast a similar demand of around 17.4
million tonnes per year. LH2 produced with zero or few emissions (low-emission LH2) is scarce, with less
than 1 million tonnes produced in 2023, and forecasts for 2030 estimate 4 million tonnes per year [43]. The
current state of low-emission LH2 production, either using carbon capture, utilization, and storage (CCUS)
or electrolysis, is presented in Figure 3.2.

Figure 3.2: Global hydrogen production. Figure from Reference [43]. CCUS = carbon capture, utilization and storage; FID = final invest-
ment decision.



While there are quite some low-emission LH2 production locations, researchers have argued that the realiza-
tion of a steady LH2 supply chain also depends on the demand from other sectors [3], such as the automotive
industry. The LH2 demand for road transport is decreasing, while the demand for the aviation sector is in-
creasing, and as a result, some production initiatives have stopped.

3.3. Aircraft Availability
Deciding upon certain aircraft types within an airline’s fleet, such as ATR-optimized aircraft or LH2 aircraft,
may come with high waiting times. Currently, it takes up to 10 years for aircraft to be designed, developed,
and certified [64]. Additionally, it takes around 7 years between aircraft orders and deliveries [96]. Moreover,
the introduction of hydrogen-powered commercial aircraft is not expected within the next couple of years.
Airbus, for example, has reported that the development of their commercial hydrogen aircraft has been de-
layed to the late 2040s, due to insufficient green hydrogen supply and infrastructure5. Meanwhile, researchers
are also studying fuel-flexible engines, which can accommodate multiple fuels6. Fuel flexibility may support
the transition between kerosene and other sustainable fuels, as the availability is unreliable. Nevertheless,
the design, licensing, and manufacturing takes time.

3.4. Implications
This chapter has demonstrated the scarcities of sustainable fuels and aircraft. As SAF is expected to be heavily
constrained in the future, this implies that relying solely on SAF to mitigate significant climate impact is
insufficient. However, the LH2 production is also not expected to be able to cover the energy needs of the
industry; moreover, the introduction of commercial LH2 aircraft on the aviation market is not expected within
the next couple of years. These resource constraints could be mitigated by leveraging the combination of the
available resources and operational measures. Airlines, airports, aircraft manufacturers, and policymakers
should develop and anticipate mixed fleets with mixed fuel types and aircraft types in the future, to reduce
the climate impact of the aviation industry.

5https://energydigital.com/articles/airbus-delays-plans-for-commercial-hydrogen-aircraft, accessed July 8th,
2025.

6https://www.tudelft.nl/en/stories/articles/flying-on-liquid-hydrogen-outstanding-challenges-and-solutions,
accessed July 8th, 2025.

https://energydigital.com/articles/airbus-delays-plans-for-commercial-hydrogen-aircraft
https://www.tudelft.nl/en/stories/articles/flying-on-liquid-hydrogen-outstanding-challenges-and-solutions
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URL: https://wmo.int/news/media-centre/wmo-confirms-2024-warmest-year-record-
about-155degc-above-pre-industrial-level.

[103] K. Wolf, N. Bellouin, and O. Boucher. “Sensitivity of cirrus and contrail radiative effect on cloud mi-
crophysical and environmental parameters”. In: Copernicus Publications (on behalf of the European
Geosciences Union), Nov. 2023. Chap. 23, pp. 14003–14037. DOI: 10.5194/acp-23-14003-2023.

[104] H. Yamashita et al. “Newly developed aircraft routing options for air traffic simulation in the chem-
istryclimate model EMAC 2.53: AirTraf 2.0”. In: Geoscientific Model Development 13 (10 Oct. 2020),
pp. 4869–4890. ISSN: 19919603. DOI: 10.5194/gmd-13-4869-2020.

[105] F. Yin et al. “Predicting the climate impact of aviation for en-route emissions: the algorithmic climate
change function submodel ACCF 1.0 of EMAC 2.53”. In: Geoscientific Model Development 16 (11 June
2023), pp. 3313–3334. ISSN: 19919603. DOI: 10.5194/gmd-16-3313-2023.

https://doi.org/10.1155/2015/783917
https://npo.nl/start/serie/wat-houdt-ons-tegen/seizoen-5/wat-houdt-ons-tegen_22/afspelen
https://npo.nl/start/serie/wat-houdt-ons-tegen/seizoen-5/wat-houdt-ons-tegen_22/afspelen
https://wmo.int/news/media-centre/wmo-confirms-2024-warmest-year-record-about-155degc-above-pre-industrial-level
https://wmo.int/news/media-centre/wmo-confirms-2024-warmest-year-record-about-155degc-above-pre-industrial-level
https://doi.org/10.5194/acp-23-14003-2023
https://doi.org/10.5194/gmd-13-4869-2020
https://doi.org/10.5194/gmd-16-3313-2023

	List of Figures
	List of Tables
	Nomenclature
	Introduction
	I Scientific Paper
	II Literature Study
	Summary
	Introduction
	Literature Review
	State-of-the-art for Sustainable Aircraft
	Different Fuel Types
	Emissions
	Contrail Cirrus

	Sustainable Operational Measures
	Climate Metrics

	Identification of the Research Gaps
	Sustainable Aircraft Designs and Alternative Fuels
	Eco-Efficient Fleet Allocation
	Research Questions

	Methodology
	Climate Impact per Flight Leg
	Fleet Allocation
	Decisions and Assumptions
	Metric Selection
	Network Selection
	Fleet Selection
	Conversion Factors for Contrails

	Research Scope

	Analysis Framework and Expected Results
	Additional Research Ideas
	Gained Insights

	Timeline

	III Supporting work
	CLIMaCCF Calculation
	NOx Modeling in this Thesis
	NOx Emission Indices and Fuel Efficiencies
	NOx Emissions and Climate Impact using CLIMaCCF
	Calculation verification
	NOx at different altitudes

	NOx Scaling Factors

	Resource Availability
	SAF Availability
	Hydrogen Availability
	Aircraft Availability
	Implications



