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Abstract

One part of spaceflight technology that has always been in demand is to go to space using a vehicle that
can be re-used without much additional costs. It is roughly five years ago that the last Space Shuttle mis-
sion took place, and replacements are currently in development. Yet, much of the available literature is still
based on architectures created during the development of the Space Shuttle. The goal of this thesis is to
expand the current knowledge with modern computational methods.

This thesis demonstrates if pseudospectral methods can be used as the basis of a guidance and control
architecture in the terminal area. In the past, these architectures were based by decoupling the longitu-
dinal and lateral dynamics, using the energy available to calculate the current state without knowing what
is to come, and calculating many variables and possible scenarios before the flight has even commenced.
The architecture presented here does not require this, and it demonstrates an integrated package that can
do this on the fly, by deploying a type of non-linear optimization method called pseudospectral methods.

The X-38 is chosen as the reference vehicle due to the compatibility of the aerodynamic data set with non-
linear optimizers. A 3-DOF simulation is created to see what set of feasible trajectories can be created un-
der nominal conditions. Subsequently, a single reference trajectory is used as a basis to determine if the
guidance subsystem is able to cope with a wide variety of initial conditions. The guidance system proved
to be quite robust. A set of winds and gusts have been simulated and it would return to the desired state as
long as there is an approximate predictive ability. The research is later continued by extending to a 6-DOF
simulation. A control subsystem based on LQR is implemented with good results. A PSM implementation
is introduced after and the results are promising, but the computation time is too high to be feasible. The
upside is that a result is found without calculating the deflection of the trimmed state and gains, which
was required with LQR. The conclusion is that pseudospectral methods can be used as a robust real-time
guidance method, but that using it as a control method is currently not feasible.

Itis thus proven that pseudospectral method is able to deal without calculating predictive trajectories and
gains as was done with the Space Shuttle. This reduces the complexity of re-entry problems by a sub-
stantial amount. The time it takes to solve problems with new conditions and spacecraft is reduced, which
might encourage other people to continue in this direction. There is still much more possible than what is
presented in this thesis.

vii



viii




Abstract

Nomenclature

1 Introduction

2 Mission Heritage

2.
2.2

2.3

Vehicle Heritage

Heritage Guidance Methods in the Terminal Area
2.21 Space Shuttle

2.2.2 BURAN

2.2.3 HORUS

224 X-33

Study objectives

3 Flight Mechanics

3.1

3.2
3.3
34

35
3.6

37
3.8

Reference Frames

Reference Frame transformations
State Variables
Environmental Models

341 Gravitational Model
3.4.2 Atmospheric Model
3.4.3 Wind Model

External Forces and Moments
Equations of Motion

3.61 Translational Motion
3.6.2 Rotational Motion
3.6.3 Wind Equations
Linearised Rotational Motion
Reference Vehicles

3.81 HORUS

3.8.2 X-38

4 Pseudospectral Methods

41

4.2
4.3
4.4
4.5
46
47
4.8

Introduction to Optimal Control
Numerical Optimisation

The Different Pseudospectral Methods
Flipped Radau Pseudospectral Method

Transcription of the Flipped Radau Pseudospectral Method

Scaling
Sparsity of the Jacobian
Examples

4.81 Orbit Raising
4.8.2 Space Shuttle

5 Numerical Tools

51

52
5.3
54

Linear Quadratic Control
Interpolation Methods
Numerical Integration
Numerical Differentiation

Contents

vii

xi



Contents

X
6 Software Development Al
6.1 Software Architecture 71
6.2 Software Validation 72
7 Vehicle Selection 79
71 Maximum Range Subsonic Flight 79
7.2 Maximum Range Supersonic Flight 81
7.3 Adjusting the Performance of the X-38 82
8 Trajectory Generation 87
81 Problem Formulation 87
8.2 Cost-Function Analysis 89
8.3 Nominal Trajectory Analysis 90
8.4 Changein Lift and Drag Coefficients 93
8.5 Introducing Wind 95
8.6 Terminal Area Entry Footprint 101
9 Attitude Control 103
91 Linear Quadratic Regulator 103
9.2 Pseudospectral Methods m
10 Conclusions and Recommendations 17
A State Space System of the Linearised Rotational Motion 121
B Aerodynamic Database 125
Bibliography 129



Nomenclature

Abbreviations

Abbreviation

Description

AB
ALFLEX
DARPA
CIRA
DCM
DSMC
EAFB
ESA
fLGR
FESTIP
GNC
GPS
GRAM
HAC
HORUS
HSFD
HYFLEX
IMU
IPOPT
ISS
JAXA
KSC
LEO
LG
LGL
LGR
LIDAR
LOCV
MAKS
NASA
NCEP
ODE45
OREX
ODSMC
PID
PRIME
PSM
RCS
RK
RK4
RKF45
SNOPT
SSTO
START
TAEM
TUDAT

Adams-Bashfort

Automatic Landing Flight Experiment
Defense Advanced Research Project Agency
COSPAR International Reference Atmosphere
Direction Cosine Matrix

Discrete Sliding Mode Control

Edwards AirForce Base

European Space Agency

flipped Legendre Gauss Radau

Future European Space Transportation Investigation Programme
Guidance, Navigation and Control

Global Positioning System

Global Reference Atmospheric Model
Heading Alignment Cylinder

Hypersonic ORbital Upper Stage

High Speed Flight Demonstration
HYpersonic FLight Experiment

Inertial Measurement Unit

Interior Point OPTimizer

International Space Station

Japanese Space Agency

Kennedy Space Center

Low Earth Orbit

Legendre-Gauss

Legendre-Gauss-Lobatto
Legendre-Gauss-Radau

Light Detection And Ranging

Loss of Vehicle and Crew

Multipurpose Aerospace System

National Aeronautics and Space Administration
National Centers for Environmental Prediction
Ordinary Differential Equations 45

Orbital Re-Entry EXperiment

Output-based Discrete Sliding Mode Control
Proportional Integral Derivative

Precision Recovery Including Manoeuvring re-Entry
PseudoSpectral Methods

Reaction Control System

Runge-Kutta

Runge-Kutta 4" order
Runge-Kutta-Fehlberg 4(5)

Sparse Nonlinear OPTimizer

Single Stage To Orbit

Spacecraft Technology And Re-entry Test
Terminal Area Energy Management

TU Delft Astrodynamics Toolbox

Xi



Xii

UAV Unmanned Aerial Vehicle
VAFB Vandenberg Air Force Base




Xiii

Roman symbols

Symbol Unit Description

A - State Matrix

B - Control Matrix

byes m Aerodynamic reference wing span
Cref m Aerodynamic reference chord

C - Direction Cosine Matrix

C - Output Matrix

Cp - Aerodynamic drag coefficient
C; - Aerodynamic roll coefficient

Cy - Aerodynamic lift coefficient

Cm - Aerodynamic pitch coefficient
Cn - Aerodynamic yaw coefficient

Cs - Aerodynamic sideforce coefficient
D N Drag

D - Direct Transmission Matrix

e - Direction cosines

F N Forces

g m/s? Gravitational acceleration

Jo m/s> Gravitational acceleration at sea level
Ir m/s? Radial Gravitational acceleration
Js m/s? Latitudinal acceleration

ge n.a. Global error

h m Height

h S Stepsize

I kgm? Principle moment of inertia

J - Cost function

J2 - Second degree harmonic of the gravitational field
K, v.a. Proportional gain

K; v.a. Integral gain

K4 v.a Derivative gain

K v.a Gain matrix

le v.a Local error

lepus v.a. Local error per unit step

L N Lift

vL - Lagrange function

Ly, K/m Thermal lapse rate

L Nm Rolling moment

m kg Vehicle Mass

M - Mach number

M mol Mean Molecular Weight

My Nm Moment generated by thrusters
M, - Maximum percentage overshoot
M Nm Moment

M Nm Pitching moment

N Nm Yawing moment

u v.a. Control Vector

p N/m? Pressure

p rad/s Roll rate

P s Period

P - Integrated Virtual Power

q N/m? Dynamic Pressure

q - Quaternions

q rad/s Pitch rate

Q v.a. Maximum allowable deviation for the state vector



Xiv

T rad/s yaw rate
Fem m Distance from centre of mass in the body frame
R m Distance from centre of Earth-reference frame
R, m Radius of the Earth at an inclination of 45°
R, m Equatorial radius of the Earth
R JK T mol~t Universal gas constant
R n.a. Maximum allowable deviation for the control vector
S N Side-force
Sref m? Aerodynamic reference area

s Delay time

S Peak time

S Rise time

S Settling time

K Temperature

S Amplitude

m/s Relative velocity

Lyapunov Function

- Weight of the nodes
v.a. State vector

- Reference Frame X-Axis
- Reference Frame Y-Axis
m Geopotential height

- Reference Frame Z-Axis

NN <XXS<SSHSNSos0
1




XV

Greek symbols

Symbol Units Description

a rad Angle of attack

a. rad Commanded angle of attack

a, rad Deviation of commanded angle of attack
at rad Open-loop reference angle of attack
B rad Side slip angle

B 1/m Scale height

y rad Flight path angle

1) v.a. Relative residual

) rad Deflection angle

1) rad Latitude

Oq rad Aileron deflection angle

Sy rad Body-flap deflection angle

S, rad Elevator deflection angle

A v.a. Residual

€ - Machina accuracy

4 - Dampening Ratio

6 rad Pitch angle

u m3s2 Standard gravitational parameter of the Earth
u - Eigenvector

p kg/m3 Atmospheric density

Po kg/m3 Atmospheric density at sea level
o rad Bank angle

o rad Commanded bank angle

O, rad Deviation of commanded bank

o v.a. Switching function

T rad Longitude

T - Independent variable

¢ rad Roll angle

[0) - Mayer function

¢ - Notation of numerical methods

¢ - Lagrange interpolating polynomial
o n.a. Linear reaching law

X rad Flight heading angle

P rad yaw angle

w rad/s Angular rate

Wg rad/s Rotational velocity of the Earth

Wn rad/s Natural frequency

Q rad/s Angular velocity




XVi

Subscripts

Symbol Description

0 Clean configuration (for aerodynamics)
el Left elevon

e,r Right elevon

1 Left rudder

r, T Right rudder

Reference Frames

Symbol Description

Fy Vertical Reference Frame

Fg Body Reference Frame

Fre Trajectory Reference Frame (groundspeed based)
Fra Trajectory Reference Frame (airspeed based)

Fac Aerodynamic Reference Frame (groundspeed based)
Faqa Aerodynamic Reference Frame (airspeed based)

Fy Wind Reference Frame

Runway Reference Frame




Introduction

Space has become a lot more crowded with satellites ever since the first one launched. Most satellites
have been brought into orbit using conventional rocket launchers such as the Russian Soyuz rocket. A
different method of bringing satellites into space is using winged re-entry vehicles (RV-W). The most fa-
mous of which was the Space Shuttle that has flown 135 times from 1981 until 2011. Recent technological
advances have once again sparked the enthusiasm of engineers and policy-makers to re-introduce the
concept of re-usable RV-W. There are currently two vehicles existing of interest. The first is the X-37 de-
signed by Boeing and DARPA which is launched atop of a rocket and can perform autonomous landings
several months later. The second is the Dream Chaser developed by the Sierra Nevada Company that has
received the order in January 2016 to do six resupply missions to the International Space Station.

An RV-W is designed to go into space either horizontally or vertically, however, they are designed to land
on a runway similar to a regular aircraft. The difference between the RV-W and an aircraft is that an RV-
W is optimised to fly at extreme velocities which changes the aerodynamic properties, the L/D ratio is far
lower when the spacecraft gets closer to the ground. Another important distinction is that an RV-W has no
propulsion, this means that there is no second chance when landing.

An RV-W thatisin orbit around the Earth that has a velocity of 8000 m/s has a specific enthalpy of 18 MJ/kg.
(Regan, 1984) A quick calculation learns that the Space Shuttle that returns to the surface has an energy
amount of 72 TJ, it is hard to properly imagine how much that is. To compare, the first atomic bomb ever
used, Little Boy, had a blast yield of 67 TJ. It is therefore very important that the energy present in the RV-W
is gradually diminished, or it will burn up in the atmosphere. The de-orbit of the Shuttle starts above the
Indian ocean and the primary landing runway was the Kennedy Space Centre in Florida, with the possibility
to defer to other runways. This entire re-entry from de-orbiting until landing is divided into three parts,
namely (Cox, 1971)(Cooke, 1982).

e Hypersonic atmospheric re-entry phase

The hypersonic atmospheric re-entry phase starts at an altitude of approximately 120 kilometres.
The velocity ranges from Mach 24 to Mach 2.5. Being aware of the thermal loads during this period
are paramount. The heat flow per unit area is given by %pV3CD, the fact that the velocity (V) is cubed
means that the thermal loads are at its largest during this part of the flight, getting as high as 1500°C
(Cooke, 1982). The temperature is reduced by lowering the velocity as much as possible, and stay at
a higher altitude with lower atmospheric density. This is done by flying with a high angle of attack,
creating a large surface area, and thus more lift. This phase ends at an altitude of 25 km which is the
terminal area entry point.

e Terminal area management phase
The terminal area management phase starts at an altitude of around 25 km with a velocity of Mach
2.5. The vehicle makes a series of turns until the amount of energy is present that is suitable for
landing the plane. It then flies towards the heading alignment cylinder (HAC), there it makes the final
turn until it is aligned towards the runway.

e Approach and landing phase
The approach and landing phase begins when the vehicle is aligned towards the runway after it has
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exited the heading alignment cylinder. The distance from the runway depends on the location of the
HAC to the runway, the Space Shuttle’'s HAC was on average 12 km away, with an altitude of 4.5 km.
This part guides the RV/W to perform a proper landing on the runway.

Each of these segments require their own approach. The focus of this thesis will be on the terminal area,
specifically the guidance, navigation, and control (GNC) subsystem. A major objective of future RV/W in-
clude significant improvements in operation costs, reliability, and vehicle safety (Kluever and Horneman,
2005). Both the market and governments currently demand cheaper transportation into space, and a
winged re-entry vehicle could fulfil this request. Governments also demand that the citizens have a posi-
tive view of the space program, and that it is maintained. The increased interest in government spending
requires missions to have a high success rate to avoid additional spending, safety is therefore a key is-
sue. The probability for a catastrophic failure for the Space Shuttle was 1 in 500 missions. Itis possible to
reduce this to 1 in 10 000 missions using advanced guidance and control methods (Hanson, 2002). The
guidance system is responsible for determining what trajectory needs to be followed, how to get from A to
B. The navigation system’s main job is to accurately determine what the location is at the current moment.
This subsystemis not a part of thisresearch, itis therefore assumed that the location and velocity is known
at any time with infinitesimal precision. The control subsystem tries to follow the trajectory given by the
guidance system by manoeuvring the RV-W to change the attitude.

There are several challenges when it comes to planning the trajectory and controlling the spacecraft dur-
ing re-entry (Bollino, 2006). The primary challenge is dealing with the changing atmospheric conditions
such as temperature and density during the descent. Different Mach ranges from hypersonic, supersonic,
transonic to subsonic, each has different aerodynamic coefficients increasing the non-linearity of the dy-
namics of the system. Secondary challenges are that the high pressure, temperature, and g-loads that can
cause difficulties for the thermal protection system and structural integrity if these conditions become too
high, and the control surfaces are mechanically limited to move a certain degree per second and that these
are notinstantaneous at the required deflection angle. The goal is thus to create a robust system that can
handle any vehicle and correct any disturbances along the way in the terminal area. A problem here is that
the body of public knowledge that is flight-tested concerning this subject still dates from the Space Shut-
tle era, or is based upon the methods developed during the Shuttle Program (Mooij, 2013)(De Ridder and
Mooij, 2011). Yet, as can be seen, there is interest in this subject to update this body of knowledge with the
new mathematical methods and computers to this era.

A well known method for creating guidance and control solutions is optimal control theory (Ogata, 2010).
One of the advantages of optimal control theoryis thatitis nolongerrequired to manually adjust the control
system for each phase of the flight which saves a lot of time during the design process. Another advantage
is thatany unforeseen circumstances such as larger gusts can be solved by automatically adapting the tra-
jectory to the newer optimal one, thus increasing both the reliability and safety of the crew and spacecraft.
Optimal control theory can take these challenges into account when calculating the optimal trajectory on
the fly.

One class of optimal control that has become more popular recently is that of pseudospectral methods
(PSM), a method that was developed to solve partial differential equations. Recent advances in computa-
tional power, algorithms, and theory are the drivers of the increased popularity (Qi Gong et al., 2007)(Garg,
2011). PSM was mainly developed in the 1970s to study fluid dynamics and meteorology. However, it be-
came interesting for solving optimal control problems in the 1990s. One recent usage of PSM happened
on November 5, 2006 and March 3, 2007 (Qi Gong et al., 2007). Two attitude manoeuvres were executed
on the ISS called the Zero-prop Maneouvre. The first rotation induced an attitude change of 90 degrees
in two hours, the second one was 180 degrees in just three hours. Previous large attitude manoeuvres
were performed using thrusters, which added constraints to the structure caused by the increased load
and pollution of the solar panels. The shortest kinematic manoeuvre between two attitude points is by
following an eigen-axis path. This path can only be followed by countering the non-linear dynamics of the
ISS by using the thrusters. The fuel usage could be reduced to zero by following a kinematically longer
path and by taking advantage of the non-linear dynamics. The new manoeuvre used the momentum stor-
age devices on-board to create a rotation, without the usage of propellant, saving NASA approximately 1.5
million dollars. A similar feat was performed by the TRACE space telescope (Karpenko et al., 2012). It was
a minimum-time re-orientation manoeuvre which was successfully executed during the summer of 2010.



The first one of its kind. Another example involves the off-line trajectory calculations of SHEFEX by Sagliano
and Theil (2013), which is a sub-orbital test vehicle.

Unfortunately, not much research has been done on applying PSM to RV-W in the terminal area. The ex-
ception is Bollino (2006), where a re-entry of the X-33 was simulated with success. However, improved
algorithms and computational speeds could improve the result. It is the aim of this study to extend this
theoretical framework on PSM, and to accelerate the study of new vehicles that are inevitably going to be
build in the nearby future.

This study is divided into several research questions to find out whether pseudospectral Methods can be
used with the latest numerical methods. The primary question is

Can pseudospectral methods be used as a robust, real-time guidance and control method
for re-entry vehicles in the terminal area.

This questionis answered with the help of several sub-questions. The first sub-question can be considered
to be the principal one, it states whether this method even can be used:

1. Isit possible to use pseudospectral methods as a guidance and control method?

A keyword in the research question is that the method should be robust. A robust system is capable of
dealing with different initial conditions and atmospheric conditions. The set of initial conditions stated
here consist of numerous points placed strategically around the runway, these could be considered en-
try positions during the re-entry. Different atmospheric conditions include changes in density and wind,
Therefore, the next two sub-questions are,

2. For what set of initial conditions is it possible to create a guidance and control solution?

3. How robust is the designed guidance and control method during different atmospheric condition?
which is followed by another question that is also indirectly already posed in the primary question:
4. Can the designed guidance and control method be executed in real-time?

It is possible to give an answer to the primary question by answering the four sub-questions. A simula-
tion is created in order to answer them. Figure 1.1 gives a top-level overview of the guidance and control
diagram used in the simulation. The mission manager is located at the start of the simulation, it calcu-
lates the trajectory beforehand with the given initial condition and final point. The final point is just before
the runway, at the end of the terminal area. This trajectory is passed to the guidance system, which then
passes the required attitude angles to the attitude controller, which subsequently moves the actuators of
the spacecraft. The dynamic equations are then followed which leads to a new state. This state is either
passed to the attitude controller or guidance system depending on the frequency of the loops.

The simulationis divided into two loops, the inner and outer. Both have their own frequency. The reason for
thisis that the time-scaling separation of the control subsystem and guidance subsystem is inherently dif-
ferent. The deviation of the attitude of the spacecraft is subject to external influences and small changes
can rapidly increase this deviation. The guidance subsystem can deal with differences in the trajectory
more gradually, the non-linear effects of the dynamics of the system have a smaller impact on the trajec-
tory.

The report starts off with discussing the current heritage in Chapter 2 to give a brief presentation of pre-
vious work and RV/W. It is then followed by an introduction to flight mechanics in Chapter 3, this chapter
explains the core of the simulator with respect to how and where it flies. Much of the work in this thesis is
based on mathematics which needs to be understood before itis possible to introduce the chapters about
the guidance and control methods, Chapter 5 explains the most important mathematical procedures fol-
lowed. The core of this thesis, which is PSM, is explained in Chapter 4, included by two examples. The RV/W
used during this thesis is chosen in Chapter 7. How the software is written and verified is in Chapter 6. Itis
now possible to answer the research questions. The first one is answered in Chapter 8, where it is demon-
strated how the guidance system responds to certain trajectories when using PSM. The extension to the
6-DOF system is presented in Chapter 9, where the PSM-method is compared to the LQR control method.
The research questions posed above are finally answered in Chapter 10, where in addition to that there are
also recommendations for readers who wish to continue with this work.
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Figure 1.1: Top-level diagram of a simulator.



Mission Heritage

This chapter will describe the past work that has been done in our fields of interest. Section 2.1 starts
with describing the different vehicles that have been thought of and created in the past, followed by some
example guidance models that these vehicles used in Section 2.2.

2.1. Vehicle Heritage

re-entry vehicles have beenin development for almost sixty years, and most of them never left the drawing
board. Two types of reusable re-entry vehicles exist (Weiland, 2014)(Bertin and Cummings, 2003). The first
one is the lifting body which generates lift with its body, wings are non-existent or very small. The second
typeis the winged re-entry vehicle (RV-W) which has the ability to produce lift with the body and wings like
a conventional aircraft. Many nations that worked on projects during this period acted alone or together
when trying to develop these vehicles. such as the United States, Soviet Union, Europe, and Japan. These
projects shall be mentioned briefly from here on, since it is very important to know the foundations of to-
day’s knowledge. Itisimpossible to mention all the projects that were initiated, but a large partis certainly
covered, more than enough to get a proper overview of the existing vehicles.

The United States has developed many programs focusing onre-entryvehicles (Jenkins et al., 2003)(da Costa,
2003). The first program was the X-20 Dyna-Soar which was a continuation of concepts developed by the
German Eugen Sanger in 1928. The X-20 was continued by the Bell company with the intention of being
a orbital bomber during the fifties. The plane was never built, however, the numerous tests and develop-
ments contributed a lot to the field of high-speed flight. Two other lifting bodies were the X-23 and X-24
created by the Martin Marietta company during the mid-sixties. Both were a part of the PRIME project (Pre-
cision Recovery Including Manoeuvring re-Entry) which was a part of the larger START program (Space-
craft Technology And Re-entry Test). The X-23 focused on the very high-speed re-entry phase whereas the
X-24 focused on the low-speed landing characteristics. The X-23 main testing purposes where the ma-
noeuvrability during the supersonic- and hypersonic-phase and was designed to be intercepted mid-air
by parachute. Out of the four that were built only three were launcher, out of those three only one was re-
covered. Only two X-24s were constructed, these two, however, proved that precision landings on runways
could be made with lifting bodies, the tests were so successful that the X-24B was created to test more ad-
vanced designs. The X-23 and X-24 proved that the concept of the well-known Space Shuttle was feasible.

The Space Shuttle is the best known RV-W. For good reason, the project that had its first launch in April 1981
was followed by 134 more missions (Treadwell, 2010). The fleet consisted of five Shuttles named Columbia,
Endeavour, Challenger, Atlantis and Discovery that were fully functional, and the Shuttle called the Enter-
prise was merely used for suborbital testing purposes. Out of the 135 missions in total there were 2 catas-
trophes that caused a so called loss of vehicle and crew (LOCV). The first took place in 1986 in which the
Challenger exploded, 73 seconds after launch, caused by a faulty O-ring. The second LOCV happened dur-
ing the re-entry of the Columbia on 1February 2003 caused by a damaged heat shield on the left wing. The
Columbia disintegration resulted into being the beginning of the end for the Space Shuttle Program. The
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6 2.1. Vehicle Heritage

Figure 2.1: The X-38 (image source: NASA)

final mission, STS-135, launched on July 8, 2011 was to the International Space Station'. The Space Shuttle
was discontinued due to the expensive nature of the program.

It became clear that follow-ups of the Space Shuttle were required, and the research continued. The X-
30 project led by DARPA (Defense Advanced Research Project Agency) was started with the intention to
assess the feasibility for a single-stage-to-orbit (SSTO) vehicle that could take-off and land horizontally
(Jenkins et al., 2003). It should be able to reach LEO or reach Tokyo within two hours. It was cancelled in
1985 just after three years due to an extreme rise in costs and technological difficulties. The X-37 and X-40
started in1999. The firstis designed to be a fully autonomous space-plane that could stay in space forlong
durations and then land without being controlled, the second, the X-40, existed merely as a testing plat-
form for the X-37. The plane was originally designed to be carried within the space Shuttle’s maintenance
bay, this was however no longer possible after the Space Shuttle program was cancelled and it is therefore
currently designed to be launched atop of a rocket. The X-37 was transferred from NASA to DARPA in 2004
and it became classified shortly thereafter, but not before dividing the project into two different sections.
The X-37Ais responsible for the approach and landing phase whereas the X-37B is the orbital vehicle. Two
launches with the X-37B were performed in 2010 and 2011 and both made successful touchdowns at Van-
denberg Airforce base. Four missions are currently confirmed. Not much information is available due to
the fact that this project is highly classified. Therefore, no use can be made of this spacecraft during this
research 2.

Another project that was designed roughly simultaneously as the X-40 was intended to be a crew rescue
vehicle for the ISS, it was called the X-38. The X-38 project started in 1995 to provide the basis for a crew
rescue vehicle replacing the Soyuz at the ISS and possibly the Space shuttle. The following features were
required (Weiland, 2014)

1. Accurate and soft landing to allow the transportation of injured crew members.
2. Load factor minimisation
3. Sufficient cross range capability

4. Autonomous return from orbit

Three different versions were developed, all based on the X24-A, but scaled up to increase the volume to fit
the passengers and cargo. The lifting body shape of the X-24 has limited stability during the landing, and
the minimum landing speed was around 128 meters per second. The L/D ratio during the subsonic phase
is of order 2, which is below the required value. The X-38 program solved this by using a parafoil during the
descent, where winged re-entry vehicles would perform alanding without the parafoil. The L/D ratio during

Thttp://www.thespacereview.com/article/1887/1
Zhttp://www.boeing.com/assets/pdf/defense-space/ic/sis/x37b_otv/bkgd/_x37/_0311.pdf
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Figure 2.2: The Spiral (source: www.buran.ru)

the supersonic phase is of order 1.4, which is sufficient during this phase.

The first two versions were developed to test the parafoil and flight control system, with the numerical
designators V131and V132. The V131 was designed to fly for four seconds in a trimmed position before the
deployment of the parafoil was tested, two flight tests were performed. The follow-up V132 did contain a
full flight control system and the vehicle flew for 30 seconds after being dropped from a height of approx-
imately 11 kilometres before the parafoil was used.

The project was cancelled in 2002, but not before an extensive database of the V201 was created using
wind-tunnel experiments, Euler and Navier-Stokes equations, and the data from the V131 drop tests. it got
cancelled in 2002 before a space-rated vehicle got assembled. The generated aerodynamic data has been
used many times in different papers (Wacker, R. and Munday, S. and Merkle, 2001).

All these projects have made America the leading authority with respect to the knowledge of re-entry ve-
hicles, but luckily, other nations have been active as well. One of the more noticeable competitors of the
United States was of course the Soviet Union during the cold war. Initial development of the space-plane
vehicles were designed with military requirements in mind, that was no different from the Americans who
developed the Dyna-Soar with orbital nuclear strikes in mind. A very similar program that the Soviets had
was called the Tupolev space-plane project, which had planes named the TU-136 or Zvezda (“Star”), the
project got cancelled in 1963. The interest in space-planes continued and a new one was developed, which
was called the Spiral (see Figure 2.2). The early design was finished in 1966 and the result was in total a
115 ton system consisting of a hypersonic boost aircraft, an orbital space plane and a two stage rocket to
launch the space plane into orbit. The program faced many hindrances, mainly technological ones, but the
program continued nonetheless for a long time, it is a mystery why and when it was cancelled. In fact, not
much was known during that period about this project and some disclosure was finally given during the
previous decade. What, however, is known, is that the Spiral project contributed a lot to another project
which is more known throughout the space community, the Buran, which started in 1976 (Figure 2.3). This
space plane was the Russian response to the Space Shuttle 3. Many prototypes were built and in total 25
flight tests were performed before the final version was built. The Buran orbiter completed two full orbits
before landing automatically, no-one was on-board. The data available about this operationis very limited.

Two other projects that were started by the Russians were the MAKS and Oryol, both however never left the
drawing board and were cancelled nearly simultaneous with the fall of the Soviet Union (Hendrickx and Vis,
2007). The MAKS was supposed to be a follow up of the Spiral space plane, including the launch system.
The other space plane, the Oryol, was designed to be a VTOL system. It is clear that the Russians tried to
develop space planes as well, it is, however, quite noticeable that the need for them to develop these sys-
tems was not prevalent over the more familiar rockets such as the Soyuz that already proved their success
with the requirement to gain access to space.

The United States and the Russian Federation were not the only nations involved, both Europe and Japan
also tried or are trying to develop winged re-entry vehicles, albeit to a lesser extent. The HORUS (Hyper-

Swww.buran.ru
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Figure 2.3: The Buran, the Russian counter to the Space Shuttle (source: www.buran.ru)

sonic ORbital Upper Stage) is a German designed spaceplane that started development in the 1980s as an
upper stage of the Ariane 5, it would later on evolve to use the Sanger first stage (Muller, 1988). The first
phase is a hypersonic air-breathing plane capable of achieving a cruise velocity whilst carrying the second
stage, HORUS, at an altitude of 120 km. The second stage has a rocket booster that allows the plane to
deliver cargo and passengers in LEO. The program was cancelled in 1994 due to budget constraints. ESA
started in 1985 with its first design of a winged vehicle called the Hermes Space Plane, which was designed
to be be put ontop of the Ariane 5, the program was cancelled in 1992. It followed with several studies such
as FESTIP (Future European Space Transportation Investigation Program) (Ackermann et al., 2005)(Bayer,
2010). FESTIP was established in 1994 and ran until 1998 (Dujarric, 1999). The program was initiated to be
able to compete with the Americans who were also aiming for reusable launch vehicles to drastically cut
the costs. The top-level system requirement was that the cost of getting objects into orbit was to be re-
duced. This means that all options were open and re-usability is one of them. Some of the concepts are
therefore semi-reusable. The performance requirements were not abundant, the only two demands were
that the concept should be able to bring 7 tons of payload into LEO and 2 tons of payload into a Low Earth
Polar Orbit. Logically, the launch base of all the concepts was to be Kourou, Europe’s launch base in French
Guiana. The idea was that the launchers should be ready somewhere around 2017-2020. In the end eight
different concepts went into the detailed design phase, from vertical launches on top of a rocket to hori-
zontal launches with some help from sleds. A few of the concepts warrant special attention.

The first concept FSSC-1is a winged body SSTO vehicle. The vehicle is designed 59 metres long and it has
a lift-off mass of 900 Mg. Eight engines are present to power the vehicle delivering a total of 144 000 kN,
Four of these are booster engines and the other four are sustainer engines. One of the main problems was
the control and stability of the vehicle during re-entry and landing. The main reason for this is the c.0.g
position, which was at least 2 m behind a position that can be handled by the control system. A similar
concept, FSSC-4, was also designed not to launch vertically, but horizontally by a sled, resulting in a weight
of around 600 Mg. Both concepts had high requirements for the engines, thermal and mechanical, too high
to be feasible.

The third concept to be discussed, the FSSC-12, is based on the Sanger configuration. The first stage is an
airplane with a trapezoidal-winged configuration, the second stage was based on the HORUS (Hypersonic
ORbital Upper Stage) design. The HORUS is a German designed spaceplane that started development in
the 1980s as an upper stage of the Ariane 5, it would later on evolve to use the Sdnger concept (Muller,
1988). The first phase is a hypersonic air-breathing plane capable of achieving a cruise velocity of Mach 4
whilst carrying the second stage, HORUS. The second stage has a rocket booster that allows the plane to
deliver cargo and passengers in LEO. The program was cancelled in 1994 due to budget constraints. The
idea of this conceptis that the plane flies around Mach 5-7 at 25 km where the second stage is released.

Another concept, FSSC-15, evolved into the sub-orbital Hopper. This concept had the idea that the vehicle
should launch horizontally over a 4 km long magnetic rails and land horizontally again (HTHL). The plane
would launch at the Guiana Space Center up to an altitude of 100 km after which it would coast to a height
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of 150 km. The height would then be lowered in a controllable fashion after the cargo was released. The
horizontal landing was planned at a downrange landing site (DRLS) approximately 30 minutes after take-
off, these sites were the ascension islands, the Azores or St. Pierre et Migquelon. The Hopper would then be
transported back to French Guiana.

The Japanese Space Agency (NASDA, now called JAXA) had a program called the Hope-X, a project that
was postponed in 2004 and is currently still on hold. The Hope-X was planned to be launched atop of the
H-ll rocket and was the continuation of multiple experiments called OREX, HYFLEX, ALFLEX and HSFD. Both
ESA and JAXA never fully realized a winged re-entry vehicle, although the research that was done can still
be useful for future missions.

Itis clear by now that multiple attempts have been made to create winged re-entry vehicles and that only a
few of them reached a phase of development sufficient for later research. Most notably, the Space Shuttle,
HORUS, and X-38, which all have aerodynamic data publicly available.

2.2. Heritage Guidance Methods in the Terminal Area

Different guidance concepts have been developed for the terminal area over the years for various space-
craft. The goal of guidance subsystem is to guide the spacecraft from a certain initial position to a final
position without for example, having excessive g-loads or heat flux, by changing the magnitude and ori-
entation of the aerodynamic force. This is done by varying the aerodynamic force components lift, side,
and drag-force. The main variables to calculate the magnitude of these components are the velocity, at-
mospheric density, aerodynamic coefficients, and spacecraft configuration. The first two are dependent
on the state of the aerodynamic coefficients, and the spacecraft configuration can be considered a con-
stant. The aerodynamic coefficients can be changed by varying the angle of attack and Mach number. The
angle of attack can be varied by changing the attitude by pitching the nose up or down. This movement
only covers the longitudinal motion, that is the motion when a straight flight is performed. The direction of
the force components are changed by varying the bank angle, this is changed by moving the wings up or
down. The changes in the angle of attack and bank angle are done by moving the actuators, such as the
aerodynamic control surfaces. How these should be moved is calculated by the control subsystem.

There are various methods for guidance to calculate the desired attitude. The three main methods are
(Mooij, 2013)

e Pre-flight calculated trajectory
This method assumes that it is possible to use tracking to stay close to a trajectory that has small de-
viations from a given nominal trajectory. A set of initial trajectories are calculated off-line beforehand
foralarge range of initial conditions. A certain trajectory is chosen at the beginning that matches the
initial condition of the nominal and current trajectory closely. This method has trouble dealing with
unforeseen circumstances, such as damaged components.

e On-board calculated trajectory
Atrajectory is calculated at the initial point of the flight with the state at that time. A new trajectory is
calculated if the control subsystem cannot keep up such the state has deviated so far from the ideal
state that it is more efficient to follow a new trajectory.

e Prediction guidance
A guidance method of this type does not calculate a reference trajectory or is dependent on trajec-
tories calculated beforehand.It can be calculated implicitly by the amount of kinetic and potential
energy that is available to calculate the required state in order to reach, for example, the runway. The
guidance control variables can be found using analytical formulae (Helmersson, 1988).

There are a few notable vehicles that used these concepts. The first that is to be discussed is the Space
Shuttle, which used a combination of pre-flight calculated trajectories and prediction guidance using en-
ergy control, can be found in Section 2.2.1. The second is the HORUS which has methods designed for
nominal reference trajectories that are calculated pre-flight (De Ridder, 2009)(Mooij, 1998).
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Figure 2.4: Terminal area guidance phases as used in the Shuttle program (Ehlers and Kraemer, 1977).

2.21. Space Shuttle

Itis far fromaproper gesture to not discuss the guidance heritage created by the Space Shuttle before dis-
cussing other vehicles. Even now, many re-entry models created draw their inspiration from the designs
created by NASA for the Space Shuttle (Kafer, 1982)(Lu and Hanson, 1998)(Schierman et al., 2004).

The terminal area is divided into four phases as seen in Figure 2.4 (Ehlers and Kraemer, 1977). The first
phase is called the S-phase and is used if there is an excess amount of energy in the system. The orbiter
is turned away from the tangent of the HAC whilst a maximum energy dissipation rate is achieved by flying
in the maximum dynamic pressure regime and by using maximum speedbrakes. The acquisition phase is
started when enough energy has dissipated by flying along the tangent of the HAC. The energy is controlled
by changing the dynamic pressure and changing the speedbrake in the subsonic speed range. The third
phase is entered once the HAC is reached and the Orbiter is controlled to directionally track the HAC. The
prefinal phase starts once the heading is within 20 degrees of the final approach plane. The lateral motion
then makes sure that the Orbiter is aligned with the extended runway centerline and the speed brake is
modulated to reach the desired 150 m/s velocity to initiate the autoland interface. The terminal area ends
when this inferface is initiated.

The original method to find the desired attitude was mainly by using predictive guidance with energy con-
trol and dynamic pressure as the leading variables, which is called the energy-range guidance concept
(Ehlers and Kraemer, 1977). The energy control is performed by achieving a certain energy state that is
close to the nominal rate. The amount of energy is modified by calculating the derivative of the energy per
unit mass over the distance from the runway.

dE/W) D 1
dR W cosy

(2m

The rate at which the energy dissipates is thus proportional to the amount of drag and inversely propor-
tional to the flight-path angle. There are three ways to change the dissipation rate. The first one takes
place during the S-turn in which the distance from the runway is increased. The distance from the runway
is estimated by the ground-track predictor. The second method is by changing the dynamic pressure, and
thus the drag. The drag itself can also be altered by varying the speed brakes, which is the third way. The
dynamic pressure is determined by

W cosy

g = —— 2.2
1 C.Scoso (2.2)

The lift coefficient is calculated with, but not only with, the angle of attack. The reason that this method
was used is that it is easier and more accurate to measure the dynamic pressure than the angle of attack.
It also provides proper phugoid damping and good flight path control during turns.
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2.2.2. BURAN

The re-entry system of the BURAN was capable of landing the RV/W without any assistance from the pilot
with a system that uses Trajectory Tubes *. A trajectory tube has a certain width and height in which almost
all (P=0.997) of the possible trajectories exist when different disturbances are taken into account. The tube
gets smaller and smaller as the BURAN gets closer to the runway. There are three stages for a full-re-entry

» Descent Stage: altitude = 100-20 km
¢ Pre-Landing Manoeuvring Stage = 20-4 km
« Pre-Landing Approach and Landing Stage: altitude = 4-0 km

The Pre-Landing Manoeuvring Stage resembles the terminal area, in terms of height. Figure 2.5 shows the
different Trajectory Tubes that were available during the first flight. There are two tasks in the pre-landing
phase. The first is to navigate the Orbiter from the final area of the Descent stage to the vicinity of the Key
Point. The Key Point is located on the runway centerline at an altitude of 4 km and approximately 14.5 km
from the start of the runway. The second task is to get rid of excessive energy. This can generally be done
via three methods

» Change of trajectory extent with the help of turns for the coordination of flying vehicle current energy
with range up to the designed point;

» Change of dynamic pressure;

» Change of Lift-to-Drag ratio.

The BURAN used a combined method. The basis was a change in trajectory by combining programmed
changesintheratio of L/D and dynamic pressure. For example, the maximum programmed dynamic pres-
sure is used when flying with the wind to allow for maximum energy dispersion and a minimum dynamic
pressure with a maximum L/D ratio is flown when there is headwind.

A 3D-trajectory is generated at the start of the Pre-Landing Manoeuvring Stage, it consists of five seg-
ments. A turn-away spiral, spiral to correct the turn, tangent to the HAC, follow the HAC outline, and a
straight line to the Key Point. The trajectory is generated by comparing the required and available energy
required. The first flight made use of the eastern cylinder of energy dispersion because of the wind condi-
tions. Starting at this point, two trajectories are possible. One tube follows a southern HAC and a second
tube the northern HAC. The first flight made use of the northern HAC. It later successfully arrived at the Key
Point.

2.2.3. HORUS

The original design of the HORUS-2B guidance algorithm was designed in 1988 by Helmersson (1988). The
research done by SAAB aerospace was done with detailed trajectory analyses on the different phases of
the re-entry. They proposed a TAEM guidance system based on predicting capabilities. De Ridder (2009)
later proposed a new technique based on the energy state.

The original terminal areais divided into four segments as visualized in Figure 2.6 with three possible circuit
patters: a direct approach, a left-hand HAC turn or a right-hand HAC turn. This system requires that the
patternis chosen before the mission has commenced, and the design only used the fixed left-circuit mode.
The four segments are now briefly discussed (Helmersson, 1988).

e Zoom and initial turn
The zoom and initial turn phase is the first phase within the terminal area and it is responsible for
making sure that the velocity is reduced to the required amount. This insures that the aerodynamic
forces do not become too large within the denser atmosphere.

4http://www.buran-energia.com/documentation/documentation-akc-guidance-control.php
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Figure 2.5: Trajectory tubes at the pre-landing manoeuvring Stage for the first flight of the BURAN

» Straight descending flight
There is a straight descending flight after the initial turn that continues until the HAC is reached.
The glide ensures that the velocity is lowered from supersonic to subsonic velocities, by keeping the
equivalent airspeed constant, a value of around 144.0 m/s for the nominal case. The angle of attack
is limited in size due to the aerodynamic shocks caused by the transonic regime.

e Final turn around the HAC
The heading alignment cylinder (HAC) aligns the vehicle to the runway. The shape here is fixed con-
ical, with a radius of 2 km that becomes proportionally larger by the inverse air density. The location
is 12 km in front of the runway and 2.5 km to the left of the centerline. The turn is performed with
constant equivalent airspeed and bank angle. This phase ends when the alignment is reached by a
5° difference.

» Straight final approach
The final segment aligns the vehicle to the runway and keeps it as small as possible until the landing
phase commences. The last phase is not treated in the study done by (Helmersson, 1988) and shall
also not be discussed in this literature study. The final flare manoeuvre is therefore neglected.

Multiple tests were performed to test the robustness of the guidance method designed by SAAB. It proved
to be reliable when variations were imposed on the initial state such as a change in altitude, velocity, and
heading. The variables were only changed one at a time, and a performance assessment showed that the
guidance method proved to be unreliable for off-nominal cases that required the choosing of another ap-
proach than the left-handed one Helmersson (1988). The terminal area guidance system devised by (De
Ridder, 2009) attempts to circumvent this problem.

As said, the guidance system is a closed-loop one that has predicting capabilities. The required energy to
reach the runway is continuously calculated and the proper actions are performed to dissipate or econ-
omize the amount of energy. The required energy itself is not calculated, but rather the excess energy
that can be divided into three components: the speed energy, transonic, and the turn loss. The amount of
excess energy can determine what type of longitudinal or lateral guidance is required.

Two different sets guidance laws are used to determine the trajectory. The first set determines the lon-
gitudinal trajectory by setting the required angle of attack, the second set determines the lateral ground
track by calculating the bank angle. The longitudinal guidance has two different control laws, one for the
maximum-range and another for the maximum-dive trajectories.The choice of guidance laws mainly de-
pend on the initial state and the amount of excess energy present De Ridder (2009).
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Figure 2.7: Example of a cross-section of the energy tube (De Ridder, 2009).

The energy-tube concept can be used for this to determine the flight envelope of the vehicle. The different
trajectories form a boundary which can be called a vertical corridor. A targetis selected, the runway for ex-
ample. and the amount of energy required to get there is calculated, both the minimum and maximum. The
combinations to fly a particular distance without overshoot form an energy area in the energy space. The
energy area is the cross-section of the energy-tube with the desired range. Two extra boundaries are that
of the stall speed and the maximal dynamic pressure. A visualisation is given in Figure 2.7. The range that
is achievable is usually dictated in terms of the minimum amount of energy required, there are, however,
differences in how that minimal energy is composed, differing between kinetic and potential energy. This
is another reason that the cross-section is beneficial, since it gives a nice overview of what combinations
of velocity and height are required. An overshoot will occur if the initial state is past the maximum-dive
boundary and an undershoot will happen if it is to the left of the maximum-range boundary. The energy-
tube concept does not take into account off-nominal conditions that could happen later on in the flight
path. It is, however, safe to say that these conditions can be countered if the surface of the cross-section
is large due to the excess energy. The choice of relying on one strategy, such as the maximum range one,
is therefore undesirable.

The usual steady-state approximation to achieve maximum-range is to have an angle of attack profile that
achieves a maximum L/D ratio. The usual method is viable for the supersonic phase, it is, however, proven
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that using this method for the subsonic phase cannot achieve the same distance. The optimal subsonic
solutions follow the energy-state approximation which states that the maximum range is achieved by min-
imizing the drag as much as possible. Different initial states all converge to the same trajectory guaran-
teeing this minimal drag by performing transient manoeuvres to reach it. The turn around the HAC is per-
formed in the subsonic region with an optimal turn that has a higher angle of attack and lower velocity
compared to a wings-level flight. The trajectory that aims towards the HAC is affected by the radius of it by
changing the dynamic pressure in the drag valley (the path of minimal drag). The optimal angle of attack is
calculated with the simple PD-controller during the subsonic and optimal turn around the HAC (De Ridder,
2009)

a=a" +Kp(qref—q)+Kdé (2.3)

a* is the open-loop reference angle of attack for an equilibrium flight at the required dynamic pressure
and the current energy height based on maximizing the lift over drag ratio and g, is the optimal constant
reference dynamic pressure, the dynamic pressure of the drag valley. a* is a function of the turn radius
and the energy height, and g,..f is a function of the turn radius. The optimal gain values K, and K, differ
for each initial state, a sub-optimal set is, however, available in (De Ridder and Mooij, 2009) that still pro-
vides a result very close to the optimal one. A maximum-dive trajectory can be reached by minimizing the
dynamic pressure, this however results in less control capabilities making this option less favourable. The
maximum dive shall therefore be done with the maximum dynamic pressure. The angle of attack is calcu-
lated with the same method as the maximum-range problem, Equation 2.3, but g, is now the maximal
dynamic pressure. The speedbrake is deflected by 25° when in this mode, still leaving margin of 15° for
the rudder to properly function. The angle of attack s limited by two different filters (De Ridder, 2009). The
first filter is a limitation in the trim range, this a restriction, based upon the Mach number. The next filter
constrains the derivative of the angle of attack by 3°/s to simulate realistic flyable trajectories.

The lateral guidance laws are used to calculate the bank angle that canin turn be used to follow the required
ground track. The ground track can be split into three parts, the acquisition phase, a heading alignment
phase and a pre-final phase. The acquisition phase is the time when the vehicle should align to a heading
tangent to the HAC, followed by a wing-level flight. The bank command angle for this phase is simply a
proportional controller

0 =Kp(Xreq — X) (2.4)

inwhich y is the actual heading and y . is the heading required. The next phase is the heading-alignment
phase. The bank command angle should make sure that the vehicle makes the turn that follows the HAC.
The commanded bank angle is proportional to the distance from the cylinder AR and the position-rate error
AR, thus
1 (VZ cos y) .
o =tan —— | + KpAR + K4AR (2.5)
thac

The first term represents the bank angle required to make a turn that is equal to the curvature of the HAC.
This phase continues until the heading comes within 5° of the heading required for the final-approach
phase, it then switches. The lateral guidance steers the vehicle towards the extension of the runway by
looking at the lateral deviation Ay and its derivative Ay.

o = KAy + KAy (2.6)

Afilter is applied after the calculation is made to insure that the allowable bank angle is not exceeded and
the change in bank angle is not larger than 15°/s.

The trajectory of a nominal case is shown in Figure 2.8. The heading angle changes towards the edge of
the HAC to perform a right-handed turn later on until it is aligned towards the runway. The angle of attack
and bank angle to acquire this are seen in Figure 2.9. The angle of attack slowly becomes smaller until
the equivalent airspeed is reached until the transonic regime is entered where it performs a dive and pull-
up manoeuvre. The angle of attack later on becomes higher to counter the increase in equivalent airspeed
bankangle change during the turn around the HAC. Attempts were made to reproduce the results produced
by De Ridder (2009), this only succeeded partially, but the nominal results were acceptable. The problem
was found that the longitudinal movement is based on energy control, which has difficulties with different
initial positions and external disturbances. There was often an undershoot or overshoot of the runway.
Further research on this subject was therefore abandoned.
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2.2.4.X-33

The X-33is acommonly used test vehicle foradvanced guidance and control methods (Kluever and Horne-
man, 2005) since the aerodynamic data and vehicle paramaters are widely available.

One example of this research is Bollino (2006). PSM were employed to solve re-entry trajectory optimisa-
tion problems. The goal was to generate an integrated guidance and control system by coupling the inner
and outer loop for a 6-DOF model, thus introducing a single non-linear problem. Traditional methods as-
sume that the goal is to safely reach the landing site at the correct attitude and energy, while jeopardizing
the safety of the vehicle because that target must be reached (Bollino, 2006). Optimal footprint genera-
tion is identified as a critical capability to improve the reliability and effectiveness in case it is required to
reach an alternate landing site in the case of any contingencies. An autonomous on-board capability was
designed that can reach a Flight Approach Corridor (FAC) from any given entry point. The FAC is seen in
Figure 2.10. It can be imagined as a box in front of the runway, the trajectory should end within this box.
This example requires an average flight-path angle of —10° from the FAC until the beginning of the runway.

Severalinitial conditions were tested using open-loop, using PSM combined with the FAC. It was shown that
itwas possible to have anaccurate and reliable method. This method was later onintegrated into the 6-DOF
model after the initial tests showed a viable concept. Anti-aliasing techniques were used to calculate the
optimal control surface deflections which limited the differences between the different frequencies of the
rotational and translational motion. An example of such a trajectory is seen in Figure 2.11. The trajectory
shows resemblances to ones using a regular HAC. The robustness of the model was tested by imposing
various winds and gust loads, the model could handle wind speeds up to 7.7% of the flight speed. The con-
clusionin the end was that it is feasible for PS methods to be used as a guidance and control technique for
re-entry systems.

The thought of the research was that recent advances in computational power and numerical methods
made it possible to use PSM. Yet, there were still computational and modelling issues. It is time to see what
possible improvements are possible 10 years later. There are recommendations at the end of (Bollino, 2006)
that this research shall attempt toimprove. The first one is that DIDO was limited to a discretisation amount
of 30 nodes, the resulting trajectories for simulations that had higher nodes were infeasible. Increasing
the amount of nodes should theoretically increase the accuracy of the results. The second problem was
with the difference between the slow translational dynamics and the fast rotational dynamics. Anincrease
in nodes should alleviate this problem, but that is dependent on the total time of the trajectory. An anti-
aliasing technique was used to cover the loss of the accuracy of the higher frequency domain, this solved
the problem, but it no longer was an optimal solution, albeit close to one. A 6-DOF solution can be found by
solving one problem, but this problem can be reduced to two simpler ones by performing an actual sepa-
ration of the time scales. It should be theoretically possible to reach the FAC with PS methods when this
is done. The third recommendation is that it is possible to reduce the computation time a hundred fold by
moving away from Matlab and use a simulation that has a C or C++ architecture. These are recommenda-
tions that will be used during this research.
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Corridor

Figure 2.10: The flight approach corridor as used in (Bollino et al., 2006).
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Figure 2.11: The flight approach corridor as used in (Bollino et al., 2006).
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2.3. Study objectives

The introduction stated that the research objective is to find out what the viability is of PSM in the terminal
area and how robust this is. The aerodynamic data of two spacecraft are available, the X-38 and HORUS.
The first goal is to assess which one has the potential to be used in conjunction with PSM, before moving
on to the primary question.

The heritage studied in this chapter has made clear that there is a broad set of knowledge available when
designing re-entry vehicles. Two types were discussed. The first type is the creation of reference trajecto-
ries. Areference trajectoryis followed by tracking the difference between the current state and the nominal
state, and by trying to reduce this difference. The downside of this system is that it lacks flexibility due to
a change in situation caused by expected and unexpected elements that cause deviations of the current
state. There are many initial trajectory calculated pre-flight to be prepared for different scenarios, but there
are only so many scenarios that can be thought up beforehand. The second type is based on energy con-
trol. The current state of the RV-W is used to calculate the angle of attack and ground path.

The goal of this thesis is thus to find a model that has pseudospectral methods as a replacement. The ini-
tial reference trajectory is calculated beforehand, similar to the first method. How well does PSM track this
trajectory, and how can it handle disturbances. The follow-up question is how similar the results obtained
by using PSM when compared to heritage methods. The HAC is a method that is used throughout, is there
an approach that is similar, and does the ground-path follow an arc? We can make a comparison by using
similar initial conditions as used by De Ridder (2009).

This research can then be extended to how well it performs in combination with control methods. What
is the difference between following the reference trajectory, and how well does it fare when the reference
trajectory is updated to the current state.



Flight Mechanics

This chapter introduces the concepts that are used when building the flight dynamics model. Section 3.1
starts with the reference frames used, followed by transformations between the reference frames in Sec-
tion 3.2. Section 3.3 gives an overview of the different state variables that are used in thisresearch. How the
environment of the RV-W is modelled is presented in Section 3.4, and what effect the environment on the
RV-W has in terms of forces and moments is shown in Section 3.5. The equation of motion are presented
in Section 3.6 and 3.7. Finally, the two reference vehicles are presented in Section 3.8.

3.1. Reference Frames

Many different kinds of reference frames are used throughout this report. These are described below.
(Mooij, 2013)

» Vertical reference frame (Fy)
The vertical reference is also known as the vehicle-carried normal Earth reference frame. The origin
of this reference frame is located at the centre of mass of the vehicle of discussion. The Xy,-axis is
directed north, the Y,-axis east and the Z,-axis is pointed down towards the origin of the frame.

» Body reference frame (Fp)
This frame is fixed to the vehicle and has its origin at the centre of mass of the vehicle. The Xg-axis is
pointed towards the nose of the vehicle, the Zg-axis is pointed downwards and the Y z-axis is pointed
towards the right wing. The difference between the vertical reference frame and the body reference
frame is defined by the so called Euler-angles. These are ¢, 8 and i for the XYZ-axes respectively.
See Figure 3.1.

» Trajectory reference frame (groundspeed based) (Fr¢)
The trajectory reference frame has its origin at the centre of mass of the vehicle. The Xys-axis is
defined by the direction of the velocity vector corresponding to the ground, the Z;;-axis lies in the
vertical frame pointing down. The Y -axis is found by completing the right-handed system.

1] v
-y -
b -

t T
S (
L v\?:;mm_‘:\__ ~ J:_/% M.q

\\{ >

o~
M. T /#') \-(\5
Iy
!

Figure 3.1: The body reference frame (Duke, 1994).
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y-axis
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Figure 3.2: The runway reference frame (De Ridder, 2009).

» Trajectory reference frame (airspeed based) (Fry4)
Areference frame that is similar to the previous one except for the fact that the X, is defined as the
velocity vector compared to the surrounding atmosphere. The Z;4-axis points downwards and the
Y 4-axis completes the right-handed frame.

» Aerodynamic reference frame (ground speed based) (F4;)
The aerodynamic reference frame is defined to have the X ,;-axis the same as the velocity vector
relative to the ground and the Z 4;-axis is to be collinear with the lift vector but opposite in direction.
The Y, completes the right-handed system.

o Wind reference frame (Fy,)
The Xy,-axis is collinear with the wind vector, it is positive in the direction from which the wind is
coming. The Zy,-axis is pointing upwards if the wind comes from below and the Yy, -axis finishes the
right-handed system.

e Runway reference frame (Fy,W)
The last reference frame that is used involves the runway. The reference frame has its center at the
beginning of the runway with the X-axis pointing towards the end of the runway straight through the
middle of the runway. The Y-axis points to the right and the Z-axis points upwards. See Figure 3.2.

All these reference frames will be used throughout this report. The method of changing from one frame to
another one will be discussed in Section 3.2.

3.2. Reference Frame transformations

Different reference frames are used during the simulation. The location is determined in the vertical and
runway frame, and the attitude uses the aerodynamic frame. It is important that these frames can be used
side by side, this is done by transforming the values of the vectors within those frames to the correct frame
with transformation matrices. This section explains how these transformation matrices are created, and
they are shown for the relevant reference frame transformations.

Imagine a reference frame A that is right-handed with three unit vectors [a;,a,,a3] and another reference
frame B that has a similar reference frame but with unit vectors [b4,b,,b;]1. The vectors of B can be ex-
pressed using the vectors of frame A. This is done via (Wie, 2008):

b, = Cy1a; + C1pa; + (383 (31
bz = C2131 + C22a2 + C2333 (32)
b; = C3;a; + (38, + (3333 (3.3)

C;; isthe direction cosine, the cosine of the angle between b; and a; (C;; = b; -a;). These three expresions
can also be written in a matrix form

b, Ci1 Ciz Cyz|faq a

b, | =[Cz1 Czz Cy3||az]|=Cpal 2z (3.4)
b; C31 C3p C33|\a3 as
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Figure 3.3: Rotation around the Z4-axis from reference frame A to reference frame B

Cz 4 is known as the direction cosine matrix (DCM), it describes the relative orientation of B to A. Other
terms for this are the rotation matrix or coordinate transformation matrix. It can also be represented with
Cpq:B < Aand

b,

Csa=|b2 |- (31 a 33) (3.5)

b;
It is quite obvious that since both a and b are orthogonal unit vectors that the resulting direction cosine
matrix C is an orthonormal matrix. We can therefore apply the following math

cl=cT (3.6)
cc’ =1=c’c (3.7)

Following this, and knowing that Equation 3.5 can be rewrittento C4 5 = a; - b; we can say that

02,13 = CQB =Cp4 (3.8)
C;4=CL,=Cup (3.9)

Both DCM's can be multiplied to get the transformation order of A « B < A and that an identity matrix as
in Equation 3.7 is found. This makes sense, since the original reference frame A is both used at the start
and should be the result.

It is possible to rotate around a single axis of a reference frame by using the following transformation ma-
trices:

[1 0 0
C.(61)=|0 cosf; sinh; (310)
0 —sin6; cos6,|
[cosf, 0 —siné,]
cC,(6,)=]| O 1 0 (311)
| sinf, 0 cosé; |
[ cosf; sin@; 0]
C3(03) =|—sinf; cosf; O (312)
0 0 1

TheiinC; denotestherotationaround that axis. Avisualization of thisis givenin Figure 3.3 where arotation
occurs around the third axis, usually called the Z-axis. The direction cosine matrix is the basis for the Euler
angle method as seen in Section 3.6.2. The rest of the section focuses on how to transform the different
reference frames presented in Section 3.1.
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Figure 3.4: Switching from the vertical to the wind reference frame (Mooij, 2013).

Wind to vertical frame

This transforms the wind direction into the axes of the vertical frame. yy, is the heading of the wind vector
and yyy is the flight-path angle for the wind vector. Figure 3.4 represents the transformation.

COSYw COSyy —SiNnyy COS yw Sinyy
Cvw = C3(—xw)Ca(—vw) = |SiNYw CoOSyy  COSyw  SinywsSinyyw (313)
sinyy 0 CoSyy

Trajectory to vertical frame

This transformation changes the trajectory frame to the vertical frame as seenin Figure 3.5. y; is the flight-
path angle as required for the ground speed and y, is the flight-path angle required. The subscripts of
the headings can be changed to the aerodynamic frame so that the airspeed-based trajectory frame is
calculated.

[cos ygcosy; —sinyg cosygsinyg

Cvrc = C3(—x6)Ca(—ys) =|sinxgcosys; cosys sinygsinyg (314)
sinyg 0 COS Y

[cos y,cosy, —sinys COSx4Sinys

Cyra =C3(—xa)Ca(—v4) =[Sinyacosys, cosy, sSinyssiny, (315)
siny, 0 COS Y,

Airspeed-based aerodynamic to airspeed-based trajectory frame

The difference between the airspeed-based aerodynamic and that of the airspeed-based trajectory frame
is that of the bank angle (o4) made by the plane. See Figure 3.6.

1 0 0

CTA,AA = Cl(O'A) =10 COS gy sin 0y (316)
0 —sino, cosoy

Body to aerodynamic frame
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Figure 3.5: Switching from the vertical to the ground or aerodynamic trajectory reference frame (Mooij, 2013).

Xaa- XA

Figure 3.6: Relation between the airspeed-based aerodynamic frame and the airspeed-based trajectory frame (Mooij, 2013).
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Figure 3.7: Relation between the body frame and the aerodynamic frames. (Mooij, 2013).

The relation with the body frame and the aerodynamic frame can be found with the angle of attack (a)
and the angle of sideslip (#). This can be done for both the aerodynamic frame and the airspeed-based
(subscript A) and the groundspeed-based aerodynamic frame (subscript G)

[ cosa,cosBy sinay sina,cosfy

Caap = C3(B1)Co(—ay) = |—cosaysinf, cospf, —sina,sing, (317)
—sinay 0 COS ay

[ cosagcosfB; sinag  sinagcosfg
Cacp = C3(Bs)Co(—ag) = |—cosagsinf; cosf; —sinaysinfg (318)
—sinag 0 Cos ag

The transformation is depicted in Figure 3.7.
Wind to runway reference frame

Itis required for the wind reference frame to be projected in the runway reference frame since the dynamic
equations are in this frame as well. Two initial rotations are required. The first one flips the axis around the
y-axis, such that the z-axis points upwards. The second rotates the z-axis with —90° to switch the zonal
and meridonial axis, the wind-reference system that is used switches the north and east direction.

COSYprw —Sinygw 01|10 1 O
Crww = |SiNXrw COSYgpw 0|1 0 O (319)
0 0 1110 0 1
3.3. State Variables

This section gives the state variables that are of interest during this study. The state variables are the rep-
resentation of the state of the vehicle with respect to a certain reference frame. Three different sets of
states are of interest, the position, velocity, and attitude.

Two different coordinate systems are used regularly to denote the state, these are the spherical and the
Cartesian coordinate system (Mooij, 1998). The spherical system gives an interpretable location on the
Earth with the longitude and latitude, which is beneficial if large distances are traversed. However, this is
not the case in this thesis, the simulation starts at roughly 80 kilometres from the runway. It is therefore
easier to interpret the position when using the Cartesian coordinate system using the runway reference
frame. Also, a smaller number of calculations are required to find out the next state, reducing the amount
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of time it takes to calculate the solution. There are three states that define the position in the runway ref-
erence system. These are

« x = Centerline distance
» y =Centerline offset
» z=Height

The x-position is the perpendicular distance from the centreline of the runway and the y-position is the
offset of the runway centreline. x is negative if it is before the start of the runway, positive if it past it. y is
positive if the location is to the left of the centerline, and negative if it is to the right. A 0-value means that
the spacecraftis perfectly aligned (assuming that it is pointing the right way).

The velocity vector can either be given as the derivative of the Cartesian components (x, y, ) or with re-
spect to the vertical frame as angles. The reason the latter is used is twofold. First, the variables are easier
tointerpret. Second, the computations are easier, there is less dependency between the variables (Bollino,
2006). The importance of this will become apparent in Chapter 4. The following three variables are of in-
terest

» IV =Velocity
« y =Flight-path angle
e y =Heading angle

The velocity is equal to the velocity on the ground with respect to the vertical frame (Mooij, 2013). The di-
rection of the velocity vector is defined with two angles. The flight-path angle is the angle between the
velocity vector and the local horizontal. This angle ranges from —90° to 90° and it is negative when the ve-
locity vector points below the horizon. The heading angle is defined as the angle between the projection
of the velocity vector on the local horizontal and the local north direction and the angle ranges from —180°
to 180°.

The attitude of the vehicle is defined as the orientation of the body-fixed reference frame with respect to
an external reference frame (De Ridder, 2009). There are two popular methods that define the attitude,
Euler angles (defined in Section 3.6) and quaternions. Each method has its own specific advantage. Euler
angles have interpretable values if used in the right reference frame. Quaternions are harder to interpret
and extra calculations are required to visualise the results. The advantage of quaternions however, is that
there are no singularities, and that the computations are linear instead of non-linear, which results in faster
computation times (Singla et al., 2005). Euler angles are chosen as the attitude representatives due to the
facts that the singularity is not reached during re-entry and that these are easy to interpret. A specific set
of Euler angles are the aerodynamic angles, these are

* a = Angle of attack
e [ =Sideslip angle
e g =Bankangle

The angle of attack is positive for nose-up attitudes, the sideslip angle is positive for nose-left attitudes,
and the bank angle is positive when banking to the right. The angle of attack and bank angle ranges from
—180° to 180°, the sideslip angle ranges from —90° to 90°.

3.4. Environmental Models

The environment around the spacecraft is of major importance during the re-entry on Earth. The gravita-
tional acceleration experienced by the vehicle is calculated here, as well as the atmospheric model that is
used. The landing takes place at Kennedy Space Centre, the local wind conditions around that runway are
also given.

3.4.1. Gravitational Model

One of the main forces acting on the spacecraft is that of gravity. The magnitude of this force depends on
the position around the globe. The trajectory analysis focusses on trajectories using the flat-Earth approx-
imation that are created to land the spacecraft at Kennedy Space Center. It is not a valid strategy to take
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the nominal value from the equator, the difference can be a few percent. The requirement is thus that it
should be calculate the gravitational acceleration at any point around the Earth at a certain height with an
acceptable precision.

The gravitational acceleration is calculated using Newton'’s law of gravitational acceleration (Wakker, 2015)

u

Rz (3.20)

g =
where u is the gravitational parameter and R the distance from the spacecraft to the centre of the Earth.
The value of u depends on the location on the Earth and the largest difference is noticeable when one
moves from north to south or vice versa. This is due to the eccentricity of the Earth’s surface. The radius to
the centre of mass of the Earth is approximately 21 kilometres lower than at the poles than at the equator.

u can be calculated with
2
3 R, .
U=poll—=Jol =— | Bsin“6-1) (3.21)
2 R

Uo is the standard gravitational parameter at the equator, J, is the second zonal harmonic coefficient, R,
the equatorial radius, R the radius of the Earth at the runway, and § is the latitude. The surface radius is
calculated with

Rs = R,(1 — esin?§) (3.22)
The following constants were used
» ¢=0.0033528
e R, =6378106m
e J, =—1.08263529-1073
o 1y = 398600.4418 - 10° m3/s?
The distance from the spacecraft to the centre of the Earth’s mass is simly calculated with
R=R;+h (3.23)

Itis possible to calculate g with higher precision but the flat-earth induces a larger error since the curvature
of the Earthis not taken into account. Therefore, this is not required. It is assumed that the location around
the runway has a constant gravitational parameter.

3.4.2. Atmospheric Model

The atmospheric model used during all the simulations is the US76-model from NOAA et al. (1976), it is an
international defined standard that can be used for first-order analyses . This section is a summary from
this reference. The model works up to an altitude of 86 kilometres, well within our limit, and it calculates,
but not limited to, the temperature, pressure, and atmospheric density. The model can also include other
elements, such as temporal variations, but that is outside the scope of this thesis. The air is assumed to
be completely homogeneous and dry up to 86 kilometres and it can therefore be assumed that up to that
height that the atmosphere is a perfect gas, which means that the ideal gas law can be used, as well as the
hydrostatic equilibrium theory.

The height thatis used in the calculations is not the geometrical, but the geopotential altitude, symbolised
with z. The difference between the two is that the geopotential altitude assumes that the gravitational
acceleration (g,) is constant throughout the atmosphere, found at 45.5° latitude, with a value of 9.80655
m/s?. The geopotential altitude is calculated with

(3.24)
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Table 3.1: Different layers of the atmospheric US76-model (NOAA et al., 1976).

Layer Geopotential height Temperature gradient Temperature atinterval Pressure at interval

z; [km’] Ly, [K/km'] T; [Kelvin] p; [Pascal]
0 0.0 -6.5 28815 101325
1 1.0 0.0 216.65 226321
2 20.0 +1.0 216.65 5474.89
3 32.0 +2.8 228.65 868.019
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Figure 3.8: Atmospheric properties according to the US76-model.

with the radius of the Earth being R, = 6356.766 km. The geopotential altitude can be split into multiple
intervals,| orlayers, as seenin Table 3.1, up to an altitude of a little bit more than 84 kilometres, the subscript
i refers to the initial altitude of an interval. The first atmospheric variable, the temperature, is calculated:

T=T,+L,(z~z) (3.25)

L,, is called the thermal lapse rate and T; is the temperature at the beginning of each layer, as seen in Table
3.1. There are two ways to calculate the static pressure, the method differs whether the thermal lapse rate
is zero or not. If this rate is zero then,

—90(z —z)
p = p;exp [—RTi ‘ (3.26)
in which R is the universal gas constant and for intervals in which the thermal lapse rate is not zero
g0
_h 3.27
P=ni Ti+LZi(Z_Zi) ( ' )

with p; the pressure at the beginning of each interval. Finally, the density can then be calculated with the
equation of state

p=r (3.28)

The results can be seen in Figure 3.8.

3.4.3. Wind Model

A wind model is included to establish the robustness of the chosen controllers. The vehicle’s response
to atmospheric disturbances can determine whether the flight remains safe within the operational lim-
its, both for the, but not limited to, the structural integrity and the guidance and flight control design, this
thesis shall only discuss the latter. The handbook for atmospheric disturbances (Johnson, 2008) provides
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various models that can be used to simulate the wind velocity up to an altitude of 28 kilometres. This sec-
tion uses this handbook, as it is used by NASA for preliminary studies regarding the design of aerospace
vehicles.

Two types of models exist to create wind profiles: synthetic (both scalar and vector) and measured profiles
samples. The oldest method is that of synthetic profiles. It provides a reasonable approach when simu-
lating not only the wind speed, but also gusts and wind layers. The measured profile samples are created
by various methods and sensors such as the rawinsonde, radar wind profiler, rocketsonde, and radar. A
large amount of measurements is required in order for this method to be viable, therefore, a great amount
of measurements were performed at the Kennedy Space Centre (KSC), enough to perform statistical anal-
yses of the temporal and height variations, these are also called range reference atmospheres.

The general method presented here is the meteorological coordinate system and it does not calculate the
magnitude of the wind, but rather just two components. The zonal wind is depicted with the symbol u with
the positive direction is eastwards and the meridional wind is given as v with the positive direction north-
wards, as seen in Figure 3.9. Vertical wind shears are not taken into account in this system.

A combination of the two methods is proposed here. The samples shall be used to test the response of
the vehicle to the steady-state wind, and the synthetic profiles to create gusts, to test the guidance and
control limits. The steady-state wind is a nominal wind profile that has been created by combining over
1,800 different profiles measured throughout the year. Table 3.2 provides these values. Linearinterpolation
isusedto calculate theintermediate values. It can be seenthatthereisalarge amount of wind at an altitude
of around 12 kilometres, which is the subtropical jet stream, something that is prevalent throughout the
year and therefore has to be taken into account. Awind gust is simulated with the NASA 1997 Discrete Gust
Model. This method creates a sinusoidal-like gust calculated with

y=tn(y nd 3.29
== —cosa (3.29)

in which 14, is the wind magnitude, d is the height of the gust, and d,,, is the gust half-width. This formula
isonlyusedif 0 < d < 2d,,. Figure 3.10 shows two different results. The left figure shows only the nomi-
nal wind as seen in Table 3.2, the right figure has a gust superimposed on the steady-state wind. The gust
has a maximum has a gust magnitude of 30.0 m/s at a height of 12,000 m with a distance of 3000 m. The
heading angle of the gustis 45°. Thisvalue would be seen asan extreme value butitis purelyasanexample.

The wind should still be converted to the wind reference frame. This is all rather easy, especially since the
magnitude is already known. The new wind angles are

Vu? + p?
Yw = arccos — (3.30)
_tan<”> (3.31)
Xw = I .
The wind is also represented in the vertical frame. This is done with
W,=u (3.32)
W, =v (3.33)

W, =w (3.34)
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Figure 3.9: The wind reference frame (Johnson, 2008).

Table 3.2: The mean wind values at Kennedy Space Center throughout the year (Johnson, 2008).

Altitude [km] u[m/s] v[m/s]\AItitude[km] ulm/s]l vIm/s]

0 -0.54 -0.64 14 25.71 -0.62
1 2.84 1.31 15 22.63 0.29
2 6.27 1.58 16 20.40 0.86
3 9.00 1.80 17 17.38 0.90
4 12.39 2.34 18 13.84 0.98
5 16.10 3.00 19 8.59 0.97
6 19.46 3.61 20 3.67 0.71
7 22.59 423 21 0.99 013
8 25.79 4.56 22 1.79 -0.42
9 28.83 448 23 1.03 -0.26
10 3116 3.65 24 2.45 0.06
1" 31.56 2.02 25 414 0.42
12 30.98 0.52 26 497 0.64
13 27.80 -0.38 27 5.86 1.26
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Figure 3.10: The results of the wind models with on the left side the steady-state wind, a gust is added on the right side.
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3.5. External Forces and Moments

Three different types of forces and moments are usually to be considered when it involves re-entry, these
are of the aerodynamic, gravitational and propulsive kind (Mooij, 1998). The last one, propulsive, shall not
be used. This is because the Horus has no propulsion when it is re-entering the atmosphere. Other forces
such as magnetic forces and solar radiation are ignored, their magnitudes are significantly lower than the
remaining two. Figure 3.11 represents the forces and moments acting on the centre of mass in the body
frame.

One of the main forces working on the vehicle is that of the aerodynamic force. The well known equation
is given as

—-D _CDquef
Faaa=| =5 |=| —CsqSrer (3.35)
-L _CLquef

The forces are divided into three directions: the drag D, side force S and lift L. The forces are given in the
airspeed-based aerodynamic frame. The forces are thus pointed in the negative direction with respect to
the frame. The variables in Equation 3.35 are defined as

1
q= 5P 72 = dynamic pressure (N/m?) (3.36)
1, = airspeed (m/s) (3.37)
Srey = aerodynamic reference area (m?) (3.38)

The coefficients Cp, Cs and C;, are functions of the Mach number, aerodynamic angles, and the deflec-
tion angles of the aerodynamic surfaces. How the coefficients are calculated is found in Section 3.8. The
aerodynamic forces can also be defined in the body frame. Either by transforming it to this frame, or the co-
efficients are given in this frame. The transformation can be achieved by using Equation 3.17. This results
in

X CXC-ISref
Fap=|Y |=| CyGSrer (3.39)
A CZquef

The forces are located on reference points, which is usually not in the centre of mass of the vehicle. This
means that a moment, in the body frame, is generated, that is given by

My =Tem X Fap (3.40)

T.m IS the distance between the reference points and the centre of mass. The force created by the thrusters
are a prime example when this is used. The aerodynamic moment is given by

L ClC-I_Srefbref
Mayp = | M | = | CnGSresCrer (3.47)
N quSrefbref

with £ as the rolling moment, M as the pitching moment and V' as the yawing moment. b,..r and ¢, are
the aerodynamic reference lengths. The total aerodynamic moment vector is then

MA,B = MAF,B + MAM,B (342)
The gravitational force that is effecting the vehicle is equal to
Fgr =mg (3.43)

m s the mass of the vehicle and g is the gravitational acceleration vector working on the centre of mass of
the vehicle. The value of g is calculated in Section 3.4.
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Figure 3.11: Overview of the aerodynamic forces and moments (Mooij, 1998)

3.6. Equations of Motion

This section discusses the motion of the vehicle, both how it moves around in the atmosphere and the
rotation of the vehicle. It is assumed that the vehicle can be modelled as a point mass, a point that is the
centre of mass of the vehicle. This section starts of with describing the general equations of motion, before
splitting that up into the translational and rotational motion. The effect of wind on both types of motion is
discussed last.

3.6.1. Translational Motion

Different types of equations of motion exist, from spherical to flat Earth equations (Vinh, 1981). It is benefi-
cial to make proper assumptions to choose the correct set and simplify these equations when it is allowed.
The path followed in the terminal area traverses a small part of the Earth, this means that the effect of the
curvature of the Earth is relatively small in a small time-frame. The flat-earth approximation will therefore
be used. The derivations of the equations of motion in the vertical reference frame are given in (Bollino,
2006). A graphical representation of the variables given here are seen in Figure 3.12. Two different sets of
equations are given, the first one in which sideslip is equal to zero (8 = 0) and the second one in which
there is sideslip (8 # 0). The first set is (Bollino, 2006)

xg =Vcosysiny (3.44)
Yg =V cosycosy (3.45)
zg=h=Vsiny (3.46)
v, = b [ (3.47)
g == —gsiny .
. Lcoso g
Vg = "V cosy (3.48)
. Lsino
Xg=——— (3.49)

mV cosy
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Figure 3.12: An overview of the different elements in the vertical frame. (Mooij, 2013)

and the second set, with sideslip (Bollino, 2006):

xg =Vcosysiny (3.50)

yg =V cosycosy (3.51)

zg=h="Vsiny (3.52)
. 1

V, = E(Ssinﬁ—Dcosﬁ)—gsiny (3.53)
1

Yg = s (Lcosag —DsinBsinog —Scospsino) — %cosy (3.54)

1
Xg = m(Lsina+Dsinﬁcosa+$cosﬁcosa) (3.55)

These equations are altered to be in the vertical reference frame that is used here in which the heading
angle is zero when it points north. The definition used in (Bollino, 2006) was that a zero degree heading
angle points east.

3.6.2. Rotational Motion

The second type is that of the rotational motion which shall be further discussed here. This motionis in-
duced by adding a moment to the c.o.m. which then causes a rotational acceleration. It is assumed that
the body is rigid and that there is ho change in mass. The Euler equations are (Mooij, 1998)

o=1"Myy —wXIw) (3.56)
with
M = (My, My, MZ)T Sum of external moments about the body axis (Nm)
Ixx _Ixy _Ixz
=1y -1, -1y, The intertia tensor of the vehicle (kgm?)
_Ixz _Iyz Izz
w = (p, q,r)T Rotation vector of the body frame with respect to the inertial frame, ex-

pressed in components along the body axes [rad/s]

The tensor can be simplified since Horus has a plane of mass symmetry in the XzYg-plane, in short, this
means that the inertial tensor can be simplified by setting I, = I, = I, = 0. Equation 3.56 is then
solved into the following set of equations
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I I Lx = Lyy +1,,) 1 Ly — I, — I

}5 _ IZ*Z Mx n %Mz n ( xx y};* zz) xzpq + ( vy 2;3 zz Xz qr (3.57)
M I I,,—1

g= I_y + Iﬂ (r2 —p2) + gpr (3.58)
yy yy yy

;= I,xf M, + I;_sz e Iyﬁ et lor g (s * Iy,y* ~laa) L qr (3.59)

with I" = I, I,, — I%,. The value of I, is relatively low and it can be assumed that HORUS is rotationally
symmetric along the Xg-axis. The set of equations can then be simplified into the following dynamical
equations (Mooij, 2013)

Mx (Iyy _Izz)

p=—+2 " ar (3.60)
Ixx Ixx
M I, —1

g=7>+ ez = L) = ) (3.61)
yy yy
M, (-1

F=—2+ Uax ”)pq (3.62)
IZZ IZZ

There are at least two consequences due to this simplification. First, the linearisation of the attitude dy-
namics becomes a lot easier, which will be found in Section 3.7. Second, there is less correlation between
the different variables, which means that the pseudospectral method requires less time to find the optimal
solution.

The differential equations are stated in (Mooij, 2013)

L—mgcosycoso

t=q—(pcosa+rsina)tanp — 3.63
@=q—(pcosa+rsina)tanp mV cos B (3.63)
F . S+mgcosysing (364)
=psina—rcosa — .
p a—r a -~
. pcosa+rsina L—mgcosycosa Lsing + Scoso
g=- - tanf + ——  tany (3.65)
cosf mV mV

Thereisaclearrelation between a and g, the longitudinal and lateral motion are thus coupled. Most studies
assume that the lateral motion and longitudinal one can be decoupled from each other. This assumption
is valid if the aerodynamic angles a and ¢ are relatively small. It is doubtful whether this is the case with
re-entry vehicles due to their unusual shape and high angle of attack. Horus enters the terminal area with
an angle of attack of roughly 20 degrees, it is therefore safe to assume that coupling effects do occur and
should be taken for granted.

The initial values of the angular rates are dependent on different variables such as the angle of attack,
velocity, and flight-path angle.

Jo . . Lo .
Do = 70 COSYySinag sinag + m_Vo tany, sinog cos a, (3.66)
Lo Jo
= —— — — C0S ), COS 3.67
qo mly Y, Yo Oo ( )
TH = _9eo COSYyp Sinagy cosay + L—O tanyy sinog sin ag (3.68)
Vo m

This insures that alpha, beta, and sigma start as 0 and that the flight is stable, if properly trimmed.

3.6.3. Wind Equations

One disturbance that has not yet been put in equational form in this chapter is that of wind. The transla-
tional and rotational dynamics have so far not taken into account any of this, something that can severely
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alter the trajectory of the vehicle as well as the aerodynamic properties due to a change in which the di-
rection of the wind is coming from. The wind is generated by using the models discussed in Section 3.4.3.
Itis thus assumed that the direction of the wind is known, as well as the magnitude. The wind is modeled
with wind velocity components in the vertical reference frame (W, W, ,W;).

The effect on the kinematical equations are (Bollino, 2006)

Xg =V cosycosy+ W, (3.69)
Yg =V cosysiny + W, (3.70)
zg =Vsiny + W, (3.77)

And the effect on the dynamical equations of motion is (Bollino, 2006)

. 1 . .
Vg =—— (Ssing —DcosB) — gsiny — (W, cosy + W, siny) (3.72)
1 1,. .
Vo= (Lcoso —Dsinfsing —Scosfsing) — §c03y+ 7 (W, siny + W, cosy) (3.73)
. 1 . .
Xg = mVcosy (Lsing + DsinBcoso + Scosp coso) (3.74)

The effect of the wind on the rotational motion is calculated differently. The wind is transformed from the
vertical to the body frame in order to calculate the disturbed aerodynamic angles. The body axis rates are
summed up with the wind (Bollino, 2006)

u=u,+ Wy, (3.75)
v=v, + Wy, (3.76)
w=w,+ W, (3.77)
with the velocity vector defined as

V =+u?+v2+ w? (3.78)

These new axis rates then allow for the new aerodynamic angles to be calculated
= tan~t (Y) (379)

u

By = sin”? (;) (3.80)

This allows for the calculation of the aerodynamic coefficients, which should be the F,a frame.

3.7. Linearised Rotational Motion

This section shalllinearise the rotational equations of motion. The reason that thisis requiredis that classi-
cal control methods such as the linear quadratic regulator (LQR) or other control methods that also require
that the system has equations of motion that are Linear Time Invariant (LTI) (Mooij, 1998). The eigenvalues
and eigenvectors that describe the open-loop motion can only be calculated if the system is LTI. The rest
of this section is based upon equations found in (Mooij, 2013), but the equations here are limited to the
rotational motion only.

The outcome of the linearisation is a set of coupled linear differential equations, written as (Mooij, 2013)
Ax = AAX + BAu (3.81)

where Ax € R" is the error state vector, Au € R™ is thenoise input vector, A € R™ x R" the system or state
matrix, and B € R™ x R™ the input matrix. The system and input matrix can be derived from the non-linear
equations of motions with

S5f1 6f1
ox1 "t Sxp

A=| : : (3.82)
Sfn 8fn
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and
8f1 8f1
ou; 7 Suy
B=| : : : (3.83)
Ofn 8fn
Suq "t buy

The functions are evaluated at the nominal conditions.

The linearisation of the states and controls is done by using Taylor series. This method is a useful tool when
itis required when differentiable functions need to be linearised. if there is a function y with variable x then
the Taylor series look like

f" (x0)
2!

"(xo)

n!

(xo —x)% 4+

y = f(xo) + f'(xo) (xo — %) + (xo — )" (3.84)

Itisusually the case that the series are stopped whenn = 1, higher derivatives are then depicted with O(n),

meaning that the higher-ups are ignored. Higher order-terms can often be ignored due to their lower value,
whichis alsothe case here. Itis also usually the case that more variables are involved, the Taylor series then

become
- +Zax°A +1ZZ %0 ) 3.85
y = f(xo) o T2 0.2 3xdx; x;Ax (3.85)
i i J

where i and j are any of the variables present within x. The continuation of this series can easily be de-
duced from the single state Taylor expansion.

The rotational motion is thus linearised with the first-order Taylor series. The basic formis

p =po +A4p (3.86)
q=qo+Aq (3.87)
r=1+Ar (3.88)
a=ay+Ax (3.89)
B =po+A4B (3.90)
=09+ Ao (3.91)

The subscript 0 means in this context the nominal state. The nominal rates of the rotational vector are
calculated with

and the nominal state of the aerodynamical angles are given by the guidance system. It can be said that we
are not per seinterested in the states itself, butin the deviations from the nominal state, since the goalis to
minimize these deviations. Having nominal states also means that there are nominal aerodynamic forces
and moments, and deviations thereof. How to calculate the deviations from the states is shown below:

. _AM,
Ap = (3.92)
IXX
. AM,,
Ag=—2 (3.93)
Iyy
. _AM,
A7 = (3.94)
IZZ
Aa =Aq — iAL _9 COS Yy SinggAc (3.95)
mlby 4
: . AS  go
AL =sinayAp — cos ayAr — m_VO - 70 COS Yy, COS gyAa (3.96)
AG = — cosayAp — sin agAr — i _ 9 COS Y,y COS Ty |AB...
my
tanyp . .
+ (singyAL + cos oyLyAo + cos gyAS) (3.97)

0
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The nominal position (Ry), velocity (1), and flight path angle (y,) are calculated seperately anditisassumed
that these variables remain constant.

These equations contain the force and moment variations that can be converted in functions that have
state and control variables. The Equations 3.114-3.113 show the effect of different aerodynamic compo-
nents on the coefficients. The drag-, side- and lift-force are functions of the state and control inputs of the
spacecraft. The functionsarelinearisedinto AD, AS,and AL and afew assumptions are made along the way.
The drag caused by the rudder only becomes noticeable when the deflectionis 30° or higher, itis assumed
that the deflection does not reach that number, so that coefficient is neglected. The elevon does have a
non-negligible contribution at angles above ten degrees and lower speeds. This however hardly happens
according to (Mooij, 1998) and it can therefore be ignored. The change in drag can then be written as

acp _
AD = ——=GoSrerla (3.98)
The sideslip and lift forces also ignore the deflection of the control surfaces resulting in
dCs _
AS = 3B = GoSrefAB (3.99)
acy, _
AL = P ——qoSrefAa (3.100)

The variation of moments consist of two parts, that of the aerodynamic one and of that of the moment
generated by the reaction control system

AM, =AL + AMy,, (3107)
AM,, =AM + AM7,, (3102)
AM, =AN + AM;, (3103)

The thrusters are already control variables so these do not have to be converted. The aerodynamic con-
tributions however is not and has to be treated in the same way as the forces just calculated. The control
surfaces this time are not neglected since that would nullify the effect of the actuators. The result is

aC, ac,
AL == 7 =5 Q0Srerbres OB + 7 5 ~—LGoSresbresAd, (3104)
0Cy, _ aC, _
AM =qusrefbrean + quSrefbrefASE (3.105)
oC, _ aC, _ ac, _
AN =_q05refbrefAﬁ + _qOSrefbrefA5r + _qOSrefbrefA6e (3.106)
Y a5, as,

All the equations are combined below for clarity

. _ 1 (10aC _
Ap = 3B — AL + a | GoSrefbrer + AMy 5 (3.107)
) 1 C acm .
Ag =E %Aa + a—(SeAée qoSrefbref + AM7,, (3.108)
1 ac, ac, ac, .
Ar :E B AL + O_&Adr + EASQ qOSTefbref + AMr, (3.109)
1 9Cy _ 9o .
Aa =Aq — —a—qOSTean A COS ¥y SinggAc (3.110)
0
. ) 1 0Cs _
AB =sinayAp — cos ayAr — V 3B = GoSrefAB — 2% cos Yo COS 0yAc (3111)
4
. . 9o Lo
Ac = — cosaygAp — sinagAr + | = cosy, cosag — — | AB...
4 i
tan Yo . BCL _ aCS -
- singg %qosrean + cosagLgAo + cos UOWCIOSrefAﬁ (3.112)

these equations are combined into a state space system in Appendix A.
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3.8. Reference Vehicles

This section deals with the basic characteristics of both RV-W, that are required for the further development
of the guidance and control method.

3.8.1. HORUS

Thefirstreference vehicle is the HORUS. The reason for choosing this spaceplaneis quite straightforward, a
lot of research has been performed in the astrodynamics department of the Delft University of Technology.
this research includes, but is not limited to, the following: (Mooij, 1998)(Papp, 2014)(De Ridder, 2009)(Lam-
mens, 2015). The available data generated by these references can be used to validate the simulation.
Basic characteristics of HORUS are given in Table 3.4.

Having a proper aerodynamic database is important in terms of how the vehicle reacts to the surrounding
atmosphere, and to what moment is generated by the control surfaces when it is deflected by a certain
amount. How to calculate the coefficients for the HORUS is given by (Muller, 1988) and is repeated here for
good measure

CL :CLO + ACLe,l + ACLb + ACLe,T‘ (3113)
Cp =Cp, + ACp,, + ACp,, + ACp, + ACp,, + ACp,, — Cp, (3114)
aCs aCs aCs
Cs=ACs  +ACs. +ACs  +ACs, +|A[==) +A(=) +a(l=—=]| |[p (3115)
Tl el rr er 6‘8 o 6,8 ol 6,8 or
Cim =Cing + ACpy,, + ACy, + ACpy, | (3116)
Cn =ACp,, + ACp,, + ACy, +AC,  + .
ac ac ac ac ac
A(—"> +A<—”) +A<—”> +A<—"> +A< ") lﬁ (3117)
6‘8 0 aﬁ Tl 6‘8 el 8‘8 er aﬁ rr
dCs
Ci =BGy, +8C,,, +( 55 0 p (3118)

All the functions are either a function of the angle of attack (a), the Mach number (M), and for cases that
involve a control surface, that specific deflection angle (§). A more specific list is given in (Mooij, 2013).
Both the lift and the drag coefficients can be simplified to assume that the lift and drag coefficients are
close to the trimmed state. The lift coefficient is therefore simply reduced to

CL = CLtrim (3119)

The drag coefficient becomes
CD = CDtTim - CDh + CDSPB (3120)

Viscous flows at altitudes below 20 kilometres reduce the drag and the speedbrake is present during the
subsonic phase, where both the rudders that act as the speedbrakes are set to 15°. Both coefficients have
been generated using the tables from De Ridder (2009). The aerodynamic data used in the simulation in
De Ridder (2009) were made using linear interpolation. Optimisation programs are unable to deal with the
sudden changes in the jacobian that are created if inputs use discrete data. Anew method to calculate the
aerodynamic coefficients had therefore be devised. Three methods were tested: third degree polynomi-
als, cubic splines, and hermite cubic splines. The datais divided into a subsonic, transonic, and supersonic
part. The challengeis therefore not only to find aright fit, but also to match the values and derivatives at the
transition phases. The polynomials were generated with some overlap of the adjacent tables to increase
the fit. Both the fit and the derivative are bad, but the computation time required is very small. The cubic
splines were more successful with both the fit and the derivative. The best result was found using Hermite
splines.The coefficients calculated this way are approximately twenty times more expensive than with lin-
ear interpolation. The results for a continuous angle of attack of 7.5° can be seen in Figure 3.13. Both the
cubic splines and Hermite cubic splines had a continuous first derivative.
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Figure 3.13: Three different interpolation techniques to calculate the lift coefficient for an angle of attack of 7.5 degrees.

Table 3.4: Some characteristics of HORUS-2B. (Helmersson, 1988)

Total vehicle length 25m

wing span 13m

wing chord 23 m

wing area 110 m?
re-entry and landing mass 26029 kg

Tox 119,000 kgm?
Iy, 769,000 kgm?
I,, 806,000 kgm?

The aerodynamic database is splitinto three segments, supersonic, transonic, and subsonic. Each database
is limited by a certain angle of attack, with the transonic database being limited to an angle of attack of 10°,
which coincides with the structural limitation during this phase (Helmersson, 1988). The corridor is thus
narrow in the transonic region, in which the controllability of the vehicle is limited. The Cp,, . = coefficients
are given as a function of L/D. There is an asymptote towards infinity at an edge moving from the lower
transonic angle of attack at around 1° degree towards 5° at the end of the supersonic region where the
coefficients switch sign from positive to negative. This region should be avoided to improve the optimal
solution convergence. The angle of attack corridor is limited to the data points given in Table 3.5, and the
points are connected using Hermite interpolation. Another problem that this poses is that pseudospectral
methods are not able to cope with varying boundaries, therefore, the angle of attack corridor is mapped to
the [0, 1] domain by performing linear scaling

G = _O” Amin__ (3127)

Xmax — Xmin

3.8.2.X-38

The second reference vehicle is the X-38, of which an extensive aerodynamic database is available. The
X-38is depicted in Figure 3.15 and the required characteristics are shown in Table 3.6.

The X-38is controlled by moving 4 control surfaces. Two of which are the elevon, the other two are rudders.
There is a left- and right-version of each one. The elevator-,aileron-, rudder-, and speedbrake-deflection

Table 3.5: Angle-of-attack limits by Mach number (De Ridder, 2009).

Mach ‘ 0 0.75 095 1.2 1.5 2.0 3.0 5.0

@max | 300 300 100 10.0 155 225 325 45.0
@min | 00 00 30 30 30 35 65 100
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Figure 3.14: The Horus 2B-7 reference vehicle (Mller, 1988)

are calculated with

8e = 0.5(8¢,; + ber) (3122)
8a =0.5(6¢1 — ber) (3123)
8, = 0.5(8,1 + 6r) (3124)
Sspor = 0.5(8r1 = 8rr) (3125)
(3.126)

The speedbrake is already used during the trajectory generation phase. The other three will be used in the
attitude control chapter.

The lift and drag coefficients are calculated with (Dassault, 2001)

Cp = Cpraos + ACLe + ACy sppr (3127)
Cp = Cpyos + ACp e + ACp sppr (3.128)

The basic lift coefficient assumes that the elevons have an extension of 20 degrees during the terminal
area. The other two coefficients are based on the extension of the elevon and the speedbrake, both coef-
ficients are ignored for now, due to their lower values. All the coefficients also assume that the hatch that
releases the parafoil is closed. The aerodynamic coefficients used for attitude control are (Dassault, 2001),

Cs = (Cs,, (@ M) + ACs, (@, M, 60))B + ACs, (o, M,8,)Aa + ACg, (a, M)A (3129)

C1 = (Cimgy (@ M) + ACy, (@, M, 8))B + AC,, (.M, 6c)Aa + .. (3130)
+ ACy, (a, M)AT + (Cy, (M)p + Cy, (M)T) L;ef

Cm = Clyoy (@ M) + AC, (@M, 80) + ACm, (@M, 85p) + Cy, (M) LrVef (3131)

Ci = Crgo (@B, M, 8¢) + ACpy (@, M, 8)Aa + ACy; (a, M)AT + (Cop (M)P + Cp, (M)r)LTTEf (3132)

It can no longer be assumed that the sideslip angle g is zero when attitude control is introduced, as was
donewhen calculating the reference trajectory. The other coefficients presented here should be controlled
suchthat g is minimised atall times. The cubic Hermite interpolation methodis used to calculate the values
of the coefficients, as was done with the HORUS. The angle-of-attack corridor is constant, the minimum
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Table 3.6: Some characteristics of X38 required for attitude control.

Reference surface area 24.15 m? (Georgie et al., 2002)
Reference length 8.37 m (Georgie et al., 2002)
re-entry and landing mass 7977 kg (Georgie et al., 2002)

Ly 10,968 kgm? (Georgie et al., 2002)
Iy 35,116 kgm? (Georgie et al., 2002)
I,, 39,589 kgm? (Georgie et al., 2002)
Axcp 0.5154 m (Juliana, 2003)

Ay, 0.00112 m (Juliana, 2003)

Az 0.3069 m (Juliana, 2003)

Saef 30 deg/s (Juliana, 2003)

value is —14° and the maximum value is 40°. The moment reference point is not on the X-axis center-line,
but slightly to the right. A constant non-zero rudder deflection is therefore required when stabilising the
RV-W.
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Figure 3.15: Shape of the X-38 vehicle (Georgie et al., 2002).
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Pseudospectral Methods

This chapter introduces the concept of pseudospectral methods and how it can be applied to problems
with non-linear differential equations. Chapter 5 shall give an introduction to various numerical methods,
all of which shall be used here.

Two branches exist in optimal control theory, the direct method and the indirect method (Rao, 2009). Both
have different philosophies as how to solve a problem, but both convert the problem into a non-linear pro-
gramming problem (NLP). NLP is a method that discretises a function into several nodes. These nodes are
then connected using differential equations. Direct methods optimise the cost function by changing the
control inputs directly. Indirect methods solve the problem by converting it to a boundary value problem
in which there are several nodes that all should satify the boundary conditions or interior point conditions.
The calculus of variations is used to transform the optimal control problem into a Hamilton boundary-value
problem. Direct methods have the advantage that the problem transcription is usually small which reduces
the complexity of the solver. Two major downsides are that the computational power increases rapidly
when the number of nodes or variables are increased, and that it cannot be calculated that the solution is
actually the optimal solution. The introduction to optimal control is given in Section 4.1 and the introduc-
tion to NLP in Section 4.2.

The functions of this method are based on Lagrange polynomials and the selection of the location of the
nodes is based on Gaussian quadrature rules. This provides a faster, exponential convergence rate com-
pared to more traditional direct methods. It is a concept that was first introduced by Chebyshev in the
1980s. No analytical solutions have been found as of yet to solve a feedback closed-loop simulation, this
is because the Hamilton-Jacobi-Bellman equation has to be solved. A problem which becomes harder to
solve analytically as the problem increases in size, since the dimensions of the equation increases. An
alternative to find this closed-loop solution is to solve the problem online and open-loop. The fast conver-
gence rates of PSM is capable of generating the solution real-time. However, two disadvantages are that
the method cannot deal with problems that have discontinuities or singular arcs, but both are not present
during the re-entry of the atmosphere.

Diagram 4.1gives an overview of the processes involved to calculate the solution using PSM. The rest of this
introduction shall introduce the concepts mentioned in the boxes, and it will refer to the section where in-
formation about it can be found if required.

There are a few statements required at the beginning of the trajectory of calculating the solution, these
are given in the "Set variables"-box. The main part that defines the problem is the non-linear dynamic
equations and the cost functionrelated to the states calculated with the dynamic equations, the variables.
These variables are limited by certain boundaries, the lower and upper limit, those are also given here. An-
other variable not directly associated with the dynamic equations is time, this can either be set fixed or
loose by providing the boundaries. The variables also require a starting point, and a final point which is
an approximate of the solution.The last important part is that the number of nodes are given, this mainly
defines the accuracy of the solution and the computation time. These statements are the minimum re-
quirement in order to be able to solve the non-linear problem. It is possible to add extra elements such as

43
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Figure 4.1: A diagram that shows the processes involved to calculate a solution using pseudospectral methods.

dynamic constraints, maximum acceleration, or by changing the accuracy of the solution. The rest of the
solving procedure is independent from the user.

The next blocks are dependent on the location of the nodes within the [-1, 1] domain are calculated. There
arevarious types of node locations, these are found in Section 4.3, and the derivative of each pointis called
the Radau differential matrix, how to calculate both is found in Section 4.4, this is a section that also intro-
duces the basic mathematical concepts of PSM. All of the nodes each has its own set of variables, and
these are limited by the lower and upper boundaries, these can now be specified. The set of variables at
each node also has a certain initial state which has to be approximated beforehand in order to find the
correct local optimum. This approximation can be calculated by using linear interpolation or by having an
old solution which is somewhat close to the optimal solution. Using an old solution greatly reduces the
required computation time.

It is required for a problem to be scaled if the variables vary with several orders of magnitude, it is then
too ill-conditioned. The scaling procedure is given in Section 4.6. There are two versions of the program,
one with and one without scaling. The last step before the computation of the solution is that not all of
the variables, or their derivatives, of the problem need to be calculated, how this is determined and used is
found in Section 4.7. The non-linear problem can now be solved using SNOPT (Gill et al., 2008). The scaling
of the problem is removed once the solution has been found, and then finally the nodes are connected to
each other using cubic spline interpolation during post-processing which then allows for the figures to be
created.

The chapter ends with two examples in Section 4.8 to give a bit of feeling to the reader of what can be
achieved when using PSM.

4 1. Introduction to Optimal Control

Itis important to discuss the basics of optimal control before PSM is further investigated. The objective of
optimal control is to find the state and control of a certain problem that optimises the performance index
while staying within the boundaries of the constraints imposed on the system (Garg, 2011). This section
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shows how this problem is defined in an analytical way, to better understand the following sections where
the optimal control problem is discretised.

An optimal control problem can be written down mathematically in the following way

ty
J = ®(X(to), to, X(tp), t) + | PX(D), u(®), t)dt @
to
subject to the following dynamic constraints
x(t) = f(x(t),u(t), 1) (4.2)
the boundarx conditions
d(X(to), to, X(tr), tr) = 0 4.3)
and the inequality path constraints
Cx(t),u(t),t) <0 (4.4)

where x(t) € R" is the state, u(t) € R™ is the control, and t € [to, tf] is the independent variable. The
cost function consists of two terms: First is the Mayer cost, ® : R™ X R X R® X R - R, and second, the
Lagrangian g : R™ x R™ X R — R. The dynamic function f has dimension R® x R™ x R — R™ which
defines the dimensions of the dynamic constraints, C : R™ x R™ x R — RS and the path constraints, and
¢ : R" X R x R" X R = R? defines the boundary conditions.

The performance index is said to be minimised if at least the first-order necessary conditions of Equations
41-4.4 are met. This means that a variation of the cost function at an optimal path x* with a small §x is 0,
or

§/(x*,6x) =0 (4.5)

This simple example only holds for an unconstrained problem. The cost function described above is sub-
ject to an undefined number of constraints, which should be combined with the performance index to get
the augmented cost function. This is defined as

Ja =®(X(to), to, X(tr), tr) — @" p(X(to), to, X(ts), t) (4.6)

t
[ lgx,um, 0 - T O & - fx@), u(), 6 — ¥ (OCKE, u(e), )] dt
to

where ¢ € R™, A(t) € R?, and y(t) € R® are the Lagrange multipliers. A(t) is also called the costate or
adjoint variable, it can be used to verify the optimality of the solution. The following set of equationsis then
formed by applying the first-order optimality conditions to J, (Garg, 2011):

x =f 4.7)
dg of .9C .
Vs o
dg .y of _0C

wtt ™ (4.9)

_af(cfo) +o' af((fo) =A"(to) 410)
af(ﬂff) 4 af((ff) =2"(t) @1

Z_Z N (,)TS_Z =(g + 2"t =¥~ 412)

—Z% —QOTZ% =(g + ATE=y7C) |, @13)

¢ =0 (4.14)
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These equations can be simplified by introducing the Hamiltonian, which is the integral part of the cost
function. The augmented Hamiltonian is defined as

HX(6),u(6), A(), ¥ (1), £) = g(x(t), u(t), t) = A" () (X(t) — F(x (1), u(t), ) — y" (OCX(L), u(t),t) (415)

and thus

oH
X7 (t) =ﬁ (4.16)
.T 0H
L =-7 4.7)
0H
0=— (4.18)
d ¢
T _ T
A (ty) = (o) +o ax(te) (4.19)
oD GL)
T _ _ T
() =5 &~ (4.20)
Hlet 0% wTaiD 4.21)
=t " 9t at,
H|. = _0e (pTa—q) (4.22)
T oty at;
b= (4.23)

The Lagrange multiplier y can already be further defined using the complementary slackness condition.

yi(t) =0 when C;(x(t),u(®),t) <0 for 1<i<s (4.24)
y;(t) <0 when C;(x(t),u(t),t)=0 for 1<i<s (4.25)

This means that if C; < 0 than the path constraint C; is not active and the constraint is ignored since
y;(t) = 0. The negative y; results in the fact that the cost can only be improved by violating the constraint.
Slackness conditions are used to create a feasible solution. The slack condition is minimised to zero during
the optimisation

The first-order necessary conditions defines that the set of equations above result in the derivative of
the cost function being 0 at y*. The problem however is that this derivative does not determine whether
the cost function is at a minimum, maximum, or saddle point extremal. This can be solved by inspecting
the second-order necessary conditions, however, solving this analytically would result in pages filled with
equations. The lowest extremal is therefore chosen as the solution. This is done numerically, and how this
is done is shown in Section 4.2. The information given here should provide a solid basis to understand
optimisation to better grasp PSM.

4.2. Numerical Optimisation

The previous section described optimal control as a continuous problem. This section shows how a similar
problem can be solved by creating a non-linear programming problem (NLP), which is the discretised form
of the continuous problem.

The unconstrained cost functionis written once again as J (x). The state vector xis discretised into n points
SOX = (xq,...,x,)T € R™and X" is the state vector that has the optimal solution such that a small deviation
from the optimal state, X = x* + 6, yields the following definition

J3O > J(x) (4.26)
The first-order necessary condition is stated as

gx*) =0 4.27)
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where g(x) is defined as

gx)=v,JT =| 9% (4.28)
i
Dxn
This gradient condition consists of n conditions to determine the n unknown variables which is then a
solution for the first necessary condition, but it still only defines the extremal which could be a minimum,
maximum, or saddle point. The sufficient condition is used to determine which of these three extremaitis,
this is determined by first calculating the Taylor series expansion around X to find the second derivative.

1
JX) =J(x) + 9T (x) (X — x) + E()‘( —xHTHX*) (X — x*) + 03 (4.29)
where H is the Hessian matrix which is defined as
02] 92) 92]
oxZ 0x,0x, ' 0x,0xg,
62] 02] %] 92]
H(X) = Vxx] =~ —|0x0x; ax§ T 0xp0xy (4.30)
ox? :
94 _9* 2]
0xp0x; 0xpdx; ax3

Equation 4.29 can be partiallyignored, sincey = y*, this means that the higher order terms can be ignored,
and the necessary condition is equal to 0, hence
_ 1 _ _
JXO) =J(x*) + E(X —x)TH(X*) (X — x*) (4.31)

which is followed by Equation 4.26

1 Iyl * * v, * *
JO) + 5 (x—x YTHOX) (X — x) > J(x")
X =xH)THX)(X—x) >0 (4.32)
A local minima is assured when Equation 4.32 is added as a constraint. If the result was that it is smaller

than 0 then there is a local maximum. A saddle point occurs when the condition vary between smaller,
larger or when it is equal to 0. The result here is the minimum for the unconstrained problem.

Section 4.1showed that the optimal control problem is bound by different constraints which resulted in the
augmented cost function (Equation 4.6). The Lagrangian is then defined to include both the equality and
inequality contraints to form

L, L) = J(X) — ATF(X) — ()T CAX) (4.33)

where 1 are the Lagrange multipliers for the equality constraints and ¢#) the Lagrange multipliers for the
active set of inequality constraints. The inactive set of inequality constraints are ignored by setting (pA' =
0. The necessary conditions for a minimum are then

VLK, 27, 0% = 0 (4.34)
VLX) =0 (4.35)
V,L(X", 2, 0%) = 0 (4.36)

These equations are also known as the first-order necessary Karush Kuhn-Tucker conditions (KKT). The
gradients to calculate the minimum is
VL = g0 — 65001 — G, ()¢ 4.37)
VL = —f(x) (4.38)
VoLl = —C4(%) (4.39)



48 4.3. The Different Pseudospectral Methods

Remember that @ € R? and B € R®, and that f(x) = C(x) = 0is a necessary requirement. The Jacobian
matrix Gg(x) for the costate section is defined as

0fs 0fx 9f1
0x4 0x, T dxp
of |82 S | S
Gg) = — =% *2 *n 4.40
a( £ : (4.40)
g g  0rg
0x4 0x, Tt dxp

The Jacobian matrix for the inequality constraints has a similar shape, but then of dimensions [s, n]. Once
again, itis not yet determined whether this extremal is a minimum, the Hessian is therefore declared as

q s
Hy =V L = Vo] — Z AiVaxfi — Z ©iVixCi (4.41)
i=1 i=1

A sufficient condition for a minimum is then
viH,v>0 (4.42)
forany vector v thatis within the constrained space such that the non-active set 84 is rightfully not active.

Numerous toolboxes are available to solve the non-linear programming problem that use a few well known
methods to solve NLP’s are conjugate direction methods, sequential quadratic programming, and interior-
point methods. There are two main requirements when choosing a possible solver. The first one is that
it is easily compatible with the C++ framework, and second, that it generates a solution as fast as possi-
ble. Well-known solvers that can deal with large-scale sparse non-linear problems are IPOPT (Kawajir et al.,
2015), SNOPT (Gill et al., 2008) and KNITRO (Ghaffari and Hribar, 2007). SNOPT is a better candidate than
IPOPT for sparse non-linear problems similar to the one presented here (D'Onofrio et al., 2016), and KNITRO
isinthe same performance league as IPOPT (Ghaffariand Hribar, 2007). One of the possible minimais found
faster by an order of magnitude, especially when the solution is far from the desired one, which is possible
in case the attitude angles cannot reach the desired attitude thatis calculated in the guidance component.

The method to solve the NLP used by SNOPT is that of sequential quadratic programming (SQP) (Gill et al.,
2008). It is especially useful when the calculation of the functions and jacobians thereof are relatively ex-
pensive. Sequential quadratic programming uses Newton's method to find the KKT points (Wassel, 2013).
This means that certain properties are inherited, such as local quadratic convergence and the dependency
of the initial guess. It is therefore important that the initial guess already has a somewhat similar shape as
the solution. One possible way to do this is to estimate the end-state, and linearly interpolate to get the
impromptu values of the other points, or use the solution from a similar problem.

4.3. The Different Pseudospectral Methods

Pseudospectral methods can be divided into three different families that each hasits own set of discretisa-
tion points. These are Legendre-Gauss-Lobatto (LGL) (EInagar et al., 1995), Legendre-Gauss (LG) (Herman
and Conway, 1996), and Legendre-Gauss-Radau (LGR) (Garg, 2011). All three are direct methods to solve
non-linear programming problems, the basis of which is explained in Sections 4.1and 4.2.

Each set is defined within the [—1, 1] domain, but are different as in that the LG points do not reach any of
the endpoints, LGR is located at the —1 point, and LGL reaches both the endpoints. A variation of LGR is
when the domainis (—1, 1], this is called the flipped Legendre-Gauss-Radau (LGR-f) method. An overview
of these points, also called nodes or collocation points, is shown in Figure 4.2. The methods might all seem
nearly the same, but they are very different on a mathematical level. It is beyond the scope of this thesis to
elaborate on the specifics, however, a global overview is given.

The sets of discretisation points are all based on quadrature rules based on Legendre polynomials. The lo-
cation of the nodes () of the three different methods in the [—1, 1]1domain are calculated with the following
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Figure 4.2: An overview of the different discretisation sets (Garg, 2011).

relationships

Ty = Ly (7) (4.43)
TLGR = LN—l(T) + LN(T) (444)
T = Ly(t) with points —1 and 1 added (4.45)

The result is that there are two symmetrical sets of nodes (LG and LGL) and one asymmetrical set (LGR).
The advantage of having an asymmetrical set of nodes is that it has a faster convergence rate towards the
optimal solution. This means that fewer collocation points are required to find the same solution. The so-
lution difference can be several magnitudes, depending on the problem.

It is possible that there are problems that do not have a distinct time interval. This is the case if there is a
certain target that needs to be reached, or any other state, which results in another variable, final time. A
requirement for problems such as these is that there is a collocation point with location 1. It is not possi-
ble for the optimisation program to interpolate to the end of the spectrum with the current calculus in an
efficient manner. The calculation of the trajectory is an example for such a problem.

One of the recommendations at the end is that it is possible to create a multi-step pseudospectral Method,
but it is not required for the type of problem presented in this thesis. Each node presented in Figure 4.2
alse presents a node with which calculations are performed. It is obviously beneficial that each node is
calculated just once. Thisis another downside for LGL, since there are nodes at both ends of the spectrum.

It is shown later in Section 4.1 that the costates should have the values defined in Equations 4.17-4.20 in
order for the solution to have optimality. An example of these costatesis seenin Figure 4.3 where these are
calculated with LGR or LG, and LGL respectively. These are the costates of a problem very similar to what
is used as a verification example in Section 4.8. The left solution closely follows the analytical solution,
the right solution clearly oscillates around the analytical solution. This oscillation increases the inaccu-
racy even further when more nodes are used, one of the problems of Bollino (2006) as discussed in Section
2.2.4. Choosing another method has thus the potential to solve this problem. A downside of both LG and
LGLis thatitis required to calculate the costates seperately for each problem, this is not required for LGR.
The result is that implementing a new problem, or changing one, is easier when LGR is used. The costate
calculation is relatively easy for simple problems, these calculations become puzzling when the problem
becomes more complex. It is still possible to solve the costate equations for LGR using the Karuhn Kuhn-
Tucker equations, if so required.

In short, it can be said that both LG and LGR are superior to LGL when it involves finding the accuracy of
the solution, but it were primarily the advantages of not having to calculate the costate and being able to
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Cogtate

Figure 4.3: The costate solution of the Orbit Raising problem calculated with LGR and LGL respectively (Garg, 2011).

calculate the final time is too have defined the choice of which pseudospectral Method to use is LGR-f. The
mathematics and transcription of the flipped Legendre Gauss Radau method is explained in Section 4.4,
but not before an introduction of optimal control is given in Section 4.1.

4.4. Flipped Radau Pseudospectral Method

Itis discussed in Section 4.3 that the flipped Radau pseudospectral method is to be used as optimalisation
methods during the simulation. The mathematical basis is the same for LGR and LGR-f, the only difference
is that the locations of the nodes and weights are mirrored. This basis is thoroughly explained in (Garg,
2011), but the essentials and results are explained here. Pseudospectral methods are a form op optimal
control theory of which the optimality conditions are found in Section 4.1. These conditions are not yet
discretised or scaled to the [—1,1] domain. The discrete points are mapped in the (—1, 1] domain from the
time domain [¢o, t¢], this is done with the following affine transformation

2ttt

T= t (4.46)
tf - to tf - to
and to map this domain back to the time domain can be done with
te —t te+t
_f 0 f 0
t= > T+ > (4.47)
The cost function stated in Equation 4.1is then defined in the [—1,1] domain to
tp—to (1
J = ®(x(=1),te,x(1),ts) + 5 j WY(x(1),u(1),1; to, tp)dr (4.48)
-1
subject to the dynamic constraints
day(r) . tr—t
o = k(@) = T f (@), u(D), T to, ) (@.49)
and the boundary conditions
P(X(—1),to,x(1),t,) =0 (4.50)
and the inequality constraints
tr —t
L Cex(m),u(), Tt tf) <O (4.51)

2
This cost function and its constraints can then be used to create the Hamiltonian
HX(7),u(7),A(7),¥(7), T: to, t5) =¥ (X(T), u(2), T; to, tf) + (A, F(X(7), u(2), 7; to, tf))
— (v, C(x(7),u(7), 7 to, t5)) (4.52)
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And the corresponding first-order optimality conditions are

tr—to

x(@) = Lo=2v,H (4.53)
. tr —t
i@ = —L5=v,H (4.54)
0=V,H (4.55)
A(=1) = =V 0y (@ — (o, d)) (4.56)
A1) = V) (@ — (9, ¢)) (4.57)
Veo (@ — (9, 0)) 1f1Hd e (4.58)
(. ) =3 T———— | Z—dr .
fo ¢ 2), 2 ), ot
V.. (D — (0, d)) 1f1Hd pu—to [t oH, (4.59)
- (o, d) =3 T ~—dr .
t ¢ 2), 2 ), ot
¥:(T) = Owhen C;(y(),u(r)) < 0,for1 <i < N (4.60)
yi(t) < 0whenC;(y(t),u(r)) =0,for1 <i <N (4.61)
¢=0 (4.62)

The location of the nodes t are calculated by combining the Radau quadrature with the Newton-Raphson
method to calculate Equation 4.44 in the following manner

R _ .
Tyey = 1 — naltt) (4.63)

Rn—l(Ti)

with
Ln_1(t)) + Ln(T:

R, (1)) = n 1(?1 — n(Ti) (4.64)

L

I n

Ry-1(t) = Tz Ln-1(m) (4.65)

4

and L,, () are the Lagrange Polynomials which are also found in Section 5.2:

Al T— Tk
L(7) = H T_T (4.66)
k=0 T k
k+#i

Equation 4.63 can then be rewritten when using the symmetric properties of the Legendre polynomials
L,_1(7) = =L,(z)into

oy =T — (1 - Ti) L1 (7)) + Ly (1) 4.67)

2 Ln—l(Ti) - Ln(Ti)
This process is repeated until the difference of the next solution is within machine accuracy (|7,,41 — Tn| <

10~'%). The number needs to be as low as possible, since any numerical error made here propagates
throughout the entire optimisation. Theinitial guess of the node locations s calculated with the Chebyshev

polynomials
— cos 2D (4.68)
Tk = mn s .
The resultis a set of n LGR nodes. A simple trick is then used to get the LGR-f nodes
Trr-f = —flip(TLgr) (4.69)

An example of a set of 5 flipped Legendre-Gauss-Radau nodes is given in Table 4.1. The state at each of
these nodesis found by y(7) and approximated by using the Lagrange polynomial of degree N, the amount
of nodes, with

N
X(®) 2 X(@) = ) X@Li(D) @.70)
i=0
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Table 4.1: The locations of a set of 5 flipped Legendre-Gauss-Radau points.

—0.885791 —0.446313 —0.167180 0.7204802 1.000000

Table 4.2: The results of the differential matrix for five nodes for LGR-f.

—5.5193 4.3780 1.4460 —-0.4376 0.1999 —-0.0669
1.7915 —3.5807 0.9030 1.1819 —0.4330 0.1372
-1.1721 2.0611 —2.2480 0.4284 1.2592 —0.3285
1.1413 —1.9393 1.6966 —2.5942 0.2906 1.4050
—2.5000 4.2062 —3.4851 43886 —9.1096 6.5000

The cost function is subject to the dynamic constraints (Equation 4.50). It is therefore necessary to also
approximate the derivative of y in a similar manner

N
X(®) = X(@) = ) X@Li(®) @
i=0

L; (%) is the derivative of the Lagrange polynomials which is renamed to D,; and it is called the Radau Dis-
crete matrix that has dimensions [n X n + 1]. Thisis then inserted into Equation 4.50 to get

t - to
DijX; = fo(Xi,Ui,T; tots) 4.72)

N
i=0
The summation starts at t = 0, this is not a node, but it is used in the state approximation. The following
algorithm is used to calculate the Radau Discrete matrix (Sagliano and Theil, 2013)

N N

H (Ti - Tm)
k=0\ m=0
~ k#j \m#j,k

N
kl;[Q(Tj = Tg)

k+#j

The result is a matrix that has dimensions [n + 1 X n + 1] which can either be used for LGR or LGR-f. The
matrix is reduced to suit one of both, the upper row is removed for LGR-f, and the lowest row for LGR. The
summation of each row equals to 0.

The cost function is also discretised into different nodes and the Lagrange term is calculated at all of the
nodes. Each node has a seperate weight in the cost function since the distance between the nodes is not
equal. The weight for LGR is calculated with

1
Wy = ——>—fork=1,2,.,n (4.74)
a- T]')Lgl—l
2
Wy = — (4.75)
n

The weights are then flipped for them to be used for LGR-f
w = flip(W) (4.76)

The discretised cost function that has to be minimized is written as

N
te—t
] = DXEo), To X(e), 1) + L D W WK, Ui i o, ) @77)

=1
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subject to the following dynamic and inequality constraints

tf - t()
D”XJ - Tf(X],U],T, tOvtf) =0 (478)
@(X(t0), o, X(7n), Tn) = O (4.79)

tf - to
TC(X]',X]',T; to,tf) <0 (4.80)

This non-linear programming problem can now be solved by the numerical optimizer SNOPT (Gill et al.,
2008) to find the local optimum. It is numerically impossible to reach exactly zero, the limits are therefore
set to 10715, Changing this number to be higher increases the solution space, which results in faster so-
lutions, but a loss of accuracy.

This section described the transcription method of the radau flipped pseudospectral method. Two exam-
ples are demonstrated in Section 4.8. The first example is a simple orbit raising problem that has a fixed
time and no constraints. The second example demonstrates the maximum-range problem with the Space
Shuttle, this problem requires scaling, constraints, and a variable final time.

4.5. Transcription of the Flipped Radau Pseudospectral Method
Section 4.4 transcribed a continuous time-based optimal control problem into a non-linear programming
problem. This section follows up on that with a more practical approach with an understandable transcrip-

tion, and how it is implemented to calculate the trajectories and attitude control in the simulation.

Once again, the following cost function is minimised

tr—to (!
J = D(to), to, X(tr), t7) + L= f PO, Tt t)dT (4.81)
subject to the dynamics
x = f.(t,x,u) (4.82)
and the states and controls are bound within
x, < x(t) < xy (4.83)
u, < u(t) <uy (4.84)
and the global constraints are, if any,
gL <gxtu) < gy (4.85)

The states and controls are discretized to a set of N nodes in the [—1, 1] spectrum based on the locations
determined in Equations 4.63-4.68.

u(t;) = U, i € [1,N] (4.87)

The states at X, are bound at the initial point but are not a part of the calculation at the nodes, that starts
at X;. Thisis a direct result from using LGR-f. Most problems only begin with an initial state and a guess of
what the final state might be. An initial guess can be created by linearly interpolating between the initial
and final state. The quality of the initial guess of the solution determines the time it takes at which the
solution is found, but it does not have to be very accurate, a solution can still be found most of the times.
The final state can be set equal to the initial one if it is unknown what the outcome is. Each node is bound
to the boundaries from Equations 4.83-4.84

X, < X; <Xy, i €[0,N] (4.88)
u, <U; <ugi€[LN] (4.89)
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The cost function based on Equation 4.77 can be further discretised into

N
te—t
]:Zviq)(Xi,Ui,Ti)+ fz oW WX, Uy Ty, i € [1,N] (4.90)
i=1

where @ is the Mayer term and W is the Lagrange term. The Mayer function only has a value at the first or

last node, v is used to enforce this

v = [v, 1, ...,vN]T 4.91)

with v; and vy being either 0 or 1, the rest of the vectoris 0. The weights of the Lagrange term are calculated
with Equations 4.74 and 4.75. The dynamics of the problem are rewritten as with Equation 4.78, with the
residual f added.
N
tf - to . .
f, = Z DiX; — L5406, Uy, 75 tg,t) = 0, i € [1,N]and) € [0, N] (4.92)
j=0

and the discretised global constraints are
., <9(t, X, U) <gy, i €[1,..,N] (4.93)

The non-linear programming problem of Equations 4.88-4.93 can be solved by SNOPT directly (Gill et al.,
2008). The program is able to calculate the derivatives of the equation by itself using automatic differenti-
ation. The sparsity is calculated as well. However, the computation time can be improved by roughly 40%
by calculating the Jacobian at each step for the program. There are a few steps needed to calculate the
jacobian in an efficient manner. First, the different variables are put in the order of usage per node, thus

Xyip = [Xo [X1Ug [Xp Uz | oo [ Xy Uy | tf] (4.94)

Note that the final time added at the end. Some problem examples have a loose endtime, which means
that time it becomes a variable as well. These states all have an effect of course on Equations 4.90-4.93.
These functions are all turned into inequality constraints

C(XyLp) = [] |fify .. fy 19192 - QN] (4.95)

It might not make sense at first glance that the cost function is turned into an inequality constraint. The
reason is that it becomes a part of the NLP and that requires that even the cost function is bounded to
stay within certain values, this is set to a large quantity such that it does not influence the outcome. The
Jacobian is then defined as the derivative of the inequality constraints by the variables

(9. 9. 9 9 9 o 9 97

ax, 9x, du; Ix, du, T 7 9xy duy Otf

o, o o on on on o o

ax ax du ox du T 9xy  duy  Otp

o, ofy O 0 oy of,  ofy ot

vJ ax, 90x; du; Ix, du, T 7 9xy duy Otr

]“C:[ax =Vl =otn oty oty oty ofy oty oty oty (4.96)

NLP VG ax, 9x, du; dIx, odu, 7 dxy duy Otr
991 99, 99, 99, 99y %991, %91 99,

%, 9%, du; dx, du, 7 9xy Oduy Otp

dgy  dg9y dgy 99y dgy dgy 99y dgy

L ox, o9x; du; ox, ou, T 7 9xy OQuy Otp

The dimension of this Jacobianis

dim(Jac) =[N - (ng+ng) + 1] X [(n+ 1) -ng+ N -n. + 1] (4.97)
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4.6. Scaling

It can happen that a problem has state variables with significant different order of magnitudes (Betts,
2010)(Sagliano, 2014) . Are-entry Space Shuttle problem, for example, has attitude angles varying between
—180° and 180°, and a height that stays between 0 and 260 000 feet. The solver than has problems with
minimising the problem, or even finding a solution, it can then be said that the problem is ill-conditioned. It
is then required that the problem is scaled, and there are a few steps required to be able to implement this,
but in essence it boils down to adapting the variables to the [0, 1]-domain and to change the boundaries,
dynamic and inequality constraints, and the jacobian to match this. There are several ways to do this, and
the projected Jacobian Rows Normalisation (PJRN) shall be used here, since this proved to give the best
results (Sagliano, 2014).

The variables are changed first using the standard linear transformation (Betts, 2010), the scaled state is
given as

X =Ky X+hby (4.98)
with
1
Ky, = m (4.99)
Xy,
by, = —m (4100)

The boundaries of the variables are then changed to
X, = Ky - x + by (4.107)
Xy = Ky - Xy + by (4102)
Itis not essential to calculate this since the boundaries should be between 0 and 1. However, this is useful
to use such that it can be seen that K, and by are calculated correctly.
The scaled dynamic and inequality constraints are also calculated using the simple linear technique
F=K; F (4.103)
G=Ky-G (4104)

where the scaling factors K¢ and Kq are found with the PJRN-technique (Sagliano, 2014)

1
K¢, =———— 4105
fll |VF . Kx_lli ( )
Ky.. = ! (4.06)
% VE K s '

Both the scaling factors are diagonal matrices and each point is calculated using one row of the jacobian
from Equation 4.96. These constants are calculated before the actual simulation, it is possible to do it in
the mean-time as well, but this increases the computation time and there is not much added benefit in
terms of finding an accurate solution.

The boundaries of the constraints have to be scaled as well, this is done by linearly scaling them

f, =Kf, (4.107)
fu =Ky (4108)
. =Kq9, (4109)
ay =Kq0y (4110)
The scaled Jacobian is calculated with the following
V] Kj-V] - K
Jac = VF | = | Kg - VF-K, " @11
V6 Kg - VG- K, !
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4.7. Sparsity of the Jacobian

It is inefficient to calculate the derivative at each point of the Jacobian since the matrix is a sparse one. A
matrix is said to be sparse if there is a matrix a that has many entries a;; = aj; = 0 (Kreyszig, 2011). There
are two types of derivatives present in the Jacobian, linear and non-linear. It is beneficial to separate both
typestoincrease the efficiency of the solver by giving the linear derivatives at the start of the program. The
derivatives are calculated using the Complex step method (Martins et al., 2003) as seen in Section 5.4.

The sparse Jacobian can be seen as a summation of three parts: pseudospectral, numerical, and theoret-
ical.

]ac = ]aCPseudospectral + ]aCNumerical + ]aCTheoretical (4~112)

The seperation of the three allows the jacobian to be implemented without much hassle and it increases
the feeling for the problem if implemented. All three Jacobians are discussed below in the same order.

First up is the pseudospectral Jacobian, which is inherited from the usage of pseudospectral methods.
This Jacobian is formed by the discrete differential matrix used in Equation 4.92

D-X (4M3)

The result is a Jacobian filled with constant entries that represent the nodal values of each state that are
calculated at the start of the NLP. The pseudospectral Jacobian has the following form

01><[(n+1)-ns+n-nc+1]
D1, . D;n
]aCPseudospectral il - o 0[n~(ns+ng)+1]><1 (414)
Dn‘o - Dn,n

Ong x[(n+1) ng+nnc+1]
with
D;j =Dy Iy, i €[1,N]j€[0,N] (4115)

The values of D are calculated with Equation 4.73 and I,,_ is an identity matrix that has sides equal to the
amount of states.

The entries of the numerical Jacobian differ between linear and non-linear entries. It is beneficial to know
what part of the Jacobian is linear or zero to significantly increase the speed of the computation. A simple
procedure is presented here loosely based on (Sagliano and Theil, 2013) to do just that.

A different set of states is created within the boundaries x; and x;; with

X, ~ U([X., Xy]) (4.116)
U, ~ U([ug, uy]) (4.117)

The values have a uniform distribution and there is no correlation between the different states or sets.
The random states are used to calculate the Jacobian of the cost, dynamics and global constraints func-
tion. These Jacobians are compared to each other to see if there are differences between them, thus, if
the derivatives are linear or non-linear. An example of this procedure is given for the dynamics. First, the
Jacobian of the dynamics function is defined as

of of .
A = |55 a0y |, fori € [1, ..., ] (4118)

where A is a set of Jacobians of size n is compared to each other in the following manner

0if (A)mn = (A)ma =0 fori=2,..,n
(May)mn =3 1if(A)mn = (Admn #0 fori=2,..,n (419)
2if (A)mn = (A)mn fori=2,..,n

Zero entries of the Jacobian are denominated with a 0, linear entries with a 1 and non-linear entries with a
2. The numbers are used for identification only, they are not used in calculations. The orbit raising problem
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required two sets to be able to recognise the elements, but different problems might require more, five
sets were used to create a system thatis robust. A similar matrix is made for the cost function, Mcost mayer.
M ost,1agr @nd the global constraints M, to form the following matrix

_Mcost,lagr Mcost,lagr Mcost,lagr + Mcost,mayer
Mgyn Mgyn Mgyn
Moum = Mayn Mayn Mayn O[n-(ns+ng)+1]><1 (4120)
Mcon Mcon Mcon
Mcon Mcon Mcon

The matrix is splitinto two parts, one linear and one for the non-linear elements, My, 1in @8Nd My nontins
the reason for this is that the elements are directly multiplied with the numerical Jacobian, and the non-
linear derivatives would be multiplied by two otherwise. The complete numerical Jacobian can easily be
distilled from Equations 4.90-4.93 by setting the differential matrix to 0 and the final time to a constant.
Theresultis

ac
Jaccontinuous = | 79— =
D=0

0XyLp
(o, 9 8 9 9] o 9
ox ox du ax du T oxy  duy
o ofy o o ofy o, ofy
ax ax du ax du T axy  duy
oy o o A o o, o,
ox, 9x; du;  9x, du, T 9xy duy
_ tF - to . . - - - - .- - - O[n‘(ns+ng)+1]><1 (4 121)
T2 | ot oty oty oy oty oty :
ox, 0%, du;  9x, du, T T 9xy duy
991 %91 991 991 041 291 041
%, 0%, du; 9x, du, T T 9xy duy
9gn  99n 99N 99N 99N 9gn 99N
Lox, 9x; du; 9x, du, T 7 9xy  Oduy

The Jacobian above is multiplied with Equation 4.120 with the Hadamard product.

]aCNumerical,lin = ]aCContinuous ° Mnum,lin (4~122)
]aCNumerical,nonlin = ]aCContinuous ° Mnum,nonlin (4123)

The third part of the Jacobian is only relevant if there is an unknown final time. The entries of the Jacobian
are checked for non-linearity in a similar manner as the numerical Jacobian to create My ..

0
fca
1 fc‘z
]aCTheoretical - _E O[nA(ns+ng)+1]-[ns+n-nc+1] (41 24)
fen
On-ng X1

All three of the matrixes are added to form the Jacobian. Itisimportant to make a distinction here between
problems that are scaled and those that are not. Problems that do not have to be scaled can use the two
split jacobians, linear and non-linear, which decreases the computation time. This however, is not possible
for scaled problems. The variables are scaled to the [0, 1] domain which inherently also means that the
jacobianisscaledtothese proportions, inthis case thereisjust one jacobian. How this scaling is performed
can be found in Section 4.6.

4.8. Examples

Thetheory presentedinthis chapteris supplemented by two examples which are presented here to demon-
strate how simple and practical the algorithm is. The first example is that of raising to the highest orbit with



58 4.8. Examples

a constant thrust factor, the second example involves the Space Shuttle and to reach the highest latitude.
These examples also serve as a way to validate the program.

4.8.1. Orbit Raising

The Orbit Raising example (Fumenti et al., 2013)(Sagliano, 2014) has been used to verify that the core of the
program is working, it has no constraint functions, time is invariable, and there is no specific final answer.
It is an example that optimises the trajectory of a satellite around a planet or another gravitational object.
The goalis to get as high as possible while limiting the velocity. The system is normalised to involve length
units [LU] and time units [TU]. The cost function is

1
r(ts)

J=—=- (% (V) + vtz(tf))> (4125)

and the corresponding dynamic equations are

F=V (4.126)
.V

g =L (4127)

r

. Vo .

V. = T - 73 + Tsm(d) (4128)
. W

V,=— " + T cos(d) (4.129)

where T is the specific force set to 0.01, u is the normalised gravitational parameter (u = 1), § is the control
parameter that can be used by the optimisation program freely to find the optimal solution. The initial
condition is set to x; = [1.1, 0.0, 0.0, 0.95] and the final guess to x; = [4.0, 20.0, 0.15, 0.5]. The states
and control are limited to the following

1.0 r 5.0
0.0 0 25.0
005 [<| v |<] 025 (4.130)
0.0 A 1.0
—0.05 B 0.35

The final time is set to 50 TU. Different simulations have been run with nodes varying between 20 and
400, all with similar outcomes. The result of a 50-node simulation can be seen in Figure 4.4 and 4.5, the
calculation time for this problem is around 3 seconds. The optimal solution here has identical results to
(Saglianoand Theil, 2013) and (Fumenti et al., 2013) which verifies that the solutionis correct. The maximum
radius achieved is 4.3163. The small discrepancy at the beginning of the thrust angle is due to the slight
perturbation initial conditions.

4.8.2. Space Shuttle

The Space Shuttle problem (Betts, 2010) is the second example to demonstrate that the pseudospectral
methods subprogram is working. The difference compared to the Orbit Raising program is that this one in-
volves avariable end-time, has constraints, has a required end-point, and the differences in value requires
that the problem is scaled. The imperial unit system is used here, but that does not change whether or not
the program works.

The goal of the problem is to maximise the longitude, this is done with the following cost function

J=-0(t;) (4.131)
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Figure 4.4: The states of the orbit raising problem from the simulation (left), compared to literature (Sagliano, 2014).
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Figure 4.5: The control of the orbit raising problem from the simulation (left), compared to literature (Sagliano, 2014).
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subject to the following dynamic constraints

h=Vsiny (4132)
. Vecosysing
=—— 41
¢ r cosf (4133)
A 4
6 = 7cosycos<p (4134)
V= b i (4135)
= gsiny .
= = + v_g (4.136)
V= cosa + cosy il .
. Lsino %4 . .
X = cosysingsin@ (4137)

+
mV cosy rcosé

where h is the height, ¢ is the latitude, 6 is the longitude, V is the velocity, y the flight path angle, and y is
the heading angle. The two control vectors are the angle of attack a and the bank angle o. A constraint is
added to simulate a maximum heat rate, this is calculated with

4 = 4a9r (4.138)

The following equations are used to aid the dynamic and constraint equations with the constants as given
in Table 4.3

L= %pVZSCL (4139)
D= %pVZSCD (4140)
CL=ay+a,@ (4141
Cp = by + b,@ + b,a&? (4.142)
r=R,+h (4.143)
m=w/g, (4.144)
g= r“_z (4.145)
p = poe Mhr (4.146)
Qq = Co + C1& + c,a% + c3a3 (4147)
q- = 17700+/p(0.0001v)3°7 (4.148)

The simulation is ended when the Shuttle has reached the following three states

hy =80000ft v =2500 ft/s y; =—5 deg

and the variables are limited during the simulation with the following boundaries

0 h ho
—89deg ¢ 89 deg
—89deg 6 89 deg
1 S|ly|s " (4149)
—89deg y 89 deg
—179deg X 179 deg

The results have been successfully found as seen in Figure 4.6 that shows all six states, Figure 4.7 that
shows the angle of attack and bank angle, and Figure 4.8 that shows the heat rate and how it is limited
during a large part of the flight. The results are compared with Betts (2010). The dashed lines are the
results when the trajectory is constrained to stay within the heat flux boundaries. The total flight-time is
2182.96 seconds and the maximum latitude achieved is 30.62 degrees.
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Table 4.3: The constants used in the Space Shuttle Example (Betts, 2010).
po = 0.002738 w = 203000
h, = 23800 by = 0.7854
& = 180a/m b, = —0.61592 - 102
R, = 20902900 b, = 0.621408 - 1073
S =2690 co = 1.0672181
u=0.14076539 - 107 | ¢; = —0.19213774-107 !
ay, = —0.20704 c, = 0.21286289 - 1073
a; = 0.029244 c3 =—0.10117249 - 1075
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Figure 4.6: The states of the space shuttle problem from the simulation (left), compared to literature (Betts, 2010).
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Figure 4.7: The controls of the space shuttle problem from the simulation (left), compared to literature (Betts, 2010).
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Figure 4.8: The constraint of the Space Shuttle problem from the simulation (left), compared to literature (Betts, 2010).



Numerical Tools

This chapter provides the numerical tools that are used during the simulation. Linear Quadratic Control
is explained first which is used to validate the PSM control scheme in Section 5.1. Basic techniques are
presented such as interpolation, integration and differentiation. How those disciplines are used during
this research is found in Section 5.2, 5.3, and 5.4 respectively.

5.1. Linear Quadratic Control

The method of Linear Quadratic Control (LQR) is used for the initial attitude simulations. Itis a quick method
that can be easily applied to make sure that the model has been correctly programmed. In essence, this
method calculates the response of the control vector by how a linearised model would behave by calcu-
lating certain multipliers called gains which are subsequently multipled with the values of states, such as
the angle of attack. (Mooij, 1998)

LQR is based on optimal control as well, and the cost function is formulated as
J= f (xTQx + uTRu)dt (5.1)
0

where x(t) is subject to
X =f(xut) (5.2)

xTQx is the state deviation and uTRu is the control effort, the goal is to minimize the cost value and thus
minimize both the deviation and effort. Q and R are initially defined in the following way, according to
Bryson’s rule

1 1
Q = diag > 2 > (5.3)
EX'Imax xzmax xnmax
R=di ! ! ! (5.4)
= diag{ — 7 T3 .
- u1max auzmax aunmax

Au%max in Ris the maximum allowable deviation for that control vector, it is similar with Q but for the states.
The cost function can never be negative since Q is a real positive semi-definite matrix and R is the same,
except it being definite. The weights can further be iterated with the method in (Luo and Lan, 1995). To
solve for K we make use of the Lyapunov function

V(x) = xTPx (5.5)
This function is the negative derivate of the cost function and can be seen as virtual energy that is added
to the state vector. This reduces the problem to decrease the integrated virtual power P. So by equating
Equation 5.5 with a slightly modified Equation 5.1
d
x"(Q + KTRK)x = —a(xTPx) (5.6)

63
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and integrating that gives
(A—BK)"P + P(A — BK) = —(Q + K'RK) (5.7)

The result is called the Lyapunov Equation. It is possible to calculate P by rewriting this equation to
AP+ PA—-PBR'BP+Q =0 (5.8)

There are numerous software packages that can calculate P from this so-called Ricatti equation. The gain
matrix K is subsequently calculated with
K=RBTP (5.9)

And finally, the control output is then determined with

u = —Kx (5.10)

5.2. Interpolation Methods

Numerical interpolation is a method to obtain the values between the data points of a discretised function.
One of the main applications is to calculate the aerodynamic coefficients which is given as a table, another
application is when using pseudospectral methods to get the values between the collocation points. The
outcome of the interpolation determines for example, what angle of attack the controller should follow, it
is therefore important to pick the right interpolator, since each one generates a different shape. Four dif-
ferent forms of interpolation shall be discussed here: Linear interpolation, Lagrange interpolation, Hermite
cubic interpolation, and cubic-piecewise-spline interpolation.

The easiest form of interpolation is that of linear interpolation (Kreyszig, 2011). This method takes the two
closest points available, and it averages between them resulting in a straight line:

q(x) = q(xo) +

DTG PR o1

j T~ Xj-1

This method is not very accurate for non-linear functions, especially when there are a limited amounts of
nodes on the playing field. It is therefore only useful for predictable functions in which the distance of the
nodes are not that far apart. Another downside is that the derivative of the function at the nodes is dis-
continuous. The reason that it is still mentioned here is because of the low computational requirement.
Linear interpolation is solely used when calculating the aerodynamic coefficients. The discontinuity of the
derivative does not pose any problems and the coefficients have to be calculated very frequently during
the simulation. The minor error caused by the loss of non-linearity of the aerodynamics database needs to
be taken for granted.

The next method of interpolation is by using Lagrange polynomials. This method finds the smallest poly-
nomial by which all the data points ranging from (y,,xo) until (y,,xx). The interpolated result is calculated
with

N
V) = ) ala(®) (512)
n=0
where
N
X—X
Ln(x) = 1_[ — (513)
k=0 "1 k
k+#i

is the Lagrange polynomial. One problem of Lagrange polynomials is the Runge phenomenon (Kreyszig,
2011). This is a problem that occurs at the boundaries of the solution where y; spikes to a minimum or
maximum to adher to the polynomial as seen in Figure 5.1. It can be avoided by choosing data-points that
do not have an equidistant spacing, such as the Chebyshev polynomials or by using the Radau quadrature.
A further downside of this method is that it is computationally expensive, especially if the amount of points
increases.
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Figure 5.1: A linear interpolation compared to Lagrange interpolation for n points. The Runge phenomenon is clearly visible when
increasing the points. (Kreyszig, 2011)

The third method used is the Hermite cubic interpolation method. This method is unique compared to the
others presented here that it not only requires the value of the data points left and right of the requested
value, but also their derivatives, which results in a interpolated line that has a continuous first derivative.
The interpolated value q(x) is calculated with

q(x) = hooqj-1(x) + hio(x; — xj_1)mj_1 + ho1q;(x) + h11(x; — xj_1)m; (514)
with
hoo = 23 —3t2 + 1 (5.15)
hig=1t3—2t2 +t (5.16)
hoy = —2t3 + 3t? (517)
hyp =3 —t2 (518)

The variable t in these equations is a result from a transformation to the [0, 1] domain of x between x;_,
and x; with
X — xj_]_

t= (56.19)

x]- — xj—l
The two tangents m;_, and m; are, if not available, calculated by the first-order derivative between the
points left and right

my_y = U2 (5.20)
x]- - X]'_Z
m] — qj+1 - qj—l (521)

Xj+1 — Xj-1

The tangent between g; and q;_, is used for boundary cases. Extrapolationis performed by using the tan-
gent of the boundary points.

The fourth and last form of interpolation used is cubic spline interpolation. This method involves using a
n-degree (3 in the case of cubic) polynomial instead of using a high degree polynomial by splitting up the
available data pointsinto smaller sets (splines). The advantage here is that, unlike the lagrange polynomial,
not all the data points are used, and the Runge phenomenon is avoided. The requirement here is that the
function should be smooth, this means that it is differentiable in the first and second degree.
So for every spline there exists a polynomial q(x) that has a degree not higher than three, such that there
are two points

qj(xj)) = f(x), qj+1(xje1) = f(xj41) (G=01,..,n—-1) (5.22)

The cubewise polynomial has the well-known form

q;(x) = a;(x—x;)* +b;(x —x;)* +c;(x —x;) + f(x}) (5.23)
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with the derivatives

q;(x) = 3a;(x — x;)* + 2bj(x — xj) + ¢ (5.24)
qj (x) = 6a;(x — x;) + 2b; (5.25)

The following relationships are present since it is twice continuously differentiable.

qj(xj41) = f(x)) : f(xj41) = f(x)) = aj(h))® + bj(h))? + cj(h)) (5.26)
q—1(xj) = qj(xj) : Bq-1hi_y +2bj_1hj_; +cjg = c; (5.27)
q}'_l(xj) = q;'(x]) : 6aj_1h]-_1 + ij—l = Zb} (528)

with hj = x4 — x;. The next step is to solve for a, b, and c.

bisy — b
4] (1) = @aa (4ja0) 50 = = (6.29)
j
Yisr =y 1
45(0y,) = () s = T = 3(2b; + by (5.30)
j
, L1 2 1
qj—l(xj) = q](xj) :§hj_1bj_1 + §(h1_1 + h])b] + §h1b]+1 (531)
_ SO = ) fG) — 1)
h; R

The first step is to solve b with Equation 5.31, and then solve Equations 5.29 and 5.30. The polynomial from
Equation 5.23 is now known. The result is a smooth curve that is not prone to the Runge phenomenon and
the effect of points that is further in the axis does not is not present.

5.3. Numerical Integration

During the simulationitis important to predict what the result of a function is at a later time step. Itis often
impossible to obtain a solution when working with differential equations analytically. Numerical integration
is then used to calculate the value of the next discrete point by using the values of the points before the
requested point. The basic form is that the integral can be approximated by sampling a finite number of
points and combine that with a weighted sum (Garg, 2011)

N
xf
xot [ g =xy + Y wiglxo (5.32)
i=1

Xo

where g(x) are the differential equations and w; is the weight associated with that sampling point. The
amount of points selected and the weighing of each points determines the accuracy of the solution. There
are two methods of numerical integration discussed here, that done with the Runge Kutta method, and
collocation integration. The Runge Kutta method is used throughout the simulator to calculate the next
state of Horus, and it shall be further explained in this section. Integration by collocation is only used in
the Pseudospectral method. There, the discrete points are multiplied with weights calculated by a certain
quadrature, but this is discussed in Chapter 4.

The Runge-Kutta (RK) method evaluates the first derivative at multiple points to predict the solution. Differ-
entweights are given to each point and from there on out the secant of the slope is calculated by averaging
out the different points. The standard form of explicit RK methods is given with

S
X1 = Xp + hz bik; (5.33)
i=1
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where k; is represented as

ki = 9(th, Xn) (5.34)
ks = g(t, + c2h, X, + axks) (6.35)
ks = g(t, + c3h, x, + azk; + azky) (5.36)

H (5.37)
Ks = gty + csh, X, + agky + agky + ... + ags_1Ks_1) (5.38)

a; and b; are both the weights of each dependent step, and c; increases the step-size. ¢, is always zero
since the first point is taken at the beginning of the evaluation. The same holds fora;; = 0,i = 1,2,..,s,
since the evaluation of k; cannot depend on previously calculated values. a;, b;, and c; can be combined
into a Butcher Tableau in the following form:

0 0 0 0 0

C2 a21 0 0 0
O i (539)

€2 | A1 Qs 0 Ags1 O

by by by - b

The non-relevant zero’s are usually left out as blanks. The presented equations here have the general form
of many different type of integrators that have been developed over the years. Two shall be discussed here,
the Runge-Kutta Fehlberg 45 (RKF45) and Runge-Kutta Fehlberg 78 (RKF78) (Montenbruck and Gill, 2012).
Both methods have proven their usefulness in literature and are the go-to integrators for simulations when
trying to reduce the complexity but still have accurate results. The RKF45 butcher tableau is

439 8 3886 _ sas (5.40)

F»—‘ R 5 Relwsli- ©
N
-y
O
~

The two different set of weights b are used to determine the local error by comparing the upper solution
which is a 5" order solution, to the lower one which is the 4" order. The local error is approximated with

*

le = Ix; ., — Xnul (5.41)

The step-size can then be increased or decreased depending on whether the tolerances are met. The tol-
erance € is dependent on the application, but is set to 1e~*> during the simulation. The new step-size is
calculated if either the tolerance is not met, or when the step-size is equal to the requested time step with

B = n”“/éh (5.42)

where p is the order of the method and n is a constant set at 0.84 to increase the stability of the new step-
size in order to avoid another unsuccessful step. The initial step-size is set at the same frequency as the
inner loop, which is 20 hertz. This frequency already proved to be accurate enough to avoid doing multiple
iterations in one time-step, but it should still be kept in place during the regions of the simulation where
non-linearity is higher than normal to make sure that the solution is accurate enough. The same method
is applied for RKF78 and the equivalent Butcher tableau is found in (Montenbruck and Gill, 2012).

5.4. Numerical Differentiation

This section discusses numerical differentiation techniques, which is used a lot during the calculations of
the jacobians of the dynamic equations when using pseudospectral methods, it is thus one of the most
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frequently used method during the simulation. When choosing a numerical differentiation technique it is
therefore important to assess two different parameters, that of the accuracy of the result, and how long it
takes to calculate the derivative of the function. Anotherrequirement that can be added butis notasimpor-
tant, is the difficulty of the implementation, but it not the first priority since the same sub-routine is called
continuously. It is also closely related to the first requirement, computational speed. Difficult methods
usually require more calculations, which show up negatively when one assesses the primary requirement.

There are two ways to calculate the derivative of a function, the continuous and the discrete approach (Cor-
less and Fillion, 2013). The continuous method is far more accurate, only round-off errors are present, but it
requires that all the used equations are differentiated by hand. The work required to derive the equations,
which are numerous and sometimes complex, is massive, and this is therefore not feasible. The discrete
approach does not require this, and a single program can calculate the derivative by discretising the func-
tionand subsequently differentiate the results to getan approximation of the derivative. Different methods
are available, such as forward differencing and n-point stencils, also called finite-differencing techniques,
or packages can be found on the internet that involve automatic differentiation, implementing these into
the existing c++ framework can however be complicated, and these are therefore not implemented.

One of the most popular finite differencing-technique is the forward technique. This method is very easy
to implement and can provide first-order results, it is however not very accurate. The formula is derived by
expanding the taylor series around a small deviation h at a certain point.

fx+h)=fx)+hf'(x+h)+0() (5.43)
which can then be rewritten to, assuming that h is relatively small into

ey » LR =G

The central diference technique is similarly calculated by subtracting the forward difference with the back-
ward difference (f (x — h)) which resultsin

£ ~ LT h)z_hf(x —M o) (5.45)

+0(h) (5.44)

It is possible to expand the taylor series to get techniques such as the five-point stencil or higher. These
equations however require more processing power, and are therefore not discussed. Another method than
taylor series to calculate the derivative is by using complex numbers (Martins et al., 2003). Assume that
there is a function f = u + iv which has a complex variable z = x + iy. It can safely be assumed that f is
differentiable in the complex plane and that the Cauchy-Riemann equations apply and thus

du Ov
ou av
@ = 0 (5.47)

These equations give the relations between the real and imaginary part of the function. The first Cauchy-
Riemann equation can be derived into

a +ily+h) —v(x+i
du_ vt h) vt iy) 5.48)
dx h-0 h

The only part thatis of interestin these equationsis that of the real part of the function and variables, which
means thaty = 0, u(x) = f(x), and v(x) = 0. Equation 5.48 can then be rewritten to

f(x) = UG ) (’;IJF a2l (5.49)

This is called the complex-step derivative approximation (Martins et al., 2003). The error order is calculated
similarly as the previous examples by using Taylor series, the result is that the error order is O (h?), which
is the same as the central difference method. The main difference however, is that the complex-step does
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Table 5.1: The results of different differentiation methods in C++.

stepsize [-] relative error[-] time [s]

Forward difference  10-1078 1.64-1077 2.86
Central Difference 10-10°° 8.58 - 1010 3.47
Complex-step 10-1071°  1.20-10715 2.98

Central-difference 7
Re(f) A

+0D>O0

! T T T T .
Complex-step :
10° LA Forward-difference | & :

10-10 o

Normalized Error, €

10'15_ J S ST . . 5 . .

10™° 107 / 10°®° 10°%
Step Size, h

Figure 5.2: Relative error of different differentiation methods with decreasing stepsize h (Martins et al., 2003).

not have subtractive cancellation errors. An example of the errors of all the methods discussed above per
stepsize is given in Figure 5.2. It shows that the relative error for both the forward- and central-difference
method far exceed that of the complex-step by several orders. The relative error is calculated with

€= |f’(x) _f,(x)refl
If’(x)refl

Both show a decrease in error as expected until the subtractive cancellation error becomes significant, the
absence of this type of error in the complex-step avoids the up-going phenomenon.

(5.50)

A small program has been written in C++ to simulate the obtainment of the derivatives as would be done
during the actual simulation to test the computational requirement. The following simple equation has
been used

f(x) = e3* cosx + 2x2e* (5.51)

The advantage of this equation is that it the derivation can easily be calculated by hand, to test the accu-
racy as well. The result of acquiring the derivate of 10 million different points between —5 and 5 is seen
in Table 5.1. The relative error is what is to be expected as it is shown in Figure 5.2. The processing power
required by all is relatively equal, considering the scale, with the central differencing method losing by a
small margin. The results for using the five-points stencil are not shown in the table, but it required twice
as much time as the other three, whilst having the same relative error as the central difference method.

The complex-step derivative method is the clear winner when analysing both the requirements, accuracy
and speed, as seen above. The accuracy is the determining factor, since the speed is nearly the same. It is
also very easy to implement .
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Software Development

6.1. Software Architecture

The simulatoris written in C++ and different algorithms have been built and verified. This section shall pro-
vide how the most important algorithms are built and what external software is used.

The top layer of the simulation is shown in Figure 6.1, which is very similar to other frameworks (Mooij, 2013).
The outer loop frequency is set to 1 Hz, and the inner loop frequency to 20 Hz.

The simulation starts with setting the variables such as runway location and initial state. A reference tra-
jectory is then created which takes about 1 second after the steps have been taken that are in Figure 6.2.
The line in this flowchart has to be followed precisely, or else the program might not work. It is possible to
add both a Lagrange and Mayer function, the rest of the options are either left or right, and not both. The
striped boxes are optional, and can be skipped without a problem. The controller segment can be divided
into two different options. The first option is that a cubic Hermite interpolator is used to find the control
solution from the calculated trajectory. This is used in Chapter 8. The other option is that a Lagrange cost
function is used in a seperate pseudospectral generator to determine the elevon and rudder angles, as
seen in Chapter 9. The controls are then applied to the dynamics of the vehicle with an integrator (Figure
6.4). The relevant flight data is stored to an array, which is converted into a .csv file when the simulation
ends. The new state is used in the Guidance segment (Figure 6.3) as the initial point for a new trajectory,
with the old former calculated trajectory as a basis. Almost all of the settings from the reference trajectory
are re-used. The simulation is ended once the terminal conditions are reached, the flight approach corri-
dor, orif the trajectory generator can no longer find a solution.

The three main external packages that were used are Boost, Eigen, and SNOPT. Boost was used as a way
to save and load data, and Eigen was used to create an mathematical environment that is close to Mat-
lab. Adding the SNOPT library was not without hiccups. A new version (7.2.12) was required because the
old version would not compile with current-day compilers, which did compile quickly, but it could only be
added to the Cmake file after building a seperate static library. The original code incorporated TUDAT (Delft
University of Technology, 2012) in its design process. This was later removed because the framework did
not comply with the TUDAT requirements, and it was no longer possible to compile because of the imple-
mentation of new compilers, this error is resolved in the newer versions. It was however, too late to return
back to TUDAT. Multi-core features were added, this distributed the CPU load across several cores. This
however, did not speed up the process and was dropped because of the increased complexity. The begin-
ning of the development phase was quite tough, since the knowledge of developing specifically in C++was
very limited. Tasks that could easily be performed in Matlab within half an hour could take up to days in C++
because there was some illogical or pointing error.
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Figure 6.1: Framework of the simulator

6.2. Software Validation

The simulation consists of different subroutines working together to get the required result. Itisimportant
to know what the requirements in terms of input is of each subroutine and what the expected result is
before they are linked together. The last part is done through the method of verification and validation.
The definitions of both are given by (Oberkampf and Trucano, 2002) and are

« Verification The process of determining that a computational mode accurately represents the un-
derlying mathematical model and its solution.

« Validation The process of determining the degree to which a model is an accurate representation of
the real world from the perspective of the intended use of the model.

In other words, verification is done to insure that there are no bugs present in the code that prevent the
models created to behave as they are supposed to. Validation looks at the result of the model, after it is
verified, and compares it to experiments to check whether or not it can be considered realistic. No ex-
periments shall be performed in the foreseeable future, validation is therefore not applied in the thesis.
Verification, however, still plays a big role. A bottom-up approach is used when verifying the results of the
different subroutines, this means that each one is tested separately first with unit tests, and then when
working in unison. Sanity checks were performed along the way during the creation of the code, prevent-
ing majors errors.

The Atmosphere and Gravitational Field

Matlab has been used to verify the results obtained from the equations as presented in Section 3.4.2. The
gravitational accelerationis calculated using the gravitysphericalharmonic-function with the inclusion
of the J,-term. The pressure, temperature, and atmospheric density are calculated using the atmoscoesa-
function. The C++-code produces nearly identical results to the matlab function as seen in Figure 6.5.

Numerical Interpolation
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Figure 6.2: The required steps to initialise the trajectory generator. The striped boxes are not required, and one of the two boxes
have to be used when it is splitted.
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Figure 6.3: The trajectory generator has fewer steps later in the simulator.

The interpolation was tested by comparing the results of the C++ code with the interp1-function. The dif-
ferent techniques used here could be used by adding the following command: linear,pchip, and spline
for linear, cubic Hermite, and cubic spline interpolation respectively.

Numerical Differentiation
The numerical differentiators that were seen in Section 5.4 were all tested by comparing the result with an
analytical answer. All the results were inside the expected error margins.

Numerical Integration

Anumericalintegration simulationis used to test the integration schemes RKF45 and RKF78 as seenin Sec-
tion 5.3. Three different re-entres with the Apollo shuttle is simulated with simplified variables, by varying
the initial flight path angle. The non-linear dynamical equations used are the following

) D .
V= e gsiny (6.7)
L &

Vy=a—gcosy+? (6.2)
x =Vcosy (6.3)
h=Vsiny (6.4)

These are nearly similar to the ones used in Section 3.6, with the exception of the change in flight path
angle, which now takes into account that the Earth is spherical, and not flat. The variables found in these
equations as well as in the lift and drag formulae are found in Table 6.1. It is assumed that the lift and drag
coefficient remain constant during the entire flight. This simulation does not use the spherical gravity
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Figure 6.5: Validation of the US76 atmospheric model.

field nor the US76 atmospheric model. Instead, a simplified inversed square gravity field is used and an
exponential atmospheric model to calculate the density of the atmosphere. The gravity is calculated with

2
h) = R_E (6.5)
g( gO RE+h N

and the atmospheric density with
p(h) = poexp~h" (6.6)

with f = 1.40845 - 10~* m~!. The results can be seen in Figure 6.6, which are identical to those found in
(Hirschel and Weiland, 2009). These results are created with the RKF78 integrator, but the RKF45 integrator
has the same results. It can therefore be said that both the integration schemes are working correctly.

Aerodynamics
The aerodynamics of both the vehicles originated in Matlab. The results could therefore be compared be-
tween the Matlab and C++ results. Other tests to see if there were any hiccups were creating L/D plots

and C;(a, M)/Cp(a, M) plots. Any errors would immediately be noticeable due to the sudden jumps. The
results are verified with the supplied software from Dassault (2001).

Pseudospectral Methods
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Table 6.1: Values of variables used in the Apollo simulation (Hirschel and Weiland, 2009).

Symbol  Quantity Value
Ares Reference area [m?] 12.02
CL Lift coefficient 0.374
Cp Drag coefficient 1.247
m Total vehicle mass [kg] 5470.0
|74 Flight velocity at entry 7 670.0
Ye Flight path angle atentry[°] —0.75, -1.50, —3.50
h, Height at entry [km] 120.0
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Figure 6.6: Simulation of the Apollo trajectory from C++ compared to (Hirschel and Weiland, 2009).

It is vital to make sure that the core method that is used to simulate the results is working properly. The
following example problems were tested, and each has a small description of the added difficulty of each
problem

« Orbit Raising This test was there to ensure that the basic principles and the Mayer part of the cost
function were working (Sagliano and Theil, 2013)

» Space Shuttle This problem has variables that vary greatly, requiring scaling (Betts, 2010).
» Hang Glider The final state is fixed in this problem (Betts, 2010).
» Benham-Bryson The performance index here is verified with a Lagrange function.

» Constrained Orbit Raising The thrust angle vector is constrained to 1, it is almost similar to the un-
constrained version.

The first two are demonstrated in Section 4.8.
Wind Models

The wind models that were extracted from (Johnson, 2008) were interpolated using Cubic Hermite Poly-
nomials. Figure 3.10 shows the results of doing so, and the results are directly interpolated from Table 3.2.

Attitude Control

Both control methods were tested by creating a simulation that only involved the rotational motion. The
aerodynamic coefficients are validated as well by doing this test. Different angle of attack and bank angles
commands were tested and performed well as seen in Figure 6.7 and 6.8. The test was performed at the
following point and initial states
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Figure 6.7: States of the attitude control test.
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This means that there is a step of @ of 2° and 3° of ¢. The following allowable deviations were set for the
LQR: Appax = 10°, AGmax = 10°, Arpay = 10°, Adpmayx = 5° Afmax = 5° AOmayx = 5°,and AS,, . =
Abq, 0 = A6y, ... = 30°. These functions were chosen after several iterations, and are quite effective as
can be seenin the figures. The cost function used with PSM is

t
J= f(Aa)z + (AB)? + (Ao)?%dt (6.8)

to

Both methods have converged to the desired state after two seconds. There are some minor differences
between the two. The elevator has a spike at the beginning for LQR, followed later by PSM, but this quickly
returns to the trimmed state. The reactions of the aileron and rudder are similar, but there it is the PSM
that reacts like this. Furthermore, PSM makes use of the sideslip angle to quickly reach o, the result is
that o is aligned half a second faster. There remains a small offset for « with LQR. All in all there is a correct

result, although it seems that the allowable deviations could be tweaked further to avoid the offset of a
and slower reaction of LQR across the board.
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Vehicle Selection

Averyimportantaspectwhen doingresearch similarto this oneisto have a suitable spacecraft with enough
datato performthe research. The goal of this thesis was to initially use the HORUS 2B-7.1t became apparent
as the research continued that the available aerodynamic database was unable to be used effectively with
optimisation methods based on Newtonian methods such as pseudospectral methods. The X-38 proved
to be a suitable replacement, as seen in this chapter. The comparisons made here are all with respect ot
finding optimal trajectories, using 3-DOF simulations. There is no rotational aerodynamic data available
for HORUS for M < 1.2 (Mooij, 1995). The data differs too much when flying in the transonic regime, it can
therefore not be simply interpolated. The X-38 was assigned to fill this gap. A 3-DOF analysis is shown here
in order to select the RV-W that is going to be used in the subsequent chapters.

Two flight cases are compared to test the suitability of both vehicles with the optimiserand pseudospectral

methods. A relatively simple subsonic case is shown first in Section 71, it is then followed by a supersonic
case in Section 7.2.

7. Maximum Range Subsonic Flight

The first test to compare the performance of the HORUS and the X-38 is a simulation of a maximum range
flight with a turn in the subsonic regime.

The cost function is set to

J=—x (71
and the initial state is

Xg 0.0m

Yo 0.0m

ho | _ | 10000.0m

% | | 250.0m/s

Yo —10.0°

Xo 0°

The initial heading angle is pointed north, and the cost function is set to maximise the distance travelled in
eastern direction, the simulation is set in the vertical frame, which means that a turn has to be performed.
Therefore, the final heading angle is 90°. The final height is set to 500 metres.

The results can be seen in Figure 7.1 and 7.2. Both trajectories show the same tendencies. The flight for
HORUS is 306.3 seconds and that of the X-38 is 217.6 seconds. The reduced flight time is inherent to the
different configuration of both vehicles. The HORUS is a winged re-entry vehicle which has a higher L/D
ratio than the X-38. The angle of attack pattern is similar with respect to that both angles stabilise at a
certain angle (8° for HORUS and 23° for X-38). A spike can be seen at both the RV/W at the end of the con-
trol scheme, this manoeuvre attempts to get a few extra metres. A limiter is required that dampens this
effect. The turnis performed at the start with similar bank angles, although HORUS requires a kilometre
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Figure 7.1: The states of a subsonic flight of the X-38 and HORUS.

more in the g-direction to reach 90°. This is because the velocity drop for HORUS is smaller, which results
in a smaller negative flight-path angle.

The validity of the result can be tested by using the steady state glide theory that uses the performance
curve or the velocity polar (Ruijgrok, 2009). This curve gives the relationship between the rate of descent
(vertical velocity) and the horizontal velocity. The lenght of the vector from the origin to the point of the
curve is the velocity and the angle between the vector and the horziontal velocity axis is the flight path
angle. Each curve is only valid for that specific state. Furthermore, it is assumed that there is a straight
flight (¢ = 0), a constant velocity (V = 0), and that the flight path angle is constant (y = 0). The dynamic
equations from Equations 3.47 and 3.48 then become the following force equilibrium

L—mgcosy =0 (7.2)
—D —mgsiny =0 (7.3)
The aerodynamic forces can be rewritten to
1 .
EpVCLS =mgsiny (7.4)
1
EpVCDS = —mgsiny (7.5)
The velocity is then
V= mg?2 1 (76)
= |5 o0, cosy .

and the flight path angle is calculated by dividing Equation 7.4 by Equation 7.5

Cp
tany = —— 77
14 C, (7.7)
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Figure 7.2: The controls of a subsonic flight of the X-38 and HORUS.

The rate of descent can then finally be calculated by
RD =Vsiny (7.8)

The curve can now be found by calculating the above equations with the interval of possible angle of at-
tacks. Three points are of interest when analysing these curves (Ruijgrok, 2009). The first one is the small-
est velocity possible, which is the stall speed and it can be found at the end of the upper part of the line.
The second part is the point of maximum endurance, or maximum flight time. This point coincides with
the smallest RD in the graph, where the tangent is horizontal. The third one is the maximum range steady-
state, thisis flown when the ratio between the horizontal and vertical speed is the largest. The state can be
found by calculating the tangent from a line to the origin to a point on the curve, and finding an identical
tangent.

The performance curves are created from the state ataround t = 125 s, since the bank angle is zero here,
and it is before any pull-up manoeuvres. The diagrams are given in Figure 7.3. The difference between the
twoisveryapparent, the increased L/D of HORUS in thisregime shows a curve thatis widerand smooth. The
maximum endurance point is calculated, which is found by following the black dotted line. The ideal flight
path angle for HORUS at this state is 14.88° and that of the X-38 25.07°, very close to the flight path angle
calculated using pseudospectral methods. Th performance curve method only takes the current state into
account, and does not look at other parts of the trajectory, so small differences are to be expected. It can
therefore be concluded that the program works. A small remark is that the X-38 is very close to stall speed
at the maximum range point, further proof that the stability and manoeuvrability in the subsonic regime is
limited.

7.2. Maximum Range Supersonic Flight

The point of entry at the terminal area occurs in the supersonic regime, it is therefore not sufficient to only
validate the results in the subsonic region as done in Subsection 7.1. The cost function is once again set to
maximise the distance in eastern direction

J=—x (7.9)
and the initial state is at the same height and velocity at the entry point of the terminal area

Xo 0.0m

Yo 0.0m

ho | _ | 25000.0m

| | 732.0m/s

yO _10.00

X0 0°
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Figure 7.3: The performance diagrams of HORUS on the left and the X-38 on the right att = 125 s.

The results are to be found in Figure 7.4 and 7.5. The results look similar at first glance, yet there are some
concerns, especially for the flight path angle and the angle of attack from HORUS. There is an oscillation in
these states emanating from the transonic phase that does not occur with the X-38. The only difference
between the two simulations is the different vehicle, all the other parameters are similar.

Originally, the solution could not be found for HORUS. The HORUS aerodynamic database from De Ridder
(2009) was used as described. After examination it was observed that there is a negative drag coefficient
regioninthe @ < 5regionforM > 1.1. This is of course physically not possible, it was created by inter-
polating the original aerodynamic database from Helmersson (1988) which did not give the data for this
region for a lower angle of attack. The solution presented here is by setting a,,;, at 5° for all values lower
than 6.5° in Table 3.5. Itis likely that the remaining part of the aerodynamic database is responsible for the
oscillations of & and y, since this movement does not occur with the X-38. Further research is required to
validate this assumption. De Ridder (2009) could also not find a solution for this problem during the tran-
sonic phase where a constant a was used.

Other attempts to create trajectories, such as runway alignments, did not yield a solution for HORUS. The X-
38 continuously found a solutionin which it was viable or not that the intended target was reached whereas
HORUS did find a solution, or it came across numerical difficulties. It thus proved that the database was
too unreliable to be used due to this inconsistency and further simulations will be done with the X-38 as a
basis. The performance of the X-38 has to be improved mathematically such that it gets the characteristics
of a winged re-entry vehicle, similar to HORUS, this is done in the next section.

7.3. Adjusting the Performance of the X-38

It has been established in Subsection 7.2 that the X-38 is used as the spacecraft of choice during the sim-
ulations. The X-38 however, does not have the aerodynamic properties to functionin the terminal areaas a
winged re-entry vehicle (RV-W), the properties should therefore be adjusted in such a way that it assumes
the value of one such vehicle such as the HORUS or Space Shuttle.

The aerodynamic performance of an RV-W can be measured with the lift over drag (L/D) ratio (Weiland,
2014). RV-W typically have an L/D = 1.5 — 2 in the high Mach number regime, and an L/D = 4.5 in the
low subsonic regime. The X-38 lift coefficient has been modified by a factor of 1.2 and 1.75 for the super-
sonic and subsonic regime respectively to reach these values, and mimic the aerodynamic behaviour of
HORUS. The L/Dratio is seenin Figure 7.7. It is seen that the new values of the L/D ratios correspond to the
requirements as stated in (Weiland, 2014). The method is far from perfect, since the L/D ratio changes at
each angle of attack, the results are however acceptable, and deemed useful to use with further investi-
gations. Aninteresting note is that the L/D ratio of the HORUS does not correspond to the required values.
Recreations of the maximum range simulations for both the subsonic and supersonic situation show that
the new maximum range flight path angle is around 12°, which is more in line with the HORUS or Space
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Figure 7.4: The states of a supersonic flight of the X-38 and HORUS.
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Figure 7.6: The lift and drag coefficients for ¢ = 7.5° and @ = 22.5° for HORUS and X-38 respectively.

Shuttle (Weiland, 2014).

A new supersonic maximum range flight simulation is performed with the new aerodynamic coefficients.
Theresults of thisare givenin Figure 7.8 and 7.9. The flight path angle has a high oscillation at the beginning,
which is then followed by oscillations that get smaller and smaller. The initial oscillation is caused by the
rapid changes of the angle of attack. The oscillations that were present in the original trajectory have been
increased due to the changes. Figure 710 shows the lift coefficient over the relevant Mach range. There
is a jump in the transonic region that is caused by the changes of the coefficients. A trade-off had to be
made between a smooth L/D or lift coefficient, this result was acceptable The downside is that the flight-
path angle oscillation remains throughout the rest of this research. Arecommendation for future research
is that this oscillation should be reduced by implementing an improved aerodynamic database, when it
becomes available. It is beyond the scope of this research to fully research a new database.
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Figure 7.7: The L/D ratio of HORUS and the original and modified X-38.
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Trajectory Generation

This chapter demonstrates the possible results that can be achieved when using the technique of pseu-
dospectral methods to find the trajectory required to align towards the runway.

The simulation starts with the calculation of the trajectory from an initial guess that does not guarantee to
be the correct solution. The outer loop is entered when this trajectory is calculated successfully, of which
the first step is to calculate a control solution that is interpolated using the Hermite interpolation method.
This control solution is a collection of , g, and &, points at the designated time steps as calculated with
the time relationship between the inner and outer frequency. This control solutionis applied to the dynam-
ics of the model within the inner loop. The next step is to determine whether the exit conditions have been
met. There are two possible outcomes. The first outcome is that the conditions have not been met and this
means that a new optimal trajectory is calculated with the current state as the initial point and by using the
old trajectory as the initial guess. The usage of the former trajectory greatly reduces the computation time
of the new one. The loop is then continued to the control solution. The second outcome is that the final
point has been met and that the spacecraft is within the flight approach corridor. The simulation is then
ended.

The chapter starts with the problem definition of the reference trajectory in Section 8.1, followed by what
variable of the problem is optimised in Section 8.2. It is then possible to create a nominal trajectory, which
isshowninSection 8.3. Thereis no such thing asanominal trajectory when performing are-entryinreaility,
therefore, thisnominal trajectoryis subjected towindin Section 8.5. Finally, the robustness of the guidance
system to start with various starting positions is shown in Section 8.6.

8.1. Problem Formulation

This section gives the problem definition that is used in this chapter. It includes the initial conditions, the
dynamics of the system, and the constraints.

The goal is to create a trajectory that can be flown with the X-38 as the reference vehicle from the entry
point of the terminal area until the spacecraftis aligned in front of the runway within a reasonable distance.
This trajectory should be updated online whilst the simulation is in progress.

The equations of motion were already given in Section 3.6.1, but are repeated here for good measure.
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The initial condition is set at the entry point of the terminal area at a distance of 100 kilometres from the
runway.

Xo Om

Vo —100000m

Zo | | 25000m

W~ 732m/s (8.7)
Yo -10°

Xo 0°

The initial angle of attackis setto 22° which is close to the maximum range angle of attack. The bankangle
is setto 0°,itis assumed that the spacecraft is flying straight towards the beginning of the runway.

The final node is set to be limited to be within the Flight Approach Corridor (FAC) as seenin Figure 2.10. The
location of the FAC depends on the problem itself, and the following final states are required

x —3000m £+ 100 m

y; Om=£20m

zr | _ 500m+20m 8.8)
Vs 100 m/s + 10 m/s )
Yr n.a.

XF 90° + 2°

This location is relatively close to the runway, but the heading angle requirement ensures that the space-
craft is aligned and the required flight path angle towards the beginning of the runway is roughly 10 de-
grees. The states are constrained to be within the following values

—100000m Xg 100000 m
—140000m Vg 100000 m
om Zg 28000m
1m/s %4 800 m/s
—89° < y < 89° (8.9)
—179° X 179°
—14° a 40°
—50° g 50°
-9° Sspbr 9°

and the derivatives of the controls are limited to stay within

-3°/s a 3°/s
-15°/s ) <| 6 |<|15°/s (8.10)
—10°/s Ospbr 10°/s

These values are selected based on the maximum rates of the HORUS (De Ridder, 2009). No maximum
rates for the X-38 were found.

The initial conditions and constraints of the reference trajectory presented here shall be used in the sub-
sequent sections.
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8.2. Cost-Function Analysis

Defining the correct cost function is essential when defining the problem that is to be solved. It can deter-
mine whether it is cheaper to have a certain angle of attack or bank angle. One might prove to be minimal
when an S-turn manoeuvre is performed, or when the angle of attack remains large, when the system has
to dissipate energy for example.

Different cost functions were considered that could improve the trajectory from the entry point towards
the transition of the terminal area and the approach and landing phase. The following were considered

J= -1 GRD)
/= fddt (812)
J=ci(y —vp)?* +c; f adt (813)
j= J(x—xf)z =y + (2 7)) (814)

There is a number of reasons why these were considered. Having a selected final flight-path angle (yf)
assures that the bank angle is close to zero, the flight-path angle decreases during a turn unless it is coun-
tered with a high angle of attack, and that the velocity is high enough to sustain the required lift. The value
of yr is set to —9° asin line with the angle towards the beginning of the runway. The derivative of the angle
of attack is used to smoothen out the trajectory to reduce the change in flight-path angle and thus get a
more uniform load factor. The values of ¢; and ¢, are introduced as weight factors. The value of & is lower
thany, this difference should be compensated in the cost function, to prevent that one value overshadows
the other. The purpose of the last cost function is aim the final point of the trajectory to be as much in the
middle of the flight-approach corridor as possible. Note that some of the final states are already limited by
Equation 8.8.

An attempt has been made to simulate the entire closed loop trajectory with all the presented cost func-
tions. Function 8.14 did not create a feasible trajectory and was therefore discarded, the consequence of
this is limited, since the final point is already constrained to end within the box. The other three did gen-
erate results as seen in Figure 8.1 where three important states are shown. The first component of the
remaining three, y¢, provides good results. A relatively minor S-turn is flown to reduce the energy before
the final point is reached well within the required bounds. The trajectory calculated with solely the second
component, &, does not have this S-turn but it flies directly towards the final turn with a larger variation
of the angle of attack during the transonic phase. A change in o requires a correction of a, o stays there-
fore close to zero. It can already be seen that there are some irregularities with this trajectory. There is
an oscillation of a present that does not occur with y;. The cause of this is that the first few nodes jump
around and are thus not stable, creating a seesaw like movement as seen in the graph. The hypothesis is
that the solution is on a singular arc which limits the convergence towards a proper solution (Garg, 2011).
This means that there is not one correct solution, but multiple. The creation of the initial trajectory also
takes five times as long when compared to yy, five seconds in total. Attempts were made to combine both
the components to get the best of both worlds and avoid the possibility of a hypothetical singular arc. The
final result is close to the solution of just &, with sometimes a minor oscillation during the later part of the
flight. However, the trajectories found were unstable since no solution could sometimes be found during
the flight, depending on the constants chosen. This example has ¢c; = 1 and ¢, = 0.01, but alternating c,
with values with a difference of 10% already caused problems. This combination is therefore considered
unstable, and it is dropped.

The chosen cost function for all the trajectory calculations is thus the one containing just y.
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Figure 8.1: Three different cost functions compared

8.3. Nominal Trajectory Analysis

This section gives an analysis of the reference trajectory followed using a closed-loop without any distur-
bances. Theinitial and final point, and boundaries are given in Section 8.1. The corresponding cost function
of the problem is given in Section 8.2.

There are two ways in which the accuracy of the solution can be altered. The first one is by changing the
amount of collocation points used, where the higher the amount of nodes mean a more accurate solution,
at the cost of computation time (Garg, 2011). The second method is changing the frequency of the outer
loop. Each cycle requires that a new optimal trajectory is calculated.

The analysis to determine the number of nodes is shown first. A broad amount was attempted starting
with a set of 20 nodes. Viable solutions were only found from 50 nodes and onwards. Solutions before
this were not found from the cold start or it failed halfway in the simulation with a outer frequency of 1 Hz.
Figure 8.2 shows three sets of controls flown with 50, 75, and 100 nodes. The first two are relatively close
and they show a smooth result. The 100-nodes trajectory is already becoming unstable, yet it arrives at
the destination. This instability is even more present if the number of nodes is furtherincreased.This result
is a stark constrast of what is to be expected in sutuations like this. Examples such as the Space Shuttle
problem showed that an increase in nodes clearly did improve the accuracy. The conclusion is therefore
that the model used is the limiting factor. Note that this problem already occurs during the early trajectory
generation phase, itis therefore not a problem caused by the integrator. The cause of this is most likely the
aerodynamic database or use thereof.

The amount of computation time required is also an important factor. One of the research sub questions
is to determine whether it is possible to perform the calculations in real-time. Table 8.1 shows the time
required to calculate the trajectory from a simple initial guess and the entire simulation time. The entire
simulation is approximately 450 seconds, the limitation is therefore to stay within this simulation time.
The added benefit of 75 nodes over 50 is not clear, no precision is gained since both trajectories are sta-
ble. Having a lower time also increases the flexibility of the system when suddenly new trajectories are
required. Henceforth, 50 nodes are therefore used. The lowest row, with 150 nodes, is added to show the
sheer impracticality of using this many nodes. The simulations were performed on a 4-year old laptop with
an Intel I7-2670QM running at 2.2 GHz. It stands to reason therefore that this time can be improved by us-
ing a dedicated board computer. About 90% of the time is spent within SNOPT, which only works with one
core. The sequential nature of the simulation does not permit the usage of multiple cores manually.
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nodes coldstart simulation

time [s] time [s]
50 1.06 122.01
75 2.32 323.32
100 17.81 861.92

150 90.75 3147.21

Table 8.1: The time it took to complete the simulation.
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Figure 8.2: a and o for different amount of nodes during the nominal trajectory.

The second elementis the effect of changing the frequency of the outer loop. This analysisis performed on
anundisturbed flight, the discussion about how often a new trajectory is required is therefore solely based
on the computation time required and . Figure 8.3 is a graph that shows the difference of the angle of at-
tack with different frequencies, from a base frequency of 0.5. The differences between the setsis relatively
small with the difference getting higher as the frequency increases. The difference of Aa% is caused by
the different positions of the nodes each session and the difference of the interpolation method used to
calculate the aerodynamic coefficients (Hermite polynomial interpolation) and the LGR method (Lagrange
polynomial interpolation). The largest differences also occur where the spacecraft is banking. A compari-
son is seen in Figure 8.4 that the difference is very small. The choice is a trade-off between avoiding high
spikes, computation times, and required refreshing when external forces are active. A frequency of 1 Hz is
chosen because the spikes are manageable, the computation time is available (see Table 8.1) and it is still
frequent enough to adjust the trajectory when it is windy.

The number of collocation points is set to 50 and the guidance frequency is 1 Hz. The resulting states and
controls are seen in Figure 8.5 and 8.6 respectively. The 3-dimensional version of this trajectory to get a
better grasp on the trajectory is in Figure 8.7. Two other variables are also analysed in Figure 8.8, the load
factorandthe energy height. Thefirstitem can be used to analyse the structural stresses on the spacecraft
and it can also be described as the apparent gravitational acceleration felt by the passengers aboard. The
load factor is calculated with

Lsina+ Dcosa

mg

n, (8.15)

Forreference, commercial transportation vehicles such as the Boeing 747 should be able to cope with load
factorsintherange of —1.52 < n, < 3.8. Figure 8.8 shows that the load factor stays well within these mar-
gins at all times. The second item is the presence of the energy in the system, both kinetic and potential. It
can be used to see where the largest drops of available energy are and to see if the simulator does not add
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Final state
x [m] —2903.02
y [m] —19.2

z[m] 487.55
V [m/s] 93.42

y [°] —5.0
[ 87.99
al’] 16.86
o[°] 2.15

Table 8.2: The final states of the nominal trajectory.

energy to the system.

The spacecraft starts at an altitude of 25 kilometres aimed straight towards the beginning of the runway
located at point (0,0). The first phase is used to lose energy by increasing the flight path angle and creating
a turn. Then, the transonic phase happens around 60 seconds which seems quite uneventful except for a
bump in the load factor, which is only natural because of the behaviour of the aerodynamic coefficients in
this region as seenin Figure 7.7. A relatively minor S-turnis flown in the subsonic region to lose even more
energy before the alignment in front of the runway is complete after 473 seconds. The final state can be
found in Table 8.2. What is interesting is that the speedbrake stays at —9 degrees, or close to, during the
entire flight which means that it is fully retracted. The increase in drag at the cost of lift is not worth it, or
the optimiser preferably tweaks the controls that have more impact, @ and ¢. Further analysis with a fully
deployed speedbrake should be performed.

The states and controls all have a smooth curve except for the flight path angle, y goes up and down dur-
ing the flight without a direct visible correlation with the other states and controls. The three important
variables that impact the derivative of y are the velocity, bank angle, and lift coefficient. The first two are
relatively constant compared to the lift coefficient (see the load factor). The increase of the lift coefficient
by a factor of 1.75 has a destabilising effect on y. Early tests that had an increase of a factor of 2 had higher
spikes up and down of y. The factor was brought down to reduce this effect, even though the L/D ratio is
now lower than what is expected of a winged re-entry vehicle (Weiland, 2014). A recommendation is that
an un-modified aerodynamic database is used of a winged re-entry vehicle to see whether this sinusoidal
curve iny is still there. The final velocity is around 100 m/s, which is still quite high, but the handling in the
subsonic phase at lowervelocities hasto be furtherresearched, since the original design intents to descent
the final part with a parafoil. The aerodynamics for that section of the flight has not been researched. The
values of the coefficients are stretched out from the higher Mach regions.

It can be concluded that the simulator is able to create valid trajectories when the spacecraft starts at the
initial point under nominal conditions.

8.4. Change in Lift and Drag Coefficients

The aerodynamic database that is generated by flight-testing and CFD is not a 100% accurate, that is im-
possible. Therefore, it is important to see if the guidance system is robust enough to deal when the lift
and drag coefficients are changed without knowing. These do not differ that much, but it should be able
to handle margins of 5%, which are reasonable (Weiland, 2014).

Figure 8.9 and 8.10 show how the nominal angle of attack and bank angle are affected by the coefficient
changes in the vehicle dynamics block. The impact of a decrease in the lift coefficient is close to that of
anincrease in the drag coefficient, and vice versa, which makes sense considering that one decreases the
loss of potential energy, and the other one in kinetic energy. The flight-time is reduced or increased by
roughly 3%. The shorter flight-time does not pose any problems for the guidance method, this reduction
also means that more energy is available. The angle of attack becomes a bit erratic for the one with the
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Figure 8.6: The ground-based aerodynamic angles of the reference solution

Figure 8.7: The 3-dimensional depiction of the reference trajectory.
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Figure 8.8: The 3-dimensional depiction of the reference trajectory.
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Figure 8.9: The change of a and o when a different lift coefficient is used in the vehicle dynamics section.

longer flight-duration. The guidance system needs to re-adjust to the new state which has less energy
than expected, which results in a bumpy a, and to a lesser extent, . The response to these changes are
very similar to similar situations in Section 8.5. An example is given when C; is increased by 5% and Cp
decreased by 5% by magnifying the angle of attack at the last few seconds of the trajectory in Figure 8.4.
The derivative is at times discontinuous, which is not an issue when it is small, but there are pieces that do
stand out. Arecommendation is that the guidance commands are smoothed out before it is passed on to
the control subsystem.

8.5. Introducing Wind

This section introduces the effect that external disturbances have on the trajectory. The concept of wind
was introduced in Section 3.6.3 and this theoretical wind is added to the trajectory to test the robustness
of the guidance subsystem. First, the average wind is added to the environment to test standard wind con-
ditions, and second, gust loads are imposed on the spacecraft during small portions of the flight to test the
response.

The data from Table 3.2 used for nominal mission examples taken from (Johnson, 2008) is calculated by in-
terpolating different measurements throughout the year at Kennedy Space Centre. The availability of this
datais the reason that the X-38 lands at this airport. The runway that was used for various Shuttle landings
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Figure 8.11: The angle of attack during the last few seconds of the trajectory with +ACp and —ACy.

is designated with the number 15 or 33, which means that the approach vector requires a heading angle of
either 150 or 330 degrees, the first one is to be used as the required heading angle. The wind data is given
in the wind reference frame, this should first be transformed to the runway reference frame with Cryy 1.
The effect of this wind is not known by the guidance system, it calculates a new trajectory every step along
the way unknown of the changes in the outside world. It is assumed that the sideslip angle is either zero,
or close to zero. The control subsystem should be able to mitigate this. Furthermore, the test performed
here is a first-order analysis of the guidance capabilities.

Four simulations are run with the wind coming from different direction every time, and these are compared
to the nominal situation from Section 8.3. The first one is run without a rotation of the wind in Table 3.2,
the other three are rotated with 90°, 180° and 270°. The wind does usually not rotate with the 90° angles
presented here but it has more or less the same wind angle at the higher altitudes (Johnson, 2008), this sit-
uationistherefore unlikely, butisinteresting to see how the guidance system responds to these unknowns.

Figure 812 gives a top-down look of the different trajectories flown. The original trajectory can be seen
in the middle finding its way to the runway unhindered by the wind. The greatest shift comes from the
meridian winds at altitudes 5 kilometres and up where the winds move an average of 20 m/s. All the trajec-
tories differ greatly from the nominal one, the 90° rotation cannot even reach the runway. The simulation
is stopped because the guidance system cannot create a new feasible trajectory to the runway since too
much energy is dissipated because of the extra kilometres flown in the negative y-direction. The error
margin for lower energy entries is small, and deviations from the nominal trajectory should therefore be
avoided as much as possible. It is more interesting to see how the spacecraft handles during the flight
than where it is actually flying. Figure 813 shows the various load factors. The nominal situation did not
require the constraint that load factor is limited from —1 to 2.5 g's, the peaks demonstrate that this is a
requirement for off-nominal conditions. Another noticeable change is that some of the trajectories have
an oscillating load factor, which is both structurally and for the passengers unacceptable. These peaks
are created by the last-minute attempts of PSM to reach the desired final state. It is clear that a guidance
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Figure 8.13: The load factor when flying under the influence of wind from different directions.

system that does not have the possibility to predict the upcoming wind is likely to have a performance that
is less than adequate.

It is assumed for now that the guidance system is aware of the environment before the terminal area is
entered. This information can be taken from weather forecasts and observations. Figure 8.14 shows what
trajectoryis created whenit can be planned in advance what the conditions are going to be. The load factor
is also added as a constraint, but it does not seem to be required in this phase since the curve is almost
identical to Figure 8.8, although there are minor differences in the trajectory, but these are not worth any
further inspection. The new trajectory brings the spacecraft further in the negative y-direction, yet, the
duration is 425 seconds, instead of 449 seconds. The conclusion is that it is possible to include external
disturbances with PSM with success.

Unfortunately, itis not always possible to know the exact magnitude and heading of the wind. Itis therefore
required that a number of trajectories is created that have perturbed conditions away from the average.
The contents from Table 3.2 is modified with a probability generator. The probability curve of the magnitude
has a 10 of 10% of the original value, and the heading and flight-path angle have a 1¢ of 10 degrees. Each
altitude is changed separately with different values. The new wind is calculated with

Wi = Cyw(oy, 05)Wh(or) (8.16)

The transformation matrix is used that also transforms the wind vector to the vertical frame, the rotations
required are equal.

Figure 8.15 shows «, g, and n, after 150 simulations. All of the simulations successfully made it to the fi-
nal flight approach corridor.The control states are close to the original conditions until halfway, where the
deviations gradually grow bigger. The solution of handling the different wind conditions seems to be to
increase a, which in turns also increases the lift coefficient, increasing the amount of ground that can be
covered to get back to the right trajectory. The increase in drag seems is relatively smaller. The bank angle
has in interesting curve in the end, where all of the new trajectories follow the same pattern of a lower o.
This means in an absolute sense that it is smaller, but positive, and that, as a result, the required turn has a
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Figure 8.14: Trajectories flown under the influence of wind from different directions.

smaller inner radius than before. The load factor strays away from zero as well over the course of the tra-
jectory. It first becomes slightly positive, which means that the small deviations away from the expected
trajectory increases the overall gravitational acceleration felt by the passengers, followed by a decrease
during the final reduced turn. The final seconds of almost all the trajectories show the same final spikes
as in Figure 8.13. The guidance system tries to reach the final state, and even though it is within the con-
straints given, it is far from the desired effect. This occurrence seems to be inherent to the system, as the
FAC is a requirement. The effect could be reduced by widening the criteria that form this box, making it
such should reduce the effect of what is seen here. Another option would be to start the approach & land-
ing phase right before this happens, smoothing the transition.

A wind gust is added as a final demonstration, simulated by the NASA 1997 Discrete Gust Model (Section
3.4.3), and Figure 8.16 shows it. The gust will take place at an average height of three kilometres, with a
width of 500 metres. The flight path angle is set to 10°, and the heading angle measured in the vertical
frame is 25°. The gust velocity is set to 40 m/s, which is quite extreme. For reference, this can happen
within a category 3 hurricane (Johnson, 2008). No spacecraft would ever attempt a landing under such
conditions, butitis shown here as a demonstration. The numbers are chosen arbitrarily, just for this exam-
ple.

The gust hits the vehicle close after the 400 second mark, shown in Figure 8.17, where the gust hits the ve-
hicle almost head on. The result is that the trajectory in the x-y direction is nearly identical, but the height
is maintained near the peak of the gust. The speed drops rapidly, and there is an attempt to increase it
again by decreasing the angle of attack. There is a quick descent after 60 seconds where y reaches close
to —50 degrees, this is done to regain the lost velocity to reach the target, which it does successfully af-
ter roughly 30 seconds more than the original. Figure 8.18 shows a very interesting load factor. There is
near weightlessness for the first 40 seconds, followed by twice the normal gravitational load. This move-
ment has all the looks of a parabolic flight. The guidance system is unaware of the existence of the peak, a
smart one should quickly fly through this and return to the original state. These are all realistic responses
when encountering this type of atmospheric disturbances, even though the magnitude of the gust is a bit
exaggerated.
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Figure 8.15: The differences in states for 150 trajectories under different wind-vectors.
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Figure 8.16: The simulated gust.
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Figure 8.18: The load factor during the encounter with the extreme gust.
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XRW
y>0 x>0 -tan™*(%)-90°
x<0 tan"'(3X)-90°
x=0 180°
y<0 x>0 tan™'(32)-90°
x<0 tan"'(Z)+90°

X = 0
y=0 x>0 —90°
x<0 90°
x=0 n.a.

Table 8.3: Ways to calculate the initial heading angle towards the runway to avoid the quadrant ambiguities.

8.6. Terminal Area Entry Footprint

This chapter has so far discussed different trajectories that all have the same initial conditions. It is how-
ever, not certain where the start of the terminal area will take place. Therefore, itisimportant to also assess
how the guidance system is able to handle different starting positions, even when the runway approach is
on the other side of the current shortest route. This section considers trajectories with nominal wind.

Arange of x and y positions is given in the left of Figure 8.19, it stretches 150 kilometres in each direction,
with a new attempt every 10 kilometres. Each dot is an element from which a trajectory was trying to be
found. The initial heading angle is such that it is aimed at the beginning of the runway. It is not trivial to cal-
culate the initial heading angle because of the quadrant ambiguities (De Ridder, 2009). A way to calculate
the heading angle from each starting positionis in Table 8.3. The other states are equal to these presented
in Section 8.1.

The right side of Figure 819 shows where it is possible by the optimiser to find a suitable trajectory, It is
possible for most of the positions close to the runway, and a circle can be imagined that contains the
successful ones. It seems that the positions outside of this circle require more energy to reach the fi-
nal point than is available. It is not possible to reach the runway from all points within the imaginary circle,
which is wrong since there is enough energy present to reach the runway, as proven by the successful at-
tempts around these points. The lower-left corner has more difficulties than the lower-right corner, which
is strange since the results should be mirrored. One of these two locations are investigated in more detail.
These are (—50,—50) and (—50,50). An investigation is performed to see whether different heading an-
gles might make a difference. Each point starts with 12 different initial headings (—180° mod 30°), Figure
8.21 shows the successful trajectories. Both locations have possible trajectories when pointing roughly
towards the runway. However, there are two issues. The first one is that the results are once again, not
mirrored. The change in angle is due to the wind, so that is to be expected. Second, the left location fails at
an heading angle of 45°, which does not show up here. This means that the trajectory generatoris incon-
sistent with providing correct results.

The time to find the different solutions is given in Figure 8.20. The cold start time differs greatly from under
1 second to up to 30 seconds. A large swath of the feasible trajectories are calculated within a few sec-
onds, which is reasonable. However, a 20-seconds timespan to calculate a feasible trajectory is too long.
The longer calculations are found in the lower part of the region, the points in the upper part are all around
1second.

Itis beneficial to expand this research by providing viable trajectories to compare the results, since the cur-
rent implementation lacks robustness, the percentage of successes is below 100%. The guidance system
is therefore not flight-qualified at this point.
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Attitude Control

This chapterwilldemonstrateifitis feasible to apply PSM not just for trajectory generation, but also attitude
control, creating a full 6-DOF model. Section 9.1 gives the first demonstration, it is shown here how an LQR
controller can handle the non-linear dynamics in the terminal area. Section 9.2 finally show what the results
are when PSM is utilised as a control subsystem.

9.1. Linear Quadratic Regulator

It is important to stress that it is hard to find the exact cause of an error when calculating solutions with
pseudospectral methods. The usual error is that no solution can be found, without giving any specifics.
Therefore, it is important to start with knowing that the model and software is correctly set up, thisis done
by using a simple linear quadratic regulator (LQR). The theory behind this method was discussed in Section
5.1

The first step is to calculate the gains such that the deflection of the elevator, aileron, and rudder can be
calculated. The matrices Aand B are defined by the linearised motion of the spacecraft whichis first shown
in Section 3.7, and it shown as a state-space matrix in Appendix A. The Q and R matrices are defined as per
Bryson's rule and it signifies the maximum allowable deviation of the state and control vector respectively
(Mooij, 1998). The Q-matrix is defined as

i 1 1 1 1 1
Q = diag

Aprznax’ ACITZnax ' Arr%lax ' Aa%lax ' Aﬁr%lax’ AO'TZrlax
With Appax = 10°/S, AQmax = 10°/S, Atypax = 10°/s, Adpax = 4° ABmax = 4°, and Ac gy = 4°. The
R-matrix as

90

R =di { ! ! ! } (9.2)

= diag , , )
A(Sefnax Adafnax A5T7211ax

with A, .. = Ab,, . = Ab, . = 30°. The values were chosen after several attempts to find the opti-

mal gains.

The gains K are calculated in Matlab using the states of the reference trajectory from Section 8.3. No easily
implementable packages were found for C++. The schur method was used to solve the Ricatti equation
(Bunse-Gerstner, 1996). However, Eigen gave different results when inverting matrices larger than three,
therefore, Matlab was used to calculate the gains of the nominal trajectory. THe different gains are created
for each secondin the flight, the last available gains are used for prolonged flights. The gains are shownin
Figure 9.1and 9.2. The gains are relatively constant, except for the transonic phase in some cases.

The gains are used to calculate the deflections of the aerodynamic surfaces in the following fashion
Au = —KAx (9.3)

103



104 9.1. Linear Quadratic Regulator

20 -
Kip
Krr
15 - Kes
Kro
10 -
g st
[
(=]
O =
-5 W
-10 | | | | | | | | | |
0 50 100 150 200 250 300 350 400 450 500
time [s]
Figure 9.1: The longitudinal gains calculated for the reference trajectory.
20 ¢ Kap 207 "
K ®
ar Krr
K
15+ ag 151 Kig
Kaa Kro
10 +
10 -
MU
—_ 5 ;_/ —_
2 2 57
& 0 A\M 5
0 =
5L
10/ - W
-15 1 1 1 1 | _10 1 I I I |
0 100 200 300 400 500 0 100 200 300 400 500
time [s] time [s]

Figure 9.2: The lateral gains calculated for the reference trajectory.
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where Au is
Aae 62 Se,trim
Au = A6a = 6a - Sa,trim (9.4)
A6r 61’ 6r,trim
Axis
Aa a a.
AB B 0
Ao o g,
AX Ap p Do (9.5)
Aq q| |90
Ar T T

The commanded angle of attack and bank angle are given by the guidance system. The nominal rates are
calculated with Equations 3.66-3.68. The new control deflections are passed by a bandwidth and deriva-
tive filter before it is used. The bandwidth filter makes sure that the deflections are within the operational
limits, and the derivative filter guarantees that the rate stays at 30°/s. The deflectionis limited to The initial
state is equal to the nominal rates, the aerodynamic angles as used in Chapter 8, and the trimmed deflec-
tions.

To calculate the offset of the deflection angles it is important to know what the trimmed deflection angles
are. This is done by finding a stable solution such that all the moments generated cancel each other out.
Relevant aerodynamic properties for attitude determination are explained in this context. The simplified
rotational dynamics were already given in Section 3.6.2, these were

M I,, —1
x+(yy ZZ)qT

D= (9.6)
Ixx Ixx
M I,,—1
q — _y + ( ZZ xx)pr (97)
Iyy Iyy
M I, —1
;= I_z + ( xxI yy)pq (9.8)
ZZ ZZ
The moments M were not, these are as follows
1 2
M, =Mycm+ EpV CiSrefLres (9.9)
1
My, =M, + EpVZCerefLref (910)
1
M, =M,cm+ EpVZCnSrefLref (911

The first part is the moment around the centre of mass generated by the discrepancy of a different centre
of pressure. In general, this is mainly an issue in the XZ-plane, generating a M, which can easily be
countered with the elevator. However, there is always a small difference in the y-axis, thus generating both
a rolling and yawing momen, which needs to be countered with the rudder and aileron. This moment is
calculated with

Xref —X
Moy = Yrep | X[ Y (912)
Z‘ref -7

The vehicle needs to be trimmed at all times to stay close to let the derivatives of p, q, and r stay close to
zero. A simple Newton-Rhapson method is used to achieve this, which is both quick and accurate, as long
as the initial guess is close to the real answer (Ben-Israel, 1966). The basic form looks like

Xns1 = Xn — IXn) "H(Xp) (913)

The goal is of course to minimise the following close to zero
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p
f=1¢g (914)
T
This is done by altering the state vector X, which is the deflection of the control surfaces, thus
8a
X=146, (915)
8,

which results in the following Jacobian,

op 9p 9P
35, 098, 3o,

J=|0 ZL o0 (916)
or  or  OF
8, 096, 06,
The derivatives are easily calculated by taking of the derivative of the aerodynamic coefficient that is appli-
cable, multiplied by the constants of the second component in Equations 9.9-9.11. The first attempt takes
about five iterations until an answer where f < 10719, The result is displayed in Figure 9.3 where the three
control surfaces are displayed for when the spacecraft is in near-perfect trim for Mach 0.5 till Mach 3 for
an angle of attack of 20 degrees. There is a sharp rise of the elevator in the transonic region, followed by
a quick decrease and slow increase in the higher Mach regions. The aileron and rudder deflections are
non-zero for non-banking flights because of the difference between the centre of gravity and centre of
pressure in the y-axis of the body reference frame. Yet it is still relatively small, with a bump around the
transonic region.

Two different situations are simulated. The first situation is an open-loop situation in which the reference
trajectory from Section 8.3 is followed. The second situation simulates a closed-loop situation in which a
new reference trajectory is calculated every second. The final state is given by Table 9.1. The closed-loop
solution comes close to the designed final state. The open loop however, ends half a kilometer to the right
of the runway. How the trajectories are different is given in Figure 9.4, 9.5, and 9.6. The total simulation
time is around 211 s, well within real-time capabilities.

One of the first things that is noticed is that both solutions is poorly trimmed in the subsonic region. The
difficulty with the current gain selection is that there is a narrow band of possible standard deviations in
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Openloop Closedloop

x [m] —626.25 —2854.02
y [m] —583.57 4.09
z[m] 311.15 491.76
V [m/s] 91 96.88
y[’] —6.26 —6.14
x[°] 100.2 91.7
al’] 9.05 9.04
o[’] 0.54 —-149

Table 9.1: The final states of an open- and closed-loop situation with LQR.

the transonic region. The simulation would crash each time higher margins were implemented due to out-
of-control angular rates. An advice is that there are different standard deviations per phase of the flight.
This could alleviate this problem.

There is the same problem that was visible during the creation of the reference trajectories. Several states
and all the controls spike at the final moment of the trajectory. This is once again due to the fact that PSM
tries to reach the final target by seeking the limits of what the system can handle. All these spikes are
within the allowable tolerances given, the maximum rate of deflection. This problem can be avoided by
connecting the guidance of the terminal area with the approach and landing phase. The attempt to reach
the centre of the FAC is then limited.

The guidance system does not seem to appreciate the responsiveness of the control systemin general, and
a spike of the controls are present at each new interval, trying to get the spacecraft back on course. The
calculation of the new trajectory starts with the new state, with the base of the old trajectory as a former
solution. The result is that the new trajectory tries to follow the old trajectory as soon as possible, instead
of smoothing the differences over the remaining flight-time. This causes the bumps to appear, which are
especially noticeable by the thick sections at the control states. The erratic movement of the control sur-
faces seem to have a minor impact on the angular velocities, and even smaller on the angle of attack and
bank angle. The closed-loop simulation ends very near to the final point dictated by the guidance system.
Therefore, even though the target is reached, it can be concluded that this method does not work due to
the induced oscillations.
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9.2. Pseudospectral Methods

It has been proven in the previous chapter that it is possible to create a 3-DOF system, and that the space-
craft can become a 6-DOF system when an LQR is added. The next step is too whether it is possible to use
pseudospectral methods as a method to calculate the required deflections of the aerodynamic surfaces.
First, a unit-step test is presented that is used to optimise a variety of variables. And second, an analysis of
extending this to the full fledged trajectory.

The dynamics of the problem are already given in Section 3.6.2, the boundaries are determined to be

—10deg P 10 deg
—10deg q 10 deg
—10deg r 10 deg
—14 deg a 40deg
—8deg |<| B [<| 8deg (917)
—50deg o 50deg
0deg Se 60 deg
—30deg Oq 30deg
—30deg oy 30deg
and the derivatives of the controls are limited to stay within
—10deg/s S, 10 deg/s
—10deg/s | <[ 8, | <| 10deg/s (918)

—10deg/s 5, 10 deg/s

The cost function has been determined to be

b
J=1] ((Ax)*+ (A0)? + p?)dt (919)

to

This cost function is designed to decrease all the differences of the mentioned states, and itis very similar
to the cost function of LQR, but without setting the allowable deviations.

An initial attempt has been made by having a Mayer or a Lagrange cost function, both calculated a new
solution for 0.05 seconds each time, similar to the control frequency. The end states of the controls were
used as the inputinto the vehicle dynamics block. None of the solutions gave tolerable results. A success-
ful method was found by using the cost function in combination with a feed-forward method. The result
can be seen in Figures 6.7 and 6.8, where a change in angle of attack and bank angles is required, which
is successfully attained within a second. The changes are close to what the maximum rate of these angle
that the guidance system might require.

A time-step of 1 second has been selected for this trial for the feed forward method to ensure that good
results are found before trying to slim this number down. The time it took to calculate this solution is 143
seconds, for a 20 nodes control system. This duration is unacceptable, especially since the frequency of
the controlleris 20 Hz. Trials indicated that the minimum time-step is 0.75 seconds, before faulty solutions
are produced, this reduced the total time to 118 seconds. The solutions become wrong when the first few
nodes are close to the starting point which creates a non-linear nature in the first fraction of the solution.
This effect is reduced by spreading the nodes further apart.

On average, a solution took five seconds to calculate, even when using the previous solution as the basis.
This is much longer than when calculating the reference trajectory, which takes roughly 120 seconds. The
mainreasonis that the dynamics function is much more computationally expensive. Especially calculating
the aerodynamics using Hermite cubic interpolation. The convergence of the solution starts out quick, but
becomes slower, or even stagnates, when it is close. A possibility is the conflict between the Hermite in-
terpolator and the Lagrange interpolation that PSM uses, but this needs to be tested by creating equations
instead of tables. An advantage of doing this is that it speeds up the process since calculating the inter-
polation of four dimensional tables is very expensive. A part of the C,,-coefficient was removed that uses
this, which reduced the required time by 16%. This difference cannot be explained solely by the reduced
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Figure 9.7: The translational states of an open-loop simulation with PSM as the control subsystem

computations, by far. Another point would be that the sparsity of the Jacobian is much smaller here, which
means increased dependency between the different states.

An open-loop simulation is created similar to what was done in Section 9.1 to show the reaction of the con-
troller. Figure 9.7-9.9 show these results. The first thing that can be noticed is the difference between
the deflections required for the LQR method and PSM. The deflections for the latter method are smooth
throughout the entire trajectory. This means in effect that the angular rates are also even. The downside
is that the difference between the reference trajectory and this trajectory is very big, up to the deviation of
the open-loop LQR. The time it took to calculate this solution is well above any real-time scenario. There-
fore, this method is deemed infeasible. Producing the results for a closed-loop scenario does not make
sense because of the computational duration. At least not until the computational issues are solved.

The next option that is available is to introduce a complete 6-DOF motion calculated by PSM. The idea is
that PSM calculates the nominal translational and rotational states with the deflection angles as the con-
trol input over the entire trajectory, similar to what was shown in Chapter 8. The higher frequency control
allocation would then be covered by LQR. The amount of states for this problem is 16 and there are 4 con-
trols, the dependency matrix is therefore, large and dense. The controls propagate throughout the entire
state vector. Amajor issue could be the amount of time it takes to calculate the solution, a simple problem
is therefore tested first.

The maximum range trajectory is calculated just like what was done in Chapter 7. Figures 9.10, 9.11, and
912 show the results of the trajectory generation performed at the beginning of each simulation. This
exact test has been performed before with the 3-DOF motion in Section 7.3, the results should therefore
be similar. Unfortunately, this is not the case. This solution is shortened by 75% to 150 seconds. There
are large variations in the lateral motion of the RV-W. The X-38 shakes around the Z-axis up to 10°/s, and
this continues throughout the entire simulation. The effect of this is that there is additional drag and that
the flight path angle is lower than it should be. Both are counter to the cost function, which has the goal
to maximise the travelled distance. A possible cause is the inclusion of the C,-coefficient. The time to
calculate the reference trajectoryis reduced from 120.6 s to 47.7 s by removing this term. For comparison,
the 3-DOF solution takes 0.86 s. This indicates that there are two possible problems. The first one is that
the Hermite interpolator is not compatible with PSM, or, the second option, that there is a problem with the
aerodynamic database. Both problems require more research before the answer can be given, but it seems
that the limit of attitude control with PSM is reached with the current implementation.
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Figure 9.8: The rotational states of an open-loop simulation with PSM as the control subsystem.
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Conclusions and
Recommendations

This chapter closes this report with the conclusions that were seenin this report by answering the research
questions posed in the introduction chapter. It is then followed by some heartfelt recommendations, to
guide anyone who is willing to continue with this work.

The main question that was asked in the introduction is

Can pseudospectral methods be used as a robust, real-time guidance and control method
for re-entry vehicles in the terminal area.

It became apparent throughout this research that this question is not easily answered, and that there are
many variables to be considered. However, it can be said that the implementation presented here favours
guidance heavily over control in terms of their performance in this report. It is possible for the guidance al-
gorithm to be implemented in other research, the control algorithm, however, requires much optimisation
before it is mature enough. The text below shall give a more detailed answer.

Literature about re-entry is abundantly available, yet most of the guidance techniques used, even nowa-
days, are based on the Space Shuttle. The techniques can be divided in two sections, longitudinal and
lateral. The longitudinal one is usually based on controlling the angle of attack based on the amount of en-
ergy thatisavailable, and a bank angleis calculated using longitudinal techniques to aim either towards the
edge of a pre-calculated heading alignment cylinder or the runway. The downsides of these techniques is
that it can be hard to predict what the exact circumstances of the external environment are during the ap-
proach, and that each different entry requires its own pre-made trajectory. The beauty of pseudospectral
methods, theoretically, is that both issues are no longer present, and that the trajectory is calculated on-
board during the flight, to end directly in front of the runway without using a heading alignment cylinder.
This thesis makes use of a flight approach corridor which must be entered. It is even possible to com-
bine the longitudinal and lateral movement, by taking advantage of the non-linear dynamics, to achieve a
smoother flight.

There are multiple types of PSM that are available, each with their own distinctive mathematical structure.
The type that was chosen is called flipped Legendre-Gauss-Radau. The advantage of this one is that it al-
lows an end-point and time to be chosen, or limited close to, and that is numerically stable. The SNOPT
solver was selected to solve the non-linear optimisation problem. Not much research has been performed
with this type, let alone re-entry, which made it extra interesting. The first demonstration of this method
was the calculation of maximum range trajectories of both the HORUS and the X-38. Both spacecraft were
easily manoeuvred to their maximum range in the subsonic phase without complications. Not so much
for the supersonic phase, in which it was impossible for Horus to find a stable solution, yet the X-38 could.
A possible reason for this is that there is a small angle of attack corridor which the optimisation program
cannot handle, or that the aerodynamic database is lacking. The X-38 was therefore chosen to be the ref-
erence vehicle. The downside of this is that the X-38 is not a winged re-entry vehicle, but a lifting body
vehicle. Variables were therefore adjusted to mimic the behaviour of winged re-entry vehicles, which in-
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creased the operational range greatly.

It is now possible to go more in-depth by answering the sub-questions. The first one was
1. Isit possible to use pseudospectral methods as a guidance and control method.

This question can further be divided by separating the guidance and control. First, the guidance subsys-
tem. The first step was to determine the variables related to solving the optimal problem. The initial state
and boundaries were selected with literature and simple trial and error techniques. Multiple cost functions
were tested and it was determined that a simple Mayer term which had the goal to, get the flight path angle
to 9 degrees was the most efficient one, both cost- and result-wise. The final result is limited to be within
the flight-approach corridor, it is therefore not required to be a part of this cost function. The result is a
smooth trajectory thatis 456 seconds long with a smooth change of the angle of attack and banking angle.
The only downside is a bumpy flight path angle and load factor. The reason for this is the change in aero-
dynamic behaviour that was performed. The load factor stays well within the set boundaries. Heat loads
are never a problem in this phase, so these are not taken into account. The guidance system proved to be
excellent to calculate the reference trajectory. Second, the attitude control was added after the guidance
subsystem. The LQR-controller was created first as a baseline, followed by a PSM-controller. The LQR gave
satisfactory results during the open-loop simulation, the reference trajectory was not perfectly followed,
but the general trend was that the aerodynamic surfaces had a smooth deflection rate. The closed-loop
simulation that followed resulted in a non-smooth deflection graph, there were vibrations in the order of 1°
of deflection. The PSM controller was implemented and it proved that a feed-forward method was required
with a Mayer cost function to create the correct deflection angles. The downside of this method was that it
is too slow to be used as a controller. A complete 6-DOF simulation was finally attempted to combine both
the guidance and control methods. The current implementation of PSM proved to be unable to handle the
optimisation process, and no viable solution could be found. It can be concluded that it is possible to use
PSM as a guidance method, but not as a control method. The implemented guidance method even showed
similarities to the heritage trajectories that use HAC, including the approach of the HAC that is performed
by a S-turn and a constant bank angle around a non-existent cylinder.

The second sub-question was,
2. Isit possible for a range of initial conditions to create a guidance and control solution.

An analysis was performed by moving the starting point across a region around the runway. It is possible
to reach the runway from a variety of positions, but there are also some gaps in this field, that cannot be
easily explained. The gaps exist between viable points. Different initial heading angles were attempted at
both a successful and failed position. A range of viable trajectories was found, as long as it was pointing
roughly towards the runway. The reliability is high, higher than 90%, but that is not reliable enough to be
flight-certified. The third sub-question involved the reliability once a trajectory has been found

3. How robust is the designed guidance and control method.

Several analyses were performed to assess how robust the guidance method is. The control method was
not tested, since the results of that component were inadequate. The first test was a variation of the lift-
and drag-coefficient that is unknown by the PSM guidance method. The system was able to handle these
differences very well. The second test was to introduce wind and gusts. It was required that the general
maghnitude and direction of the wind is known beforehand. Variations of the magnitude and direction were
possible. The problem was that the energy loss was smoothed out over the trajectory, and therefore, that
a predictive method was required. A large wind-gust at hurricane levels was applied as well, and the RV/W
could still reach the FAC. The conclusion of this sub-question is that the guidance method is robust.

4. Can the designed guidance and control method be executed in real-time.

The execution in real-time needs to be split into two parts to be able to answer this question. The required
amount of time for the guidance subsystem is roughly a third of the simulation time, which is feasible for
real-life applications. The current implementation of the control method requires a computation time that
far exceeds the available time. The answer to this subquestion is therefore, partially.
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The sub-questions have now been answered and that leaves us to the following statement. The final con-
clusion is thus that PSM can be used as a robust and real-time guidance method for re-entry vehicles in
the terminal area. The control method is currently not viable.

During the course of this thesis there were many branches of work that could have been executed but are
considered interesting.

The original aim was that during the research that the HORUS was used the reference vehicle. Later it
proved to impossible due to the lack of a proper aerodynamic database that could handle non-linear opti-
misation programs. The database was generated back in 1988 during the conceptual design phase and
only the coefficients for the supersonic and subsonic regime was created (Mdller, 1988). An improved
database has to be created with current day CFD methods and/or wind tunnel tests, for all the relevant
Mach regions, before it can be used with Pseudospectral methods. A further improvement would be if the
tables are converted into analytical functions. The improvement would be twofold. First, Pseudospectral
methods is based on the Lagrange polynomial, however, Hermite interpolation had to be used to reduce
computation times, creating an oscillation which becomes larger if the amount of collocation points is in-
creased. Second, the reduce in computation times would reduce the overall time required to compute the
correct solution. Adding this is especially helpful for attitude control. It would be a fun but challenging
task to reach a real-time 6-DOF simulation by doing this. It could help to introduce trajectories from other
sources to reach this goal.

The program right now as it stands is able to perform a single run, with single dynamics, and uniform
boundaries. The program can be enhanced by creating a multistep program, one that can handle mul-
tiple phases of the flight (Rao, 2009). This could mean that the entire re-entry of a spacecraft could be
simulated by segmenting each phase and matching the final and first state, from the early re-entry until
the landing. This also opens the possibility of using Horus by setting the phase at the edges of the tran-
sonic region and using a constant angle of attack in this regime, similar as done by De Ridder (2009), and
test if this corridor is the limiting factor for PSM.

A very interesting scenario that can be tested by combining both systems is that of vehicle failures. For
example, there is now no direct feedback to the guidance system if an elevon is damaged. The guidance
system could then take this into account when calculating a new trajectory. Another scenarios that is pos-
sible is using improved wind models. The current setup is only good for first-order analyses.

In short, the following recommendations are given:
» Create analytical aerodynamic coefficients
» Create a multi-step method to simulate the complete re-entry.

Simulate failure scenarios

Improve the wind model

Create a full 6-DOF guidance method

» Use existing trajectories from other methods as the reference trajectory
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State Space System of the
Linearised Rotational Motion

This part of the appendixis an addendum to Section 3.6.2. It gives the linearised rotational motion in matrix
form. It can be written down in a state-space form that has the following form (Mooij, 2013)

X = AX + Bu (A1)

This matrix equation has x as the n X 1 state vector, u the m X 1 control vector, whereas Aisan X nand B
is am X n coefficient matrix. The output equation shall not be presented here, but it suffices to say that all
the states and controls are required as output. The states are directly chosen from Equations 3.107-3.112,

they are

x=[Ap AG AF Ad A Ad]T (A.2)
x=[ap Aq Ar Aa AR Ad] (A.3)

The control vector u consists of both the aerosurfaces and the reaction control system. It comprises the
following

Au=[48, 48, A8, AMpy AMpy AMgy] (A.4)

Matrices A and B have the following shape

App Qpq GApr GQpa Qpp Apg
Qqp Qqq Qqr Qqa Udgp Qqo

Qap Qaq Qar Qaa QAap CQac
app Apq Apr dpa Apg Qg
-aap aaq Aor OQoqa aaﬁ Ao

bpe bpa bpr bpx bpy by,
bge bga bgr bgx bgy bgz
b b b b b b

B: re ra rr rXx ry rz A6
bee bea bar bax bay baz (4.8
bge bpa bpgr bpx bpy, bg,
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The first matrix A consists of the following entries.

App =Apq = Apr = Apg = Gpg =0
1 0C,
app =EWQOSrefbref

Agp =Aqq = Aqr = Aqp = Aqo =0
1 ac,,
QOSrefbref
Iy, Oa

Arp =Qrq = Qpyr = Qrq = Qrg = 0

1 4cC,
arp zzﬁqosrefbref

Agp =0gr = Aqp =0

Agq =1
1 ac,
Auq = — m_VO%qO ref
Yo .
(ge = — = COSY, SiN gy
4
aﬁq =aﬁg =0
agp =sinag

agr =Cosa,

1 aCs
agg =— m_VOﬁQOSref

_ Y0
ags = — 7008)/0 Cos gy
0
agq =0
Qgp = — COSAy
asr = —Sinay
tany, Cr .
Aoa = mv. Sma—oﬁqosref
0
a =@cos COS T —L—O fanyo Ccos o ﬁ' S
B Vo Yo 0 mvy mly 0 o doref
_tany

a + cosoyl
oo me 0~0
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And matrix B has the following entries

The final state-space form is then created by combining the previous equations

Ap 0
Ag 0
ar|l | o
Aa| ™| O
AB| |app
Ao Agp

0 0 ap 0 |lAr + b, 0 b, O
0 age O agsllla 0 0 0 0
agr age 0 0 ||AB 0 0 0 0
Qgr Qgq Qgp  AggllAo 0 0 0 0

bpe =bpr = bpy = by, =0
1 ac,
bpa 65 QOSrefbref
b = 1
pr _Ixx
bya =bgr = bgy = bgz = 0
1 aCm _
bqe = 66 qOSrefbref
b 1
qy Iyy

byq =byx = bry =0
1 ac, _

bre - 06 qOSrefbref
1 ac,
brr 68 qOSrefbref
b = 1
rz _Izz

bae =bgq = bar = bgyx = bay =by, =0
bge =bpa =bpr = bgx = bgy = bp; =0
bge =bgr = bgr = bgx = bay =bs, =0

0 0 ayp OAP] [0 by O by
0 ag O 0|laq] [be O 0 O

(A7)

The resulting matrix of Section A, Equation A.7, contains both the lateral and longitudinal motion. It can
however be said that the effect of both environments on each otheris limited or even negligible. This state-
ment can be verified by analysing the difference in eigenvalues of both the coupled and the uncoupled
system. For that, there is also a need to present the uncoupled system. The longitudinal part is up first,
followed by the lateral components.
The longitudinal component is the smaller one of the two, since it consists merely of two states and con-
trols. The states are the angle of attack a and the pitch angle g, and the controls are the elevator 6, and
the thruster in y-direction Mr,,.

Or, in matrix form

Ag =i<ac e+ 287 ns >q Srerar + My
da 659 e |Ye reftref vy
. 1 9C,
Aa =A mV £ ——(eSrefAa

Aq _ |2a 0 ||Aq + bge bgy|| Abe
Aa Auq  COgal|Aa 0 0 ||AM7,,

(A10)
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The lateral component consists of the four states that are present in Equation A.7 and are not in the longi-
tudinal component. This part focuses on the roll and yaw movement and not on the up and down motion.
The equations are

1 ac, C } AMy
Ap = —AB + a | QeSrefbres + (A1)
ap Lex
. 1 ac, C ac, } AMy,
Ar = B A,B dq a—é\rA(gr qurefbref + . (A12)
AB =sina,p — cos a,Ar — % COS Y, COS O, Ao (A13)
e
Aé = — cos a,Ap — sina,Ar + [ 2 cosy, cosa, — —& AB + fante cos oL,Ac (A14)
e p e ‘/e ]/E e m]/e m‘/e e N
And also in matrix form
Ap 0 0 ap 0 774p b,a 0 by, 017 Ad,
Ar 0 0 ap 0 |lAr b, b,,|| AS, (AT5)

p 14

_ + 0 0
AB| |agp agr O 0 [[AB 0 0 0 0 ||AM7,
Ao Asp Qgr Ggp AgollAc 0 0 0 0 IlAM7,

Analysing the difference in eigenvalues should give a clear understanding about how much the dynamic
are decoupled in different (atmospheric) conditions.



Aerodynamic Database

This chapter presents the aerodynamic database of Horus used during this thesis. The X-38 database is
classified. The lift and drag coefficients are directly from the Horus database (Mooij, 1995). The original
values are extracted from (Rockwell, 1965). The lower region of the supersonic regime is interpolated from
the other data, this causes a asymptote which is physically not possible. The region of @ < 5° for M > 0.9
should be avoided. The values in between the points are calculated using cubic Hermite interpolation.

The lift coefficient is calculated with

CL = CLtrim (B1)

The tables used to calculate C;, . are

Table B.1: Trimmed lift coefficient during the subsonic phase

M |020 0.60 0.80 090 0.95
a

0.0 | 0.02 0.02 0.02 0.02 0.02
25 1010 0.10 0.10 0.10 0.10
50 |0.18 0.18 0.18 0.18 0.18
7.5 1027 0.27 027 027 0.27
10.0 | 035 0.35 035 0.34 0.34
1251044 044 044 042 041
15.0 | 0.50 0.50 0.50 0.48 0.45
20.0 | 0.63 0.63 0.61 0.56 0.53
25.0 | 0.72 0.71 0.68 0.63 0.56
30.0 | 0.80 0.76 0.72 0.65 0.58

Table B.2: Trimmed lift coefficient during the transonic phase

M | 095 1.05 1.1 1.2
a

0.02 0.02 0.02 -0.075
25 (010 012 0.12 0.0225
50 | 0.18 0.21 0.21 0.1200
7.5 1027 030 030 0.2350
10.0 | 0.34 0.37 0.37 0.3500

125
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Table B.3: Trimmed lift coefficient during the supersonic phase

M
a

1.20

1.50

2.00

3.00

5.00

0.0
5.0
10.0
15.0
20.0
25.0
30.0
35.0
40.0
45.0

—0.075
0.1200
0.3500
0.6300
0.9550
1.2750
1.2750
1.2750
1.2750
1.2750

—0.075
0.0800
0.2650
0.4800
0.6900
0.9100
1.1250
1.3100
1.3100
1.3100

—0.075
0.0600
0.2150
0.3900
0.5750
0.7600
0.9200
1.0700
1.1800
1.2600

—0.075
0.0500
0.1800
0.3400
0.4950
0.6500
0.7900
0.9200
1.0200
1.0900

—0.075
0.0400
0.1600
0.2950
0.4400
0.5800
0.7150
0.8300
0.9300
1.0000

The drag coefficient is calculated with

CD = CDtrim -

The values of Cp,, . are calculated using L/D-tables.

CDh + CDSPB

Table B.4: Trimmed lift over drag during the subsonic phase

M
a

0.20

0.60

0.80

0.90

0.95

0.0
2.5
5.0
7.5
10.0
12.5
15.0
20.0
25.0
30.0

0.35
2.35
3.40
3.75
3.70
3.45
3.20
2.65
2.20
1.70

0.40
2.60
3.75
4.00
3.85
3.60
3.28
2.75
2.25
1.70

0.40
2.40
3.60
3.90
3.82
3.60
3.28
2.63
2.05
1.60

0.20
1.49
2.30
2.70
2.73
2.60
2.35
1.80
1.40
1.20

0.15
0.80
1.35
1.70
1.82
1.79
1.60
1.30
1.10
0.90

Table B.5: Trimmed lift over drag during the transonic phase

M 1095 105 1.1 1.2
a
0.0 | 0.15 0.05 0.05 -0.25
2.5 1080 045 040 0.350
50 | 1.35 090 0.85 0.790
75 | 170 140 135 1.265
10.0 | 1.82 1.76 1.74 1.740
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Table B.6: Trimmed lift over drag during the supersonic phase

M 1.20 1.50 2.00 3.00 5.00
a

0.0 | -0.25 -0.35 -0.50 -0.60 -0.07
50 | 0.790 0.750 0.700 0.600 0.550
10.0 | 1.740 1.850 1.900 1.850 1.850
15.0 | 1.920 2.200 2.270 2.270 2.130
20.0 | 2.000 2.100 2.150 2.090 1.980
25.0| 1.880 1.880 1.880 1.820 1.740
30.0 | 1.650 1.650 1.590 1.570 1.500
350 1.390 1.400 1.325 1.325 1.290
40.0 | 1.200 1.220 1.150 1.150 1.100
45.0 | 1.020 1.050 0.950 0.950 0.930

Table B.7: Drag height coefficient

M 0.20 0.60 0.80 0.90 0.95 1.2 1.5
km

0.0 | 0.0072 0.0028 0.0026 0.0023 0.0018 0.0013 0.0010
5.0 | 0.0046 0.0015 0.0012 0.0010 0.0007 0.0005 0.0001
10.0 | 0.0023 0.0007 0.0004 0.0002 0.0001 0.0000 0.0000
15.0 | 0.0008 0.0001 0.0001 0.0000 0.0000 0.0000 0.0000
20.0 | 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
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