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Abstract
Variational techniques have long been at the heart of atomic, solid-state, and many-body physics.
They have recently extended to quantum and classical machine learning, providing a basis for
representing quantum states via neural networks. These methods generally aim to minimize the
energy of a given ansatz, though open questions remain about the expressivity of quantum and
classical variational ansätze. The connection between variational techniques and quantum
computing, through variational quantum algorithms, offers opportunities to explore the quantum
complexity of classical methods. We demonstrate how the concept of non-stabilizerness, or magic,
can create a bridge between quantum information and variational techniques and we show that
energy accuracy is a necessary but not always sufficient condition for accuracy in
non-stabilizerness. Through systematic benchmarking of neural network quantum states, matrix
product states, and variational quantummethods, we show that while classical techniques are more
accurate in non-stabilizerness, not accounting for the symmetries of the system can have a severe
impact on this accuracy. Our findings form a basis for a universal expressivity characterization of
both quantum and classical variational methods.

1. Introduction

Due to the prohibitive scaling of large scale quantum wavefunctions, approximate methods are typically
employed to numerically find ground states and time evolve quantum systems. Classical variational methods
have a rich track record and span physics intuition driven parametrization of the trial wavefunction [1–5],
ansätze capturing specific entanglement properties [6, 7], and, more recently, physics-agnostic
wavefunctions based on neural networks [8–13].

In parallel to this progress, quantum variational methods were formulated with the same goal: to capture
potentially complicated wavefunctions using a small number of degrees of freedom [14–17]. In this instance,
the variational ansatz is formulated as a quantum circuit. Quantum operations in such circuits are then
parametrized and the parameters of the quantum gates are updated, using classical optimization techniques,
until the energy of the output of the circuit well approximates the energy of the sought-after quantum state.

In search for ground states of specific Hamiltonians, both classical and quantum variational techniques
rely on the energy variational principle: the expectation value of the Hamiltonian is evaluated with respect to
the trial state and then minimized. The lowest achievable value is then considered a good approximation for
the true ground state energy of the system.

Once we optimize the energy of our ansatz, the question arises regarding how well is the quantum state
itself represented by our approximate representation. While variational minimization brings the system to
the point in Hilbert space with the required energy, it is far from certain that the optimized state will
structurally reflect the global properties of the system. In particular, especially long range correlations are
known to pose a challenge.

© 2025 The Author(s). Published by IOP Publishing Ltd

https://doi.org/10.1088/2632-2153/adaca2
https://crossmark.crossref.org/dialog/?doi=10.1088/2632-2153/adaca2&domain=pdf&date_stamp=2025-2-14
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://orcid.org/0000-0001-7513-6437
https://orcid.org/0009-0001-9655-8345
https://orcid.org/0009-0002-1726-3950
https://orcid.org/0000-0003-3369-2544
mailto:t.e.spriggs@tudelft.nl
mailto:a.ahmadi-1@tudelft.nl


Mach. Learn.: Sci. Technol. 6 (2025) 015042 T Spriggs et al

In this work, we assess the expressivity of both quantum and classical variational methods from a
quantum computational complexity point of view: we analyze the amount of quantum resources that the
variational ansatz expresses when optimized in accordance with the classical energy variational principle.

In quantum computing, one way of assessing quantum resources is to measure how far a given state is
from being efficiently and exactly simulated on a classical computer [18]. The quantum operations that allow
for efficient, exact classical simulation are elements of the Clifford group. All the other operations are
referred to as non-Clifford. To quantify how ‘far’ a given operation is from the Clifford group, a measure
called magic, or non-stabilizerness, was introduced [19].

Non-stabilizerness has recently been at the forefront of quantum information literature as more scalable
techniques have emerged to quantitatively evaluate it [20–24]. This progress allowed for the first exploration
of non-stabilizerness evaluation for tensor networks [22, 25, 26].

At first sight, the notions of non-stabilizerness and classical variational principle are unrelated. One is
designed to determine areas of potential quantum-computational advantage, the other to asses performance
of classical, few-parameter ansätze. However, a key property we want from a variational ansatz is to faithfully
approximate the sought-after state, beyond just its energy. An interesting interplay with quantum
information arises: classical variational ansätze are unrestricted by, for example, the Gottesmann–Knill
theorem [18], and are allowed to converge to any point in the Hilbert space that minimize the energy
regardless of where the exact solution lies with respect to the Clifford group.

In this work, we perform a systematic benchmark for non-stabilizerness expressivity of classical and
quantum variational ansätze using the transverse-field Ising model (TFIM), a common testbed model for
variational methods. Specifically, we compare non-stabilizerness expressivity of neural quantum states
(NQS), matrix product states (MPS), and a variational quantum eigensolver (VQE). We find that high
energy precision is a necessary, but not always sufficient, condition for the few-parameter variational ansätze
to express the non-stabilizerness of the model correctly. We observe that quantum variational methods
generally show worse performance compared to the state-of-the-art classical methods. In the context of this
work it means that even though the ansatz itself is quantum, it is worse at predicting the energy and
non-stabilizerness of the exact wavefunction. Moreover, the variations in energy and non-stabilizerness
accuracy across multiple repeats are generally much larger for the quantum variational method compared to
the results from neural quantum states.

The outline of this paper is as follows. Section 2 provides an overview of methods and techniques used
in this work: section 2.1 briefly elucidates the specific Hamiltonian with which this work explores, section 2.2
details the three algorithms used for finding the ground state of the given Hamiltonian, and section 2.3
presents the measure of quantum resources that we use to assess the non-stabilizerness of the ground state
wavefunctions obtained. Section 3 presents the comparison of the ground state energy and non-stabilizerness
found using density matrix renormalization group (DMRG), NQS, and a VQE; this comparison focuses on
the respective accuracies of different methods compared to exact diagonalization (ED), the interplay between
the energy and non-stabilizerness accuracies, and the fluctuations of their solutions with repeated runs. In
section 4we discuss our findings and possible next steps in aligning classical and quantumvariationalmethods.

2. Methods

2.1. TFIM
This paper is focused on parameterized ansätze that approximate the ground state of the TFIM. The
Hamiltonian of this model is defined as

H= J
∑
i

σz
i σ

z
i+1 − h

∑
i

σx
i . (1)

In this definition, σz and σx are the Pauli matrices, J is a constant that dictates the coupling between
neighboring spins (we will consider J< 0 and thus neighboring spins being aligned is energetically
favorable), and h is the transverse magnetic field strength; we are considering the case of periodic boundaries.
The basis that will be used to represent the wavefunction will be the spin projections along the z-axis,
comprised of either spin up or down relative to this axis. This is also known as the computational basis.

The TFIM begets a phase transition with a critical point in the vicinity of |h/J|= 1 [27]. To explore this
phase diagram we will find solutions of the ground state with fixed J=−1 and varying h over the range of
0–3.

2.2. Parameterized quantum states
The energy spectrum, dynamics, and a plethora of other observables related to a quantum system are
obtainable through the wavefunction, ψ. However, Nature does not grant one access to the wavefunction,
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Figure 1. A pictorial representation of the restricted Boltzmann machine (RBM) withM hidden neurons and N visible neurons
encoding the projection in the σz basis.

nor would it be computationally feasible to store these data for a system larger than a few tens of qubits. The
latter complication is due to the exponential increase in the number eigenstates with system size. In this work
we employ three different parameterized quantum states that all circumvent these limitations.

Parameterized quantum states can offer two key features. Firstly, by representing the wavefunction as a
parameterized function, ψθ , we can learn a representation of the true wavefunction by learning the
parameters θ. Secondly, by restricting the representation such that the number of parameters grows
polynomially (rather than exponentially) with the system size, we achieve an efficient representation that
makes simulations feasible for larger systems.

2.2.1. NQS
Beginning with the work of Carleo and Troyer, neural-network-based methods were introduced to act as
physics-agnostic, parameterized quantum states known as NQS [8]. NQS have shown to be useful in a
variety of problems, such as finding the ground state in different quantum systems [13, 28, 29], evolving
quantum states through time [8, 30], and simulating quantum circuits [31]. There exist different
architectures for the NQS [8–13], for the purpose of this paper, however, we restrict ourselves to a simple
case of NQS, namely the restricted Boltzmann machine (RBM) depicted in figure 1.

The RBM has the simple structure of two neural network layers with no intra-layer connections but full
inter-layer connectivity: one visible layer consisting of N units and one hidden layer ofM units. N must be
equal to the number of qubits/particles in the system, whereas there is no formal restriction onM; the ratio
M/N, referred to as α, is often used to convey the size of an RBM. The number of parameters in the RBM is
given by N+αN+αN2, and thus for fixed α this scales polynomially with the system size; however, this does
not guarantee that the desired state can be represented by this network, in which case the true ground state
may still require a number of parameters larger than this. The wavefunction amplitude given by the RBM
ansatz is

ψθ (s) =
∑
h

e

∑
j
ajσj+

∑
i
bi hi+

∑
ij
Wijhi σj

, (2)

where s= (σ1,σ2, . . .,σN) such that σi =±1 is the spin configuration in z basis; h= (h1,h2, . . .,hM), with
hi =±1, denotes theM hidden spin variables; and the parameters to be optimized are θ = {a,b,W}. The
full wavefunction can be constructed from

|ψθ⟩=
∑
s

ψθ (s) |s⟩. (3)

With the specific form of the parameterized quantum state in-hand, what remains is to train this model
such that the wavefunction that is represented captures the behavior of the ground state of the Hamiltonian
being considered. To do this we will consider the expectation value of the Hamiltonian with respect to the
NQS wavefunction, ⟨H⟩ψθ

:= ⟨ψθ|H|ψθ⟩. In line with the variational principle [32], this quantity is
bounded from below by the ground state energy and will equal that bound when the NQS represents the
ground state wavefunction.

One of the benefits of this parameterized quantum state is that, for a fixed α, the number of free
parameters that characterize the wavefunction in equation (2) is polynomial with the number of qubits. This
work would be undone if we required the full wavefunction or access to the entire Hilbert space to compute
expectation values.

To maintain the efficient, computationally feasible computations of expectation values we use Monte
Carlo (MC) sampling alongside so-called local estimators. The combination of MC sampling and a
variational ansatz is known as variational MC (VMC). An excellent outline of the computational efficiencies
included in VMC is outlined in [33]. Following the conventions of that work, we can reduce the calculation
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of the expectation value from a sum over an exponentially large Hilbert space to a statistical expectation of
local estimators. Thus reducing

⟨Ô⟩= ⟨ψθ|Ô|ψθ⟩
⟨ψθ|ψθ⟩

, (4)

to the more tractable sum of ⟨Ô⟩= ⟨Oloc⟩P. The local estimator and probability distribution are defined as

Oloc (s) =
∑
s ′

⟨s|Ô|s ′⟩ ⟨s
′|ψθ⟩

⟨s|ψθ⟩
, (5)

and

P(s) =
|⟨ψθ||s⟩|2∑

s ′
|⟨ψθ||s ′⟩|2

, (6)

respectively. The VMC procedure generates an ensemble of configurations distributed under P(s).
The computation of equation (5) is only efficient if each local estimator contains, at most, a polynomial

number (relative to the total number of qubits in the system) of connected states, s ′: equivalent to only
having a polynomial number of distinct matrix elements, ⟨s|Ô|s ′⟩. As can be seen from equation (1), the
Hamiltonian of the TFIM contains only terms that involve one or two qubits, and thus there are only two or
four connected states for each term in the Hamiltonian, regardless of the system size. Therefore, the
condition of only a polynomial number of neighboring states is met.

Using this efficient computation for expectation values, we can compute the energy of the NQS for a
given set of parameters, ⟨H⟩ψθ

. As the NQS is a differentiable function, we can also compute the gradient of
this energy with respect to each of the network’s parameters. As is the common paradigm for training neural
networks, the cost function (in this case the energy) and its derivatives are used to tune the parameters until
the cost function is minimized. And, as previously mentioned, this will occur when the NQS represents the
ground state wavefunction. For this work we used the Python package NetKet [34, 35] which implements
the efficient computations laid out here.

For small systems, the entire Hilbert space is not prohibitively large. Therefore, for comparison, we can
compute the exact expectation value, ⟨H⟩ψθ

, rather than having to rely on MC sampling. The effects of exact
against MC sampling is mentioned in appendix A alongside further details of the RBM architecture. Unless
stated otherwise, all RBM data shown in this paper was generated from a network with α= 5.

2.2.2. DMRG
A well established, classical approach to finding the smallest eigenvalue of a given Hamiltonian was
introduced by White in [36], and is known as DMRG. DMRG is an iterative process of solving smaller matrix
inversion problems to eventually invert a larger matrix. If the inversion problem can be written in terms of
MPSs and matrix product operators (MPOs) then there is an efficient implementation of DMRG [6].

A generic tensor can be represented as an MPS or MPO. However, tensors representing
low-entanglement wavefunctions, or local Hamiltonians, can be represented as low-rank MPSs and MPOs
respectively. The rank of the MPS is called the bond dimension, D, and can be adjusted during the DMRG
procedure to balance between computational efficiency (small D) and allowing for high entanglement (large
D). It is common practice to limit the bond dimension to achieve a more efficient representation of the
wavefunction [37]. For this work, however, we allowed the DMRG algorithm to grow the bond dimension to
as large a value as 100 if there was a significant decrease in energy.

The parameters that get updated in the DMRG algorithm are the elements of the MPS at each node. The
way that these parameters are optimized is as follows:

1. An initial, random, set of values is chosen for every element in the MPS |ψ⟩.
2. The MPO representing the Hamiltonian is contracted from both sides by the MPS. This is equivalent to

the equation ⟨ψ|H|ψ⟩= E0.
3. A pair of neighboring nodes are chosen and are contracted into a larger tensor; the result is no longer an

MPS (this is shown in figure 2(b)). An iterative method is then performed in this subspace (subspace
because it is still not the entire Hilbert space) to compute a new tensor that replaces the selected pair but
lowering the eigenvalue of the MPS.

4. The altered tensor is then broken back into two tensors using singular value decomposition to return |ψ⟩
to an MPS whilst maintaining the lower eigenvalue achieved in step 3.

4
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Figure 2. Tensor network representation of the eigenvalue equation H|ψ⟩= E0|ψ⟩ shown in (a). The gray nodes represent the
MPS version of the ground state wavefunction, and the blue nodes are the Hamiltonian converted into an MPO. Panel (b) shows
an intermediate stage of the DMRG algorithm which poses a smaller inversion problem whereby a pair of nodes are discarded and
only the dark gray node is optimized to minimize λ; the dark node is created by contracting the two neighbouring nodes at the
sites straddled by this dark gray node. The location of the node that is updated sweeps left and right along the chain until some
convergence criterion is met.

5. The next neighboring pair of links are chosen and steps 3 and 4 are repeated, systematically moving along
the chain of the MPS, until a predefined convergence criterion is met.

Upon the termination of the DMRG algorithm, one is left with an MPS that represents the ground state
wavefunction, and the ground state energy. For this work we used the implementation provided by ITensor
[38, 39].

2.2.3. VQE
An alternate approach to classically approximating the wavefunction is to use a parameterized quantum
circuit to prepare a trial wavefunction and then use classical optimization to vary the parameters until a
desired wavefunction is reproduced. When this process is applied to finding the ground state wavefunction it
is known as a VQE [40].

The formulation of VQE spearheaded the development of a rich field of variational quantum algorithms
(VQAs) [14–17]. We will first outline the VQE algorithm and then explore some of the challenges related to
its implementation.

One begins the VQE procedure with an easily prepared initial state wavefunction, |ψin⟩, to which one
applies a sequence of unitary operators, or gates, that comprise the parameterized quantum circuit. The
output of the circuit will be a parameterized wavefunction |ψθ⟩. Thus, with the quantum circuit denoted by
the unitary matrix U(θ), the parameterized wavefunction generated by the quantum circuit reads

|ψθ⟩= U (θ) |ψin⟩. (7)

An example of a parameterized quantum circuit is depicted in figure 3; the circuit used for this work is four
contiguous layers of the circuit shown, repeated in series. The values of the parameterized gates are varied to
find the minimum of the expectation value of the Hamiltonian, equation (1), with respect to |ψθ⟩, denoted
⟨H⟩ψθ

as in section 2.2.1. For this work, given the system sizes simulated, a classical simulation of the
quantum circuit was performed using Pennylane [42]. There are, however, implementations on quantum
hardware [43–48].

Given that this work presents classical simulations of quantum circuits, access is granted to the full
wavefunction rather than just projective measurements. This limits the size of the system that can be
simulated but the effects of using the full wavefunction rather than projective measurements to estimate
⟨H⟩ψθ

is presented in appendix B.
Considering, still, the case of a classical simulation, free from hardware-related noise and imperfections,

there exist fundamental limitations in the VQE algorithm. Firstly, common to all variational algorithms that
require a predetermined ansatz, including those in this section, is that there is no guarantee that the ansatz in
question (the quantum circuit) is expressive enough to represent the function it hopes to capture (the
wavefunction) using a polynomial number of parameters. This is especially true for strongly correlated
quantum systems [49]. Broadly speaking there are two approaches to circuit design for VQEs:
problem-specific ansätze and hardware-efficient ansätze. In the former regime, one constructs the ansatz
from elements that ones hopes captures known behaviors of the solution. The latter attempts to create a
more general, easier to implement on quantum hardware, ansatz built from simple gates; this is where the

5



Mach. Learn.: Sci. Technol. 6 (2025) 015042 T Spriggs et al

Figure 3. A single layer of the VQE ansatz that evolves an initial state, |ψin⟩ to a parameterized state |ψθ⟩= U(θ)|ψin⟩. The
output state is then used as a trial for the ground state and the expectation value of the Hamiltonian is computed. The parameters,
θ, which are angles of the rotation gates, are varied to minimize this expectation value. Diagram created using [41].

ansatz for this work resides. Neither approach, however, is guaranteed to produce and ansatz that can
represent the desired function, and thus the algorithm can converge on a suboptimal solution. Secondly,
VQAs have been shown to be especially prone to so-called barren plateaus [50–53]. The phenomenon of a
barren plateau is when the gradient of the loss function with respect to the variational parameters vanishes
exponentially with the number of qubits in the system. This means that training the variational parameters
becomes exceptionally difficult for even modest sized systems—even with gradient-free optimizers [54]—as
the true minimum becomes exponentially hard to find. Thirdly, and even affecting small systems, the loss
landscape for VQEs often contains many local minima, and therefore even without vanishing gradients there
can be inherent difficulties training these quantum circuits. The alleviation of these difficulties is ongoing,
with a good survey available [55], the references therein, as well as [56–59].

2.3. Non-stabilizerness
The non-stabilizerness, also commonly called magic, is known to be the resource for quantum computation
[60]. It is known, from the Gottesman–Knill theorem [18], that Clifford circuits (that is, circuits comprised
entirely of gates in the Clifford group) can be efficiently simulated on classical hardware. Therefore, in order
to achieve a quantum advantage we need to go beyond the Clifford group, which means adding non-Clifford
operations. Adding non-Clifford operations means increasing non-stabilizerness. The non-stabilizerness is
measured by different methods, such as the robustness of magic [61–63], the min-relative entropy [64] and
stabilizer entropies [20, 65].

For the purpose of this work, we use the 2-Renyi stabilizer entropy,M2, since it is easily calculable for
small systems and it has been shown to be a magic monotone [66, 67]. The 2-Renyi stabilizer entropy for
pure states is defined as

M2 (|ψ⟩) =− log
∑
P∈PN

⟨ψ|P|ψ⟩4

2N
, (8)

where PN is the set of all N-qubit Pauli strings and |ψ⟩ can either be a parameterized representation of the
quantum state, or the exact result found through ED.

Recent studies have also explored the non-stablizerness in random circuits [24, 68], and many-body
quantum systems such as the TFIM [21, 69–71], the Potts model [26, 72], chaotic models [73], and the class
of models known as generalized Rokhsar–Kivelson systems [72]. It has also been shown that in special cases
there can be a significant reduction of equation (8) into a form that scales only polynomially in the system
size [74].

We are motivated by the observation that classical simulatability from the Clifford group point of view
does not enter generic formulation of quantum or classical variational problems. We use equation (8) to
evaluate the non-stabilizerness of exact transverse-field Ising (TFI) ground states as well as its
approximations determined using the methods described above, and compare the performance of these
methods from the non-stabilizerness perspective across the phase diagram.

3. Results

3.1. Quantum and classical model accuracy
The simplest comparison between the three aforementioned methods is to compare them each to the results
obtained from ED.

Figure 4 shows the energy and magic obtained from ED and all three variational approaches applied to an
8 qubit TFI system. Both the values themselves (top) and the accuracies with respect to the ED result
(bottom) are shown. From the left-hand panels of this figure it is clear that there is a hierarchy in terms of
energy accuracy: DMRG is more accurate than the RBM, which is in-turn more accurate than the VQE.

6
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Figure 4. (top) The energy (left) and magic (right) of the ground state wavefunction for the 8 qubit transverse field Ising model at
a range of transverse-field strengths, h. (bottom) The accuracy of the estimates of energy (left) and magic (right) from the three
methods presented in section 2.2 relative to the result from exact diagonalization (ED). Each datum for the RBM and VQE is the
mean of 10 repeats and the statistical errors are omitted for clarity; see figure 7 for error estimates.

Figure 5. The accuracy of the estimates of energy (top) and magic (bottom) from the three methods presented in section 2.2
relative to the result from exact diagonalization (ED). These results are for a 12 qubit system, shown at a range of transverse-field
strengths, h. Each datum for the RBM and VQE is the mean of 10 repeats and the statistical errors are omitted for clarity; see
figure 7 for error estimates.

From the right-hand panels, however, the magic accuracy does not quite follow this hierarchy; beyond h= 1
the accuracies follow that of the energy, but approaching criticality from below there are signs that although
the DMRG and RBM converged on states with more accurate energy than the VQE, the magic accuracies of
all three are similar. It should be noted that in this region of the phase diagram the ground state of the TFIM
is known to be degenerate (or near-degenerate, depending on finite system size effects and the specific value
of h). The magic of the states within the degenerate eigenspace can differ greatly and thus the accuracy in
energy does not constrain the state to have a similar magic to the ED result. One possible way to circumvent
this would be to use ansätze that are aware of the symmetry that leads to this degeneracy. We will return to
this in section 3.2 as this highlights an important case of when energy accuracy alone is not sufficient for
assessing the quality of the approximate ground state.

Figure 5 shows the energy and magic accuracy of the same methods for a 12 qubit system. Due to the
increased computational cost of simulating a larger system, the h spacing is increased. Once again the
accuracy in energy follows the ordering noted in figure 4. Also in a similar fashion to the 8 qubit simulation,
the accuracy of the magic does not follow this trend over the entire phase diagram.

From figures 4 and 5 we can conclude that energy accuracy and magic accuracy appear strongly
correlated for most of the phase diagram, we can also say that, for these implementations, DMRG
outperforms RBM which outperforms VQE when it comes to energy accuracy. In appendix B we present the
energy and magic accuracy computed for a 4 qubit system. In this smaller setting the VQE and RBM perform
similarly. Despite the smaller system size, the same pattern in energy and magic accuracies can be seen: they
appear correlated except for the low h region.

For clarity of the figures in this section, the statistical fluctuations of the data were not shown. In
section 3.3 will explore the statistical uncertainties to measure the robustness of these methods and further
probe the correlations between the energy and magic of the ground state solutions found.

3.2. Non-stabilizerness and symmetry
By and large, in the figures from section 3.1, where we selected best performing hyperparameter-
configuration for MPS, VQE and RBM, the accuracy of the energy appears to be directly linked to the
accuracy of the magic. One may expect that by minimizing the energy towards the ground state then one ends
up nearby in the Hilbert space and thus the magic of the solution is likely similar. However, the exception of
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Figure 6. The energy accuracy (top), magic accuracy (middle), and infidelity (bottom) of the variational ground states compared
to the ED results. The ansatz used for the NQS is either a conventional RBM defined in equation (2) (left) or the symmetric RBM
as described in section 3.2 (right). These results are for an 8 qubit system, shown at a range of transverse-field strengths, h, with
each datum being the average of 10 repeats with the statistical errors omitted for clarity.

the degenerate ground states at low h was noted. This section will explore the interplay between the accuracy
of energy and magic further, paying careful attention to the degeneracy of the solutions in the small h region.

The Hamiltonian of the TFIM exhibits a global Z2 symmetry, meaning that the energy of two
configurations that differ by flipping every single spin is the same. The ground states of this Hamiltonian do
not have to respect this symmetry to still achieve the smallest possible energy. This leads to a range of
different, but energetically equivalent, variational ground states. Importantly, the magic of these degenerate
states can differ greatly. To give an indication of this, consider the h= 0 case and any superposition of the all
up and all down states (all of which have the same energy): an equal superposition has zero magic as it can be
prepared using only Clifford operations acting on the all up state, however, for other unequal superpositions
it is not guaranteed that one could prepare this state using only Clifford operations and thus it can have
non-zero magic. To circumvent this, one can explicitly encode the global Z2 symmetry into the ansatz. We
will explore this in the context of the RBM.

For such a small, discrete symmetry group, one can make a symmetric (or Z2-invariant) RBM simply by
feeding both the configuration s and−s through the RBM defined in equation (2) and taking the mean of
each amplitude as the amplitude of the configuration s (and thus also of−s). All other details of the training
and RBM architecture are unchanged.

To explore the intuition that energy accuracy alone is a good probe of whether or not the approximate
ground state is similar to the true ground state, we compare it with two other figures of merit. Firstly, as in
the other sections of this work, we compare with the magic accuracy, but then we also show the infidelity of
the approximate ground state with the ground state found through ED. We define the infidelity of the
normalized approximate state |ψθ⟩ with the normalized ED result |ψED⟩ as

I= 1− |⟨ψθ|ψED⟩|2. (9)

Figure 6 shows the energy accuracy, magic accuracy, and infidelity of the RBM and symmetric RBM
ground states with respect to the ED results. The data are shown for three sizes of RBM, denoted by α= 1,3,
and 5, to explore if the increase in the number of parameters allows the network to learn this symmetry
without the need for the explicit construction of the symmetric RBM.

From figure 6 it is clear that the energy accuracies of the RBM and the symmetric RBM are similar.
However, the effect on the magic accuracy and infidelity in the 0⩽ h⩽ 1 range is stark: the symmetric RBM
outperforms the conventional RBM by up to five orders of magnitude. There does not seem to be much
change to the rest of the h-range considered. Importantly, though, is that this five orders of magnitude
improvement, indicating a significantly better ground state solution, is completely imperceptible when
considering the energy accuracy alone.

The effect of increasing the size of the RBM, through increasing α, is one of a mild increase in quality of
all metrics, with the exception of the small h region for the conventional RBM. Interestingly, this is the area
that is most plagued by the effect of the degenerate ground states, and thus the extra parameters do not
account for the symmetry. This means that just using a larger neural network was not enough to overcome
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Figure 7. The statistical errors of the energy (left) and magic (right) against the transverse-field strength, h, across the 10 repeats
of the ground state optimization procedure using an RBM and VQE. Data are shown for 8 (top) and 12 (bottom) qubits, with the
corresponding mean values reported in figures 4 and 5 respectively.

the fact that energy accuracy alone is insufficient for the ansatz to fully approximate the non-stabilizerness of
the ground state.

3.3. Fluctuations in quantum and classical solutions
One theme that this work aims to shed some light onto is the representativeness of a ground state found
through energy minimization alone. Magic is used as a second axis to ascertain how well the approximate
state represents the true ground state. In this section we will explore how similar in magic repeated energy
minimizations are, probing the landscape around, what one hopes to be, the energy minimum containing
the true ground state.

Figure 7 shows the statistical error from 10 repeated ground state searches, in energy (left) and magic
(right), for 8 qubit (top) and 12 qubit (bottom) simulations. The comparison is shown only for the VQE and
RBMmethods. From this figure it can be seen that the fluctuations in energy are almost always smaller for
the RBM compared to the VQE. The exception to this is the h= 0 point; the ground state of the Hamiltonian
here is, in fact, the initial state fed into the VQE and thus this is perhaps not surprising. The fact that the VQE
can, in very high and low field, reach almost the level of consistency of the RBM yet it cannot minimize the
energy as well suggests that perhaps this is a limitation of the expressivity of the ansatz.

In section 3.2 we already noted the difficulties with an RBM that is not aware of the symmetries of the
system. This is reflected here in the fluctuations of the magic; interestingly this is less pronounced in the 12
qubit simulation. Those data notwithstanding, the fact that the fluctuations of the magic are very small does
suggest that each approximate ground state, when near to the minimum in energy, is also in a region with
similar magic.

4. Discussion and conclusions

In this work we set up the framework to reconcile classical simulatability notions of quantum resource
theory with the formalism of classical variational techniques. We used non-stabilizerness, a quantity that
measures how far is a given state from being classically simulatable in a sense of Gottesmann–Knill theorem,
as a figure of merit for quality of classical variational approximation of a quantum state. Specifically, we
assessed non-stablizerness expressivity for three qualitatively different types of variational ansätze: tensor
networks, neural networks and variational quantum circuits.

We found that when comparing the best model (in terms of energy performance) for each method with
ED, on average, there is a general trend for better energy to correspond to better approximation in
non-stabilizerness. This is an encouraging observation that suggests that the state reconstructed as a result of
classical variational procedure has a complexity structure that represents the exact quantum solution
reasonably well. At the same time, we immediately noted that this correspondence is far from
straightforward and universal. For example, an RBM constructed to share the symmetry of the Hamiltonian
led to ground states with up to four orders of magnitude higher accuracy in non-stabilizerness than a
conventional RBM, with no change in the energy accuracy.

We hope this work will be a stepping stone towards starting a closer dialogue between quantum
computing and classical variational perspectives on solving the quantum many-body problem, and more
specifically, on how the quality of the results is assessed. We set up a system of benchmarks for small system
sizes (N= 8,12) and noted a number of similarities and differences between accuracies in non-stabilizerness
and in energy. The possible next steps include obtaining large scale benchmarks for each of the methods we
tested here. The current limitation of system size is the calculation of the non-stabilizerness, however, the
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first impressive step towards this calculation at scale has already been taken in [22] for an MPS representation
of a wavefunction. It would be interesting to see how the smaller system observations translate into a large
scale benchmark. Further ahead, one could think of how to embed non-stabilizerness optimization iterations
into energy-based quantum and classical variational models.

Data availability statement
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Appendix A. NQS architecture

There are a vast number of hyperparameters and architectural configurations that one can tweak to alter the
training of the NQS. To arrive at the specific RBM presented in figures 4 and 5 we explored: the size of the
ansatz, using the entire Hilbert space for the computation of expectation values, and the inclusion of the
stochastic reconfiguration (SR) preconditioner as part of the parameter optimization routine. Other avenues
of exploration could include introducing a representation learning step to map the configurations from
projective measurements to continuous vectors [11] or other neural network architectures [8–13], but these
lie outside the scope of this work. This appendix will also cover the stopping criterion used to estimate when
the ground state is approximately reached.

The effects of a larger RBM were shown in figure 6, from this it can be seen that there is a mild
improvement in all metrics with increased model size. The drawback, however, is in the time taken to train
the larger model: more parameters leads to increased training time. Given that the improvement is larger
from α= 1 to α= 3 than it is between α= 3 and α= 5, alongside the increased training time, we chose to
stop at α= 5.

In section 2.2.1 we mentioned the approximations made as part of the VMC procedure, notably, as part
of the computation of the expectation value, the reduction of the sum over the entire Hilbert space
(equation (4)) to the MC estimate sampled from equation (6). We tested the energy and magic accuracy for
an 8 qubit system using both the full expectation value and the MC estimate to train the RBMs. We found
that, across the entire range of h, the fluctuations between repeated optimizations of the exact expectation
solutions were lower than the MC sampled counterparts, and the energy accuracies were smoother as a
function of h for the exact expectation method, too. Both effects were, however, mild, and as the exact
expectation is much more computationally expensive (it scales exponentially with the system size), we chose
to remain with the MC sampling.

Finally, for the configuration of the RBM, we tested the inclusion of the SR preconditioner. Introduced to
VMC in [77, 78], SR alters the gradient obtained from an optimizer in a way that accounts for the curvature
of the optimization landscape that is caused only by the ansatz. This can be seen as an application of what is
known as the natural gradient in the wider machine learning community [79, 80]. Put simply, the inclusion
of SR lead to better energy and magic accuracies of the ground states found.

During the optimization of the RBM parameters one must establish a point at which to stop. For this
work we considered the training to be done when the relative change in energy did not improve by more than
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10−7 for 500 consecutive epochs. This can be easily implemented using the callbacks.EarlyStopping
function from NetKet.

We used the ADAM [81] optimizer and 1000 (5000) samples for the MC estimates of expectation values
for the 8 (12) qubit systems for all of the RBM results presented in this work.

Appendix B. VQE architecture

Whilst, in theory, VQE is a Hamiltonian-agnostic and flexible algorithm, there are optimizations that can be
made in its implementation. In a similar fashion to appendix A, this section will explore the choices made
when exploring the implementation of the VQE: the number of layers in the ansatz, the method for
computing the expectation value of the Hamiltonian, and the optimizer. It will also elucidate the stopping
criteria used.

Figure 3 shows a single layer of the VQE ansatz used in this work. We explored using up to four layers of
this as the ansatz and found that the energy and magic accuracies improved with more layers, however,
interestingly the performance of one and two layers were similar, as were three and four layers. The training
time increases with each added layer and therefore we chose not to go beyond four layers, using four layers as
the final ansatz.

Given that this VQE implementation was performed using a classical simulation of a quantum circuit, we
could compute the expectation value of the Hamiltonian two ways: either using projective measurements of
the final state or by exact computation (exploiting the full wavefunction of the final state that is only easily
accessible in classical simulations and not in real quantum experiments). We tested using both methods to
compute the expectation value of the Hamiltonian during training and found no significant difference
between the two sets of ground states found, neither in energy nor magic. However, the time taken for the
ground state search when using measured expectations was up to three orders of magnitude longer than
when using exact expectations (up from 102 to 105 s). This could be caused by several things, the two that
seem most pertinent to mention are related to the gradient of the expectation of the Hamiltonian with
respect to the circuit parameters. Firstly, as the projective measurement step of a quantum circuit is not
differentiable, the gradient was estimated using the parameter-shift rule [82, 83] which requires multiple
evaluations of the circuit; this is in contrast to the exact case which only required a single execution to
compute the value and gradient of the expectation value. Secondly, as an estimation of the expectation value
can only be as accurate, or less accurate, than the exact value, the estimations of the gradient of the
expectation value with respect to the circuit angles can only be equal to, or less accurate, than the exact case.
Given this, then, it is natural to assume that with likely many sub-optimal estimations of the gradient, the
optimization procedure would take longer and require more evaluations of the quantum circuit. Both of
these factors will contribute to the increased runtime of the VQE procedure. Given the lack of clear
improvement by either approach, and as this paper does not extend to system sizes beyond the range of what
is classically simulatable, we chose to use the exact expectation value for the VQE procedure for significantly
more efficient use of computational resources.

To assess the point at which we stop training the quantum circuit we implemented a two-step stopping
criteria. Firstly, to consider a single instance of a ground state to have been found we require that three
consecutive epochs give the same energy to within 10−6, but then we also require that if the whole VQE is
reinitialised then the next instance must not differ from the previous by more than a relative change of 10−4

in the energy. The training of the quantum circuit was less stable and led to larger fluctuations in energy than
for the RBM, and thus the stopping criterion for the single instance is less strict, but the problem of local
minima in the search space was more common here and thus the second part of the stopping criteria was
added.

There is a large community interest in alleviating the problem of barren plateaus in quantum machine
learning applications. Specifically to VQEs, the authors in [84] explored the effect of using three different
optimizers: Broyden–Fletcher–Goldfarb–Shanno (BFGS) [85–88], ADAM [81], and the natural gradient [79,
80] to avoid the problem of local minima in the variational landscape. Here we consider the energy accuracy
of an 8 qubit energy minimization of a VQE for four different optimizers: ADAM, BFGS, SPSA [89], and
simulated annealing [90]. This is a mix of gradient- and non-gradient-based optimizers: BFGS and ADAM
were chosen to cover those of interest for avoiding local minima, SPSA for its utility with applications on
quantum hardware [45], and annealing as a second non-gradient based approach as this avoids the use of the
parameter-shift rule. The ansatz chosen for these optimizations is the three-layer version of the ansatz
depicted in figure 3. The number of layers was reduced to three because the annealing optimizer consistently
failed to converge for a four-layer ansatz. Figure 8 shows the energy accuracies achieved from 10 repeated
energy minimizations of the TFI Hamiltonian for each of the chosen optimizers. From this we can see that
both BGFS and ADAM perform the best but there is a very quick degradation of performance with increased
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Figure 8. Energy accuracy against transverse-field strength for a three-layer VQE ansatz, shown for a range of optimizers used in
the energy minimization procedure. All data are for an 8 qubit simulation.

Figure 9. The energy accuracy (top) and magic accuracy (bottom) against transverse-field strength for a 4 qubit simulation. Each
datum is the average over 10 minimizations.

transverse field strength, h. As concluded by the authors of [84], both ADAM and BFGS struggle to scale to
systems with a large number of parameters; for the ansatz used here there are 72 free parameters, much larger
than the upper limit of 42 that they propose. BFGS especially struggles to scale to larger systems. For this
reason, all other VQE data shown in this work uses ADAM as the optimizer. As previously mentioned,
reducing the number of layers in the ansatz led to worse energy accuracies, so we will now explore the other
way to reduce the number of parameters: a smaller system size.

To explore a regime where the VQE optimization maintains a flexible and expressive ansatz, but with
fewer variational parameters, we will consider a 4 qubit TFI system. Exactly as done in section 3.1, figure 9
shows the accuracies in energy and magic of the VQE, RBM, and DMRG algorithms. Unlike in figures 4
and 5, however, the energy accuracy of the VQE is better than that of the RBM. This shows that the VQE is
able to achieve accurate ground state energies, but figures 4 and 5 show that this does not easily scale to larger
systems with our current implementation. It should also be noted that in figure 9 we can still see that the
accuracy in energy does not always correlate with accuracy in magic.
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