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Performance of X-Ray Photon-Counting
Scintillation Detectors Under Pile-Up

Conditions at 60 keV
Stefan J. van der Sar and Dennis R. Schaart , Senior Member, IEEE

Abstract—We investigate silicon photomultiplier (SiPM)-based
scintillation detectors for medical X-ray photon-counting appli-
cations, where the input count rate (ICR) can reach a few
Mcps/mm2 in cone-beam CT for radiotherapy, for example,
up to a few hundred Mcps/mm2 in diagnostic CT. Thus,
pulse pile-up can severely distort the measurement of counts
and energies. Here, we experimentally evaluate the counting
and spectral performance of SiPM-based scintillation detectors
at 60 keV as a function of ICR/pile-up level. We coupled
0.9×0.9×3.5 mm3 LYSO:Ce and 0.9×0.9×4.5 mm3 YAP:Ce
scintillators to 1.0×1.0 mm2 ultrafast SiPMs and exposed these
single-pixel detectors to a 10-GBq Am-241 source. We varied
ICR from 0 to 5 Mcps/pixel and studied detector performance
for paralyzable-like (p-like) and nonparalyzable-like (np-like)
counting algorithms, after applying a second-order low-pass filter
with cut-off frequencies fc of 5, 10, or 20 MHz to the pulse
trains. Counting performance was quantified by the output count
rate (OCR) and the count-rate loss factor (CRLF). In addition
to the traditional spectral performance measure of the full-
width-at-half-maximum (FWHM) energy resolution at low ICR,
we propose the spectral degradation factor (SDF) to quantify
spectral effects of pile-up at any ICR. Best counting performance
is obtained with np-like counting and fc = 20 MHz, for which
the count-rate loss is at most 10% in the investigated range of
ICRs, whereas p-like counting yields best spectral performance.
Due to less pile-up, the fastest pulses obtained with fc = 20 MHz
already provide the best SDF values at ICRs of a few Mcps/pixel,
despite their worse low-rate energy resolution. Hence, spectral
performance under pile-up conditions appears to benefit more
from substantially faster pulses than a somewhat better low-rate
energy resolution. Moreover, we show that the pulse shape of
SiPM-based detectors allows to improve spectral performance
under pile-up conditions using dedicated peak detection
windows.

Index Terms—Energy resolution, silicon photomultiplier
(SiPM), spectral degradation.
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I. INTRODUCTION

THE development of photon-counting detectors (PCD) as
an alternative to energy-integrating detectors for medical

X-ray imaging, in particular for X-ray computed tomography
(CT), has become a hot topic of research [1], [2], [3]. These
detectors aim to count the number of incident X-ray photons
and to measure the energy of each of these photons, thereby
enabling improvements in image quality (contrast-to-noise
ratio) and creating opportunities for spectral imaging beyond
dual-energy techniques.

In medical X-ray imaging, tube voltages up to 150 kV
are used and the PCDs under development assign the
detected photons to one of a few energy bins that span
the X-ray tube spectrum. A major challenge is the photon
fluence rate incident on the detector, which can reach a
few million photons/s/mm2 in cone-beam CT in radiother-
apy (see Supplemental Materials), for example, up to a
few hundred million photons/s/mm2 in diagnostic CT [4].
Prototype diagnostic PCD-CT systems are therefore equipped
with direct-conversion detectors based on the semiconductors
CdTe [5], Cd1-xZnxTe (CZT, x typically 0.1 or 0.2) [6], or
Si [7], as this type of detector provides a fast detector pulse
(tens of nanoseconds wide) in response to an X-ray photon
and enables relatively easy fabrication of miniaturized pixels
(smaller than 0.5 × 0.5 mm2), so that the negative effects of
pulse pile-up on the measurement of counts and energies can
be mitigated to some extent.

In a direct-conversion detector, an X-ray photon releases
electron-hole pairs, which travel to opposite electrodes under
the influence of an electric field, thereby inducing current
pulses. A pixelated detector is obtained by dividing one of
the electrodes into small elements, the pitch of which sets the
pixel size. Stable and reliable performance of such semicon-
ductor detectors requires good and uniform charge transport
characteristics. However, issues with the cost-effectiveness
of growing CdTe and CZT of the required quality may
remain [1], [8]. In addition, the number of manufacturers that
can synthesize these high-quality materials is limited. Si does
not have these drawbacks, but it has a low mass density
(ρ = 2.3 gcm−3) and atomic number (Z = 14) for hard X-
ray applications. It thus remains unclear what the best choice
of detector is, leaving room for developing other types of
detector.

We are investigating detectors based on scintillators
and silicon photomultipliers (SiPM) as an alternative to

c© 2025 The Authors. This work is licensed under a Creative Commons Attribution 4.0 License.
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Fig. 1. Example of a part of a raw pulse train measured with the LYSO:Ce
detector and its second-order low-pass filtered versions for cut-off frequencies
fc equal to 5, 10, 20, and 50 MHz. The higher fc, the smaller the pulse
amplitude loss and the faster the pulses. For example, the full-width at tenth
maximum of the pulses from this LYSO:Ce detector decreases on average
from 230 to 132 ns when fc is increased from 5 to 20 MHz. The figure shows
three samples of such pulse shortenings. On the other hand, the fluctuations
on the pulses are less dampened by filters with a higher value of fc, as can
be seen on the three pulses for fc = 50 MHz. An exemplary count detection
threshold for the raw pulse train is also shown. This threshold level varies
with fc. See Section II-C for how we determined these levels.

direct-conversion detectors [9], [10]. SiPM-based scintillation
detectors rely on indirect conversion, i.e., an X-ray photon
absorbed in a scintillation crystal is converted into optical
photons, which are in turn converted into a current pulse by
an SiPM. Such a crystal-SiPM pair forms a detector pixel.
A pixelated detector is obtained by optically coupling an
array of crystals to an array of SiPMs with equal pitch. Thin
layers of reflective material (tens of microns [11], [12]), on
top of and between crystals ensure optimal light collection
within each pixel and prevent light sharing between crystals.
Alternative methods for light confinement to a pixel, not rely-
ing on X-ray insensitive reflectors, exist or are being (further)
developed [13], [14]. Whereas direct-conversion detectors can
suffer from spectral degradation due to charge sharing among
pixels, scintillation detectors with good light confinement
do not suffer from a similar degradation due to light shar-
ing. Scintillator-based PCDs may therefore enable better
performance in spectral imaging tasks, such as water–bone
material decomposition and K-edge imaging [15].

To a first approximation, the number of scintillation photons
N detected by the SiPM is proportional to the energy deposited
by the X-ray photon (in the order of 100-101 photons/keV),
while the probability that an optical photon is detected at
a time t0 after the interaction of the X-ray photon is pro-
portional to exp(−t0/τd), with τd the decay time constant of
the scintillator. A detected scintillation photon triggers an
avalanche multiplication process in one of the single-photon
avalanche diodes (SPAD) of the SiPM. This results in a current
pulse, which is called the single-SPAD response (SSR). It
can be described as G·exp(−(t − t0)/τr) with t−t0 ≥0, τr the
recharge time constant of the SiPM, and the gain G equal to

the total number of electrons (typically in the order of 105-
106). Thus, a detected X-ray photon results in a current pulse
that follows the convolution of two decaying exponentials
with time constants τd and τr, the pulse height (or integral
N·G) of which is a measure of the energy deposited by the
X-ray photon [9], [10]. However, such a pulse is subject to
statistical fluctuations due to the stochastic emission times of
the relatively few scintillation photons detected per unit time
(see blue curve in Fig. 1). The more detected scintillation
photons per unit time, the lower the level of pulse fluctuations.

The gain of the SiPM allows for a pulse processing chain
in each pixel only consisting of current-to-voltage conversion
that maintains the raw pulse shapes, a low-pass filter, which
attenuates the statistical fluctuations on the raw pulses, and
comparators and counters. This is a simpler pulse processing
chain than needed in direct-conversion detectors [16].

In this work, we evaluate different filtering and counting
methods for the combined measurement of counts and energy,
not only at low fluence rates but also under pile-up conditions,
which can be expected in (medical) X-ray photon-counting
applications. To this end, we conduct experiments in which we
gradually increase the input count rate (ICR), i.e., the number
of X-ray photons that deposit energy in the detector per unit
time, and quantify the counting performance and spectral
performance of each method as a function of ICR. We make
use of 1×1 mm2 single-pixel detectors and a 10-GBq Am-
241 source of 60-keV photons. Such a mono-energetic source
makes it more straightforward to evaluate spectral performance
than a poly-energetic beam from an X-ray tube, because the
true energy of every photon is known a priori. However, the
ICR that can be achieved with this pixel size and source is
limited to about 5 Mcps. Therefore, to be able to study filtering
and counting methods under pile-up conditions, we used two
scintillators that are expected to show some pile-up at a few
Mcps/pixel. One of them is LYSO:Ce, which, together with
SiPMs, has found widespread use in detectors for clinical PET
scanners [17]. As such, it is an example of a detector that
can combine stable and reliable performance over time with
cost-effective manufacturing. The other is YAP:Ce, which has
not found use in clinical imaging systems yet. Nevertheless,
it is a readily available and has a somewhat smaller decay
time constant than LYSO:Ce, potentially increasing the count-
rate capability [9], [10]. Moreover, we highlight that faster
scintillators than YAP:Ce exist, such as LaBr3:Ce, which
seem suitable for more demanding X-ray photon-counting
applications in terms of ICR [18].

II. MATERIALS AND METHODS

A. Data Acquisition

We built two single-pixel detectors by optically coupling
a 0.9 × 0.9 × 3.5 mm3 Lu1.8Y0.2SiO5:Ce scintillation crys-
tal (LYSO:Ce, ρ = 7.1 g/cm3, Shanghai Project Crystal)
and a 0.9 × 0.9 × 4.5 mm3 YAlO3:Ce scintillation crys-
tal (YAP:Ce, ρ = 5.4 g/cm3, Crytur) to 1.0 × 1.0 mm2

SiPMs (Broadcom Inc.) using Norland Optical Adhesive 63
and Norland Optical Adhesive 88, respectively. We selected
these adhesives, because their transmission spectra match
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well with the emission spectra of the scintillators. We then
submerged the crystals in reflective polytetrafluoroethylene
(PTFE, Teflon) powder, which we compressed to increase the
light collection on the SiPMs.

The SiPMs are based on Broadcom’s near-ultraviolet high-
density (NUV-HD) technology and feature a SPAD pitch of
15 µm and an ultrafast SSR with a recharge time constant
τr = 7 ns. Consequently, the SSR will hardly elongate
the raw detector pulses if the scintillator is LYSO:Ce or
YAP:Ce, for which we measured decay time constants τd of
33 ns (LYSO:Ce) and 29 ns (YAP:Ce) following the method
described in [19]. Furthermore, the probability of crosstalk
between SPADs is low (<10%), and afterpulsing is negligible.
However, the photodetection efficiency (PDE) is only between
20% and 30% in the relevant wavelength range. Information
about the definitions of these SiPM characteristics can be
found elsewhere, e.g., in [20].

We exposed the detectors to a 10-GBq Am-241 source
that effectively functions as a mono-energetic source of 60-
keV photons, because its lower-energy photon emissions are
mostly absorbed by the source window. By varying the
source–detector distance (SDD), we were able to study the
detector performance for various ICRs and pulse pile-up levels.
It should be noted that the crystal thicknesses of 3.5 mm
(LYSO:Ce) and 4.5 mm (YAP:Ce) were not selected with a
specific X-ray detection efficiency or imaging application in
mind, but because they allowed the top face of the crystals
to be very close to the source window, which was a few mm
recessed into the source housing. This helped to increase the
ICRs achievable with this source.

The detectors were mounted on Broadcom’s AFBR-S4E001
evaluation board that contains a 166 V/A amplification stage,
which preserves the raw pulse shapes. The board’s output was
fed into a Teledyne LeCroy HDO9409 digital oscilloscope
operating at a bandwidth of 200 MHz and a sampling rate of
1 GS/s. In this way, ten pulse trains of 100 ms were digitized
for each detector and SDD. Various processing methods were
then applied to the digitized pulse trains. They are described
in more detail in the next two subsections. However, we
first checked, for both detectors, if there was any (constant)
baseline shift in the pulse trains measured at the longest SDD,
i.e., with virtually no pile-up present. Such offsets may be
caused by offsets in the front-end electronics, for example. If
so, we subtracted that offset from all pulse trains measured
with that detector, i.e., also from those measured at shorter
SDDs. In this way, any possible degradation of counting and
spectral performance caused by additional, pile-up induced
baseline shifts at shorter SDDs remains uncorrected for in this
work.

B. Pulse Processing I: Second-Order Low-Pass Filters

As will become clear in Section II-C, the detection of a
count is usually associated with the signal from the detector
exceeding a threshold value. Fig. 1 shows that the fluctuations
on the raw detector pulses may cause a pulse to cross such
a threshold more than once, which could lead to counting a

single X-ray photon multiple times. Moreover, the fluctuations
negatively affect the pulse height (i.e., energy) resolution.

The use of low-pass filters is a straightforward and practical
way to get rid of these pulse fluctuations. Such filters are
characterized by their cut-off frequency fc. A filter with a lower
value of fc more strongly reduces the fluctuations on the pulses,
but also gives rise to more amplitude loss and pulse elongation.
Vice versa, we expect higher count rate capability, but worse
energy resolution from a filter with a higher value of fc.
The number of low-pass filters applied in succession is called
the order of the filter. Higher-order filters achieve a given
remaining level of pulse fluctuations at higher values of fc than
a first-order filter, resulting in faster but equally smooth pulses.
As such, they seem well suited for high-rate X-ray photon-
counting applications. However, higher-order filters also lead
to more pulse amplitude loss, so the useful range of filter
orders is limited, and we only worked with second-order low-
pass filters in this study.

Fig. 1 shows a snapshot of a raw pulse train and the
effect of applying filters with various values for fc. In a
histogram of the maximum signal recorded between each
positive and the subsequent negative crossing of the count
detection threshold in such a pulse train, a too high level of
pulse fluctuations appears as a peak just above the threshold
value (see Section II-C for how we determined these thresholds
for each value of fc). We found that this peak remained
absent up to values of fc of around 20 MHz, for both the
LYSO:Ce and the YAP:Ce detector. For higher values of fc,
e.g., 50 MHz, some remaining fluctuations on the falling edges
of the pulses can indeed be observed in Fig. 1. We also found
that the pulse amplitude loss became too large for values of fc
less than 5 MHz. We therefore studied second-order low-pass
filters with three values of fc, namely, 5, 10, and 20 MHz.

All filters were implemented in the time domain. The
differential equation that describes how the output voltage Vout
of a first-order low-pass filter depends on the input voltage
Vin, the time derivative of Vout and fc reads

Vout(t) = Vin(t) − 1

2π fc

dVout

dt
. (1)

This was discretized into the following form using the
backward differentiation method:

Vout[n] = 2π fc�t

1 + 2π fc�t
Vin[n] + 1

1 + 2π fc�t
Vout[n − 1]. (2)

Here, n indicates the sample number and �t the sampling
period (1 ns in our case as the sampling rate of the digital
oscilloscope was 1 GS/s). We applied (2) twice to emulate the
effect of a second-order filter.

C. Pulse Processing II: Counting Algorithms

We implemented two counting algorithms to extract energy-
resolved photon-counting data from the filtered pulse trains.
These algorithms are described in the following.

Paralyzable-Like (p-like) Counting: A count is registered
when a filtered pulse train causes a positive crossing of a
threshold. We call the maximum signal between this positive
threshold crossing and the subsequent negative threshold
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Fig. 2. (a) p-like counting algorithm registers a count when a positive threshold (dashed line) crossing takes place. The maximum signal before the next
negative threshold crossing is considered the pulse height of that count and therefore a measure of the energy deposited by the absorbed 60-keV photon.
(b) When a pulse piles up on the tail of a previous one, the pulse height associated with the second count is distorted. (c) When a pulse is generated before
the previous one has decayed to below the threshold level, only one count is registered and the pulse height of that count is distorted.

Fig. 3. (a) np-like counting algorithm evaluates, at the end of a window of length τnp following a positive threshold crossing, if the signal is still above
threshold (dashed line) or not. If so, a second count is registered and a new window of length τnp is started, and so on. The maximum signal within each
window is considered the pulse height associated with that count. Although this algorithm allows to correctly count the number of pulses, the pulse height
measurement is still distorted. (b) It is very important that τnp exceeds the time-over-threshold of the pulses, so that no two counts are registered for a single
pulse. (c) Pulse height measurement may be improved by determining the maximum signal within a shorter peak detection window of length τpd starting at
the beginning of the window of length τnp. Note that this dedicated peak detection window can also be implemented in the p-like algorithm.

Fig. 4. ToT histograms (bin width = 1 ns; measurement time = 100 ms) for the LYSO:Ce detector and cut-off frequencies fc of the second-order low-pass
filter applied to the raw pulse trains equal to (a) 5 MHz, (b) 10 MHz, and (c) 20 MHz. The values for τnp of the np-like counting algorithm were set to 110%
of the ToT values corresponding to the right-hand sides of the peaks, i.e., 176 ns for fc = 5 MHz, 121 ns for fc = 10 MHz, and 99 ns for fc = 20 MHz, as
visualized by the dashed lines in the diagrams.

crossing the pulse height [see Fig. 2(a)]. It is usually a
good measure of the energy deposited by the X-ray photon.
However, if a pulse piles up on the tail of the previous pulse,
as shown in Fig. 2(b), the pulse height yields an erroneous
measurement of the energy. Furthermore, if an X-ray photon

interacts in the detector before the previous pulse has dropped
below the threshold level, the new pulse will not cause
a positive threshold crossing and only one count, with an
incorrect energy, is registered [see Fig. 2(c)]. This type of
counting gives rise to paralyzable-like behavior, which means
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Fig. 5. (Positive threshold) crossing-to-peak time histograms (bin width = 1 ns; measurement time = 100 ms) for the LYSO:Ce detector and cut-off
frequencies fc of the second-order low-pass filter applied to the raw pulse trains equal to (a) 5 MHz, (b) 10 MHz, and (c) 20 MHz. The lengths τpd of the
dedication peak detection windows were chosen such that all pulses reach their peak in this period of time, i.e., 65 ns for fc = 5 MHz, 50 ns for fc = 10 MHz,
and 40 ns for fc = 20 MHz, as visualized by the dashed lines in the diagrams.

Fig. 6. (a) OCR of the LYSO:Ce detector as a function of the estimated ICR, the cut-off frequency fc of the second-order low-pass filter applied to the raw
pulse trains, and the counting algorithm (p-like or np-like). The line labeled “ideal counting” is defined as OCR = ICR. (b) CRLF, defined as OCR divided
by estimated ICR for a given algorithm and value of fc, as a function of ICR.

that the number of registered counts per unit time, i.e., the
output count rate (OCR), is proportional to the ICR at low
values of ICR, but starts to deviate at higher values, until it
reaches a maximum. The OCR then starts to decrease and
approaches zero for very high values of ICR. In that case, the
pulse train is above threshold almost all the time, so hardly any
threshold crossings occur, and hardly any counts are registered.

In this work, we set the count detection threshold to a
voltage level equivalent to about 25 keV, which we calculated
for each value of the filter cut-off frequency by multiplying the
mean pulse height (unit: mV) corresponding to the detection of
a 60-keV photon from the Am-241 source by a factor 25 keV /
60 keV ≈ 0.4167. We determined this mean pulse height from
a Gaussian fit to the histogram of pulse height values measured
at the longest SDD with that cut-off frequency. Thresholds
in the range of 20–30 keV are commonly implemented in
CdTe- and CZT-based PCDs for diagnostic CT, because they
are above the noise floor of these detectors and at the lower
end of the (hardened) X-ray tube spectra typically used in this
application. It is noted that spectral PCDs additionally have

multiple higher (often adjustable) thresholds. These are only
used to assign the counts to energy bins, and do not limit the
count rate capability of the detectors [21], [22], so they are
not of interest to this study.

The peak in each pulse height histogram measured with the
YAP:Ce detector was found to be asymmetric, mainly due to
K-escape events. We therefore fitted two Gaussians through
such peaks, one representing the photopeak (60 keV), the
other the K-escape peak. Since the energy of the K X-rays
of yttrium (Y) is about 15 keV, the K-escape peak is located
around 45 keV. We therefore implemented a constraint that the
Gaussian corresponding to the K-escape peak must be centered
around 45 keV/60 keV×100% = 75% of the mean value of
the Gaussian corresponding to the photopeak. (An example of
such an asymmetric peak with double Gaussian fit is shown
in Fig. 7.)

Nonparalyzable-Like (np-like) Counting: A np-like counting
algorithm allows to register two counts for the superposition
of the two pulses in Fig. 2(c). It can be implemented by
evaluating, after a fixed time period of length τnp following a
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Fig. 7. Pulse integral histograms determined using the GS method explained in Section II-D for (a) LYSO:Ce detector and (b) YAP:Ce detector. Despite
yielding an approximately twice as weak scintillation signal, the YAP:Ce detector provides a somewhat better energy resolution (28% versus 31% FWHM at
60 keV) due to its better proportionality [26]. Details about the double Gaussian fit in (b) are given in Section II-C. The double Gaussian is the sum of the
Gaussians representing the photopeak and the K-escape peak.

positive threshold crossing (the first count), whether or not the
pulse train is still above threshold [23]. If so, a second count
is registered and the same evaluation will be repeated after
another period of length τnp [see Fig. 3(a)]. If the outcome
of the evaluation is negative, the next count is only registered
when the next positive threshold crossing occurs. In the case
of very high ICR, the pulse train is above threshold more or
less all the time, so the outcome of almost every evaluation is
positive, and OCR approaches an asymptotic value of 1/τnp.
This is nonparalyzable behavior. We refer to the maximum
signal within a time window of length τnp as the pulse height
and consider it a measure of the energy associated with
the corresponding count. Distorted energy measurements are
therefore still possible under pile-up conditions [see Fig. 3(a)].

It is important that τnp exceeds the time-over-threshold
(ToT) of the pulses in order to prevent double counting of a
single X-ray photon, as visualized in Fig. 3(b). We therefore
created histograms of the ToT of all pulses registered as counts
by the p-like algorithm at the longest SDD, for all three
values of fc and for both detectors. The histograms, which
are shown in Fig. 4 for the LYSO:Ce detector and in the
Supplemental Materials for the YAP:Ce detector, contain a
dominant peak, which means that (almost) all pulses have a
ToT less than a certain ToTmax, i.e., the ToT corresponding
to the right-hand side of the peak. We defined τnp to be
110% of ToTmax in order to ensure that, in the case of pile-
up, when the ToT of the second pulse may be elongated,
the algorithm still registers two counts instead of three. The
values of τnp obtained in this way can be found in Table I,
and are visualized by the vertical dashed lines in Fig. 4
(LYSO:Ce) and the Supplemental Materials (YAP:Ce). The
faster scintillation decay of YAP:Ce (see Section II-A) explains
the lower values for this detector.

D. Performance Measure I: Spectral

We first determined the best achievable spectral performance
of the two detectors, at low ICR, using a digital signal

processing technique that may not be trivial to implement in
practical imaging systems with a high channel density. This
method is referred to as the “gold-standard (GS) method”
in this work. We filtered the pulse trains recorded at the
longest SDD using a median filter of 21st order. Such a
filter preserves the steep rising edges of the raw detector
pulses, but still suppresses the fluctuations on these pulses. The
median filtered pulse trains can therefore be used to determine
accurately the number of pulses in the pulse train and the
timestamp of the positive threshold crossing of each pulse.
After the timestamps had been determined, each raw pulse was
numerically integrated for a subsequent period of time equal
to five times the scintillation decay time constant τd. We fitted
a Gaussian through the photopeak in a histogram of pulse
integral values in order to determine the energy resolution
as the ratio of the full width at half maximum (FWHM
= 2.355σ , with σ the standard deviation of the Gaussian)
and the mean pulse integral μ. It is noted that, in the case
of the YAP:Ce detector, a double Gaussian was fitted under
the constraint described in Section II-C in order to account
for K-escape events. In this case, σ and μ of the Gaussian
corresponding to the photopeak were used to determine the
energy resolution. The results can be considered the best
FWHM energy resolutions achievable with these detectors, as
> 99% of the scintillation photons are collected on the SiPM
within this 5τd window.

At higher ICRs, pulse pile-up will cause counts to end up
outside the photopeak. Under such conditions, the FWHM
energy resolution no longer provides a full description of the
spectral performance of a detector. We therefore propose an
additional metric, the spectral degradation factor (SDF), which
can be calculated in the following way.

Step 1: For a given detector and the GS method (applied
at the longest SDD), determine the fraction of all counts that
fall within a bin centered on the mean pulse integral μGS with
a width equal to the FWHMGS of the Gaussian distribution
of pulse integrals in the photopeak. Call this fraction the GS
FWHM fraction P0. Furthermore, calculate the GS energy
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Fig. 8. (a) SDF of the LYSO:Ce detector, for which P0 = 0.723 [see (5)], as a function of the estimated ICR, the counting algorithm (p-like or np-like),
and the cut-off frequency fc of the second-order low-pass filter applied to the raw pulse trains. (b) Corresponding data set for the YAP:Ce detector, for which
P0 = 0.638. This lower value of P0 is mainly due to K-escape events in the YAP:Ce detector.

TABLE I
VALUES FOR THE PARAMETERS τnp AND τpd USED IN THIS WORK.

SEE SECTIONS II-C AND II-D AND FIGS. 4 AND 5 FOR MORE

INFORMATION ON THE MEANING OF THESE PARAMETERS

AND HOW THEY WERE DETERMINED

resolution RGS as

RGS = FWHMGS

μGS
. (3)

Step 2: For a given pulse processing method (value for fc
of the low-pass filter and p-like or np-like counting), calculate
a bin width WPPM as

WPPM = RGS × μPPM. (4)

Here, μPPM is the mean pulse height in the photopeak for
that pulse processing method at the longest SDD, obtained
with either a single or double Gaussian fit to the pulse height
histogram (as argued in Section II-C). Center a bin of width
WPPM on μPPM and call it the method’s FWHM bin.

Step 3: For a given SDD, determine the fraction of counts
that fall within the method’s FWHM bin. Call this fraction the
FWHM fraction and denote it as PFWHM.

Step 4: Calculate the SDF as

SDF = PFWHM

P0
. (5)

The PFWHM, and therefore the SDF, of a given detector
provides insight into the fraction of full-energy events that can
be considered correctly classified as such, both under low and
high pile-up conditions. The advantage of the SDF is that the
contributions to spectral degradation already contained in P0,
such as the number of K-escape and Compton scattering events

and the width of the photopeak under low pile-up conditions,
are canceled out. As such, the value of the SDF is always
close to 1 at low ICR and does not depend on, e.g., scintillator
dimensions and probe energy, thereby enabling a unambiguous
comparison of the different pulse processing methods as a
function of ICR.

We also used the SDF concept to investigate if and how
much the spectral performance improves by regarding the
maximum signal within a dedicated peak detection window
(DPDW) of length τpd after a positive threshold crossing
(p-like counting) or after the start of a time window of
length τnp (np-like counting, with τpd<τnp) as the pulse height
associated with that count. This idea relies on the fact that
the peak of a pulse (unaffected by pile-up) from an SiPM-
based scintillation detector is always reached relatively early
on in the pulse. Hence, when two pulses pile up, it should
still be possible to determine the correct pulse height of the
first pulse provided the second pulse occurs more than τpd
after the first one [see Fig. 3(c)]. In order to choose proper
values of τpd, we generated histograms of the time differences
between the moment each pulse crosses the threshold and the
moment it reaches its maximum value determined by the
p-like counting algorithm applied to the measurement at
the longest SDD. Fig. 5 shows that these crossing-to-peak
times have a Gaussian-like distribution, that they reduce with
increasing cut-off frequency fc, and that we selected values
of τpd that correspond to the right-hand side end points of
these distributions. The selected values are the same for both
detectors and can be found in Table I. In the remainder of
this work, we refer to this method as p/np-like counting with
a DPDW. It can be implemented in practical detectors using
clocked comparators, for example [24].

E. Performance Measure II: Counting

For counting photons, we first evaluated the number of
registered counts per unit time, which we refer to as the
OCR. Instead of studying this quantity as well as the spectral
performance measures as a function of SDD, it is more
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Fig. 9. Normalized pulse height spectra, which represent the probability that a registered count gets associated with a certain pulse height, measured with the
LYSO:Ce detector and both the paralyzable-like and nonparalyzable-like counting algorithm. From left to right, the estimated input count rate is increasing.
From top to bottom, the cut-off frequency fc of the second-order low-pass filter applied to the raw pulse trains is decreasing. The FWHM bin, used to calculate
the SDF [see Section II-D and (5)] is visualized by means of the vertical dashed lines.

valuable to study them as a function of ICR. However, the
Am-241 source is a disk source and both its active area and
location within the housing are not accurately known. The
active area is surely larger than the cross-sectional area of the
scintillation crystals (0.9×0.9 mm2), which, combined with
the nonzero thickness of the crystals, means that, particularly
for the shorter SDDs, 60-keV photons also enter the crystals
through the side faces. These circumstances make it hard to
use an analytic formula to determine ICR for each SDD.

We therefore performed pulse train simulations to determine
which OCRs to expect for a series of ICRs. For each ICR, ten
trains of delta pulses were generated. The pulse trains were
100 ms in length and had a sample period of 1 ns. The number
of pulses in each train was sampled from a Poisson distribution
with an expectation value equal to the product of the ICR
and 0.1 s (100 ms), while the timestamp of each pulse was
sampled from a uniform distribution. Each delta pulse train
was convolved with the mean pulse shape determined from
the low-pass filtered (fc = 20 MHz) experimental data. The

detection threshold was again set to a level equivalent to 25
keV and the OCR was determined using both the p-like and
the np-like algorithms. The OCRs obtained for each of the
ten pulse trains were then averaged. These mean OCRs were
stored in a lookup table alongside their corresponding ICR.
By linearly interpolating the data in this table, we estimated
the ICR for each measured OCR.

It is noted that some counts registered by the YAP:Ce
detector correspond to K-escape events with an energy of
about 45 keV instead of 60 keV. By comparing the areas
under both Gaussians of the double Gaussian fit described in
Section II-C, we determined that the Gaussian centered at 45
keV contained about 15% of the total number of events in
the YAP:Ce detector. We therefore made sure that 15% of the
pulses in the pulse train simulations had a pulse height of only
45/60×100% = 75% of that of the pulses corresponding to
60-keV photons.

Once the estimated ICR for each SDD was known, we
determined the count-rate loss factor (CRLF), i.e., the ratio of
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OCR to ICR, for each measurement at a particular SDD:

CRLF = OCR

ICR
. (6)

III. RESULTS

A. Counting Performance

Fig. 6 shows the (mean) OCR, as well as the CRLF, as
a function of estimated ICR, counting algorithm, and cut-off
frequency fc for the LYSO:Ce detector. As expected, np-like
counting achieves a better CRLF, and therefore a higher
(mean) OCR than p-like counting for a given value of fc.
However, the fact that np-like counting with fc = 5 MHz yields
an even better CRLF, and, consequently, a higher OCR than
p-like counting with fc = 20 MHz already for ICRs in the
order of 0.1 Mcps/pixel is somewhat remarkable though. Again
in accordance with expectations, higher values of fc provide
higher OCRs for a given counting algorithm. Nevertheless,
the curves for np-like counting with fc = 10 MHz and fc =
20 MHz are remarkably close to each other. For both values
of fc, it can be appreciated that the OCR is at least about
90% of the ICR up to the maximum ICR of 4.6 Mcps/pixel
that we could achieve with the present experimental setup.
Very similar, although slightly better, OCRs and CRLFs were
measured for the YAP:Ce detector. These plots can be found in
the Supplemental Materials. The similarity is due to the small
difference in the decay time constants τd of both scintillators
(see Section II-A).

B. Spectral Performance

Fig. 7 shows the results obtained with the GS method
described in Section II-D. The measured FWHM energy
resolutions at 60 keV are 28% and 31% for the YAP:Ce
detector and the LYSO:Ce detector, respectively. Remarkably,
the energy resolution of the YAP:Ce detector is better, although
the mean pulse integrals of both detectors indicate that about
twice as many scintillation photons per event were detected
in the LYSO:Ce detector. In general, Poisson statistics imply
that the more scintillation photons are detected, the better the
energy resolution. However, the so-called nonproportionality
of the scintillator also affects the energy resolution [25]. The
more the number of generated optical photons deviates from
being proportional to the energy deposited, the larger the
negative effect on the energy resolution. Whereas YAP:Ce is
known to be a proportional scintillator, LYSO:Ce is rather non-
proportional [26]. This should largely explain the difference in
measured energy resolution observed here. We also determined
from the two histograms and fits in Fig. 7 the values of P0, i.e.,
the fraction of the counts detected with the GS method that
fall within a bin of width FWHM centered on the mean pulse
integral of the photopeak (also see Section II-D/step 1). These
turned out to be 0.638 for the YAP:Ce detector, and 0.723
for the LYSO:Ce detector. The lower value for the YAP:Ce
detector is mainly due to the K-escape events.

Fig. 8(a) shows the SDF [defined in (5)] as a function of
estimated ICR, counting algorithm, and value of fc for the
LYSO:Ce detector. The inset shows a zoomed-in version of
the data for low values of the ICR. As expected, the highest

SDF at the lowest ICR is achieved for fc = 5 MHz, followed
by fc = 10 MHz and fc = 20 MHz. This is because a lower
value of fc usually implies a better FWHM energy resolution.
Indeed, we determined FWHM resolutions at 60 keV of 31.6%
for fc = 5 MHz, 32.6% for fc = 10 MHz, and 33.5% for fc
= 20 MHz for this particular LYSO:Ce detector. The value
of 31.6% for fc = 5 MHz is close to the above-mentioned
FWHM energy resolution of 31% at 60 keV obtained with
the GS method. However, as the ICR starts to increase, a
lower pile-up level due to the faster pulses offered by a higher
value of fc starts to become more beneficial for the spectral
performance than the low-rate FWHM energy resolution. For
p-like counting, fc = 5 MHz indeed only has the highest SDF
up to ICR ≈ 0.3 Mcps/pixel. Then, fc = 10 MHz provides
the best spectral performance up to ICR ≈ 1.0 Mcps/pixel.
If ICR > 1.0 Mcps/pixel, fc = 20 MHz is optimal from a
spectral point-of-view. Similar trends are observed for np-
like counting, the turning points being located at ICR ≈ 0.2
Mcps/pixel and ICR ≈ 0.7 Mcps/pixel.

Similar plots for the YAP:Ce detector can be found in
Fig. 8(b). The data show that the dependency of the SDF at
low ICRs on the value of fc is somewhat more pronounced for
the YAP:Ce detector. Indeed, we determined that the FWHM
energy resolution at 60 keV ranges from 29.5% for fc =
5 MHz to 33.5% for fc = 20 MHz. That is a difference of
4 percentage points, or twice the difference observed for the
LYSO:Ce detector, likely because of the more proportional
response of YAP:Ce discussed above in the context of Fig. 7.
In addition, the pile-up level for a given ICR is slightly lower
in the YAP:Ce detector due to a somewhat faster scintillation
decay (see Section II-A). As a result of both facts, the turning
points occur at higher values of ICR, i.e., at 0.5 and 1.7
Mcps/pixel for p-like counting and at 0.4 and 1.2 Mcps/pixel
for np-like counting.

C. Optimal Cut-Off Frequency and Counting Algorithm

In summary, fc = 20 MHz already provides the best spectral
performance at ICR values greater than about 1 Mcps/pixel,
the exact value depending on detector and counting algorithm.
The spectral disadvantage of a high fc value at low ICRs is
quite small and does not appear to outweigh the advantages at
higher ICRs. fc = 20 MHz anyway yields the best counting
performance (see Fig. 6), so the highest value of fc that still
sufficiently suppresses the pulse fluctuations is most likely
optimal for most X-ray imaging applications.

The question remains whether p-like or np-like counting is
to be preferred. Fig. 6 showed that np-like counting is better
from a counting perspective, whereas Fig. 8 indicated that the
spectral degradation for given ICR and fc is more severe for
this counting algorithm. This is visually explained in Fig. 9
(top row), which contains pulse height spectra measured by
the LYSO:Ce detector, for fc = 20 MHz, for both counting
algorithms, and for low (0.068 Mcps/pixel), intermediate (1.1
Mcps/pixel) and high (4.6 Mcps/pixel) values of the estimated
ICR. For the lowest ICR, the only feature of the spectra is
the full-energy peak and the spectra for p-like counting and
np-like counting fully overlap. As the ICR increases, pile-up
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Fig. 10. (a) Effect of integrating a dedicated peak detection window into the paralyzable-like and nonparalyzable-like counting algorithms on normalized
pulse height spectra, which represent the probability that a registered count has a certain pulse height. Here, spectra measured at an estimated input count
rate of 4.6 Mcps/pixel with the LYSO:Ce detector and a second-order low-pass filter with a cut-off frequency fc = 20 MHz are plotted with a bin width
of 0.1 mV. See Section II-C and Fig. 3(c) for an explanation of the counting algorithms with a DPDW. (b) Resulting SDF [see Section II-D and (5)] as a
function of ICR for the pulse processing methods with DPDW.

becomes more likely. For both p-like and np-like counting,
counts affected by pile-up typically end up to the right-hand
side of the FWHM bin in the pulse height spectra, thereby
reducing the fraction of counts in that bin. Because of the
exponential distribution of the interarrival times between two
60-keV photons and the finite energy resolution of the detector,
these counts do not lead to a well-resolved pile-up peak, but
rather to a continuum of counts. For ICR = 4.6 Mcps/pixel,
there even seems to be a second continuum of counts at
pulse heights above 100 mV, which may represent events
in which the pile-up of three X-ray photons gives rise to
one count. In addition, a shift of the most probable pulse
height toward higher values can be observed for both counting
algorithms as the ICR increases. The main difference between
the spectra for p-like counting and np-like counting in the top
row of Fig. 9 can be observed on the left-hand side of the
FWHM bin. If two pulses pile up and the p-like algorithm
registers only one count, the np-like algorithm can still detect
a second count [see Figs. 2(c) and 3(a)]. This explains why
the CRLF for np-like counting in Fig. 6(b) stays closer to 1
than that for p-like counting. However, the maximum signal
within the time window of length τnp of the second count
will usually be located on the falling edge of a pulse [see
Fig. 3(a)]. Consequently, the pulse height associated with this
count is typically much lower than the (mean) pulse height
corresponding to 60 keV, so the count ends up to the left of
the FWHM bin in the spectra. This explains why the spectral
performance of the np-like counting algorithm is worse. In the
end, a choice between p-like counting and np-like counting
depends on whether one prefers better counting or better
spectral performance.

For completeness, Fig. 9 also contains the pulse height
spectra for the other two values of fc, i.e., 10 and 5 MHz.
In general, the trends observed for fc = 20 MHz can also
be seen for these lower fc. The spectral distortion due to
pile-up just gets stronger with decreasing fc, which manifests

as a stronger reduction of the height of the photopeak with
increasing ICR, as well as a more dominant presence of the
continuum visible on the far right-hand side of the spectra
measured at an estimated ICR of 4.6 Mcps/pixel, which may
represent events in which three X-ray photons lead to one
count.

D. Dedicated Peak Detection Window

The effect of integrating a dedicated peak detection window
into the counting algorithms [as described in Section II-D and
visualized in Fig. 3(c)] on the pulse height spectra is depicted
in Fig. 10(a) for the LYSO:Ce detector with fc = 20 MHz, at
an estimated ICR of 4.6 Mcps/pixel. The spectra indicate that
the DPDW increases the probability that a registered count
ends up inside the FWHM bin rather than to the right-hand
side of it. This is reflected in an overall improvement of the
SDFs shown in Fig. 10(b) compared to those obtained without
DPDW shown in Fig. 8(a).

Fig. 10(a) shows that np-like counting with the dedicated
peak detection window also increases the chance that a
registered count ends up on the left-hand side of the FWHM
bin. Thus, the positive effect of the DPDW is larger for p-like
counting than for np-like counting. This is also reflected in
the SDFs. Whereas np-like counting with fc = 20 MHz has
a better SDF than p-like counting with fc = 5 MHz for the
higher values of the ICR in the case without DPDW [see
Fig. 8(a)], the SDFs of p-like counting with DPDW are better
than those of np-like counting with DPDW regardless of fc for
these values of the ICR [see Fig. 10(b)].

Due to the better spectral performance obtained with the
DPDW, higher cut-off frequencies become optimal from a
spectral point-of-view at higher values of ICR than before.
For example, we note that the SDFs of p-like counting with
DPDW for fc = 10 MHz and fc = 20 MHz in Fig. 10(b) are
very close to each other over the whole range of investigated
ICRs and that fc = 20 MHz only becomes slightly better
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than fc = 10 MHz for ICRs exceeding 2.4 Mcps/pixel (was
1.0 Mcps/pixel without DPDW). P-like counting with DPDW
and a cut-off frequency of 5 MHz yields the best spectral
performance for values of ICR up to 0.7 Mcps/pixel as
the inset in Fig. 10(b) shows (was 0.3 Mcps/pixel without
DPDW). Nevertheless, we may still conclude that the highest
possible value of fc is most beneficial for practical systems,
because it provides better counting performance (see Fig. 6)
and the spectral disadvantages at low ICR remain small. This
conclusion also remains valid for np-like counting. A choice
between p-like counting and np-like counting still depends
on whether counting performance or spectral performance is
preferred.

Data on the effect of the dedicated peak detection window
on the performance of the YAP:Ce detector can be found in the
Supplemental Materials. Qualitatively, the same trends as for
the LYSO:Ce detector were found, i.e., the values of the ICR
for which the different cut-off frequencies are optimal from
a spectral point-of-view also increase when using a DPDW.
Quantitatively, fc = 5 MHz is optimal until 1.1 Mcps/pixel, fc
= 10 MHz between 1.1 and 2.8 Mcps/pixel, and fc = 20 MHz
for higher values of ICR in the case of p-like counting with a
DPDW, for example, whereas the turning points were at 0.6
and 1.7 Mcps/pixel without a DPDW.

IV. DISCUSSION

We experimentally evaluated the effect of various pulse
processing methods on the counting and spectral performance
of 1×1 mm2 single-pixel, ultrafast SiPM-based LYSO:Ce
and YAP:Ce scintillation detectors for X-ray photon-counting
applications, as a function of ICR/pile-up level. More specif-
ically, we investigated the effect of the cut-off frequency fc
(5, 10, and 20 MHz) of a second-order low-pass filter applied
to the raw pulse trains and the effect of p-like and np-like
counting algorithms. Evaluating spectral performance is more
straightforward with a mono-energetic radiation source, so we
placed a 10-GBq Am-241 source (60 keV) at various distances
from the detector in order to vary ICR. However, this setup
only allowed us to investigate ICRs up to 5 Mcps/pixel. Using
LYSO:Ce and YAP:Ce scintillators, we could still achieve
interesting pile-up levels at this ICR. However, this also means
that these two scintillators are better suited for applications
such as cone beam CT in radiotherapy (see Supplemental
Materials) than diagnostic CT, for which a faster scintillator,
such as LaBr3:Ce, is required [9], [10].

We determined the OCR and the CRLF as a function of
ICR in order to evaluate counting performance. As expected,
np-like counting with the highest value of fc is optimal from
this point-of-view.

Regarding spectral performance, we first evaluated the
traditional measure of the low-rate FWHM energy resolution
and found values around 30% at 60 keV for both detectors. A
characteristic of the SiPM that has a substantial effect on the
achievable energy resolution is the optical photon detection
efficiency. The ultrafast SiPMs that we currently use have a
relatively low PDE of 20%–30%. However, it is possible to
increase the PDE of ultrafast SiPMs to more than 60% [27].

If twice as many optical photons are detected, the energy
resolution improves by at best a factor

√
2. Especially the

YAP:Ce detector, the energy resolution of which strongly
depends on the number of detected scintillation photon due
to its proportional response, may therefore obtain an energy
resolution closer to 20% FWHM at 60 keV, approaching that of
at least one CdTe detector with miniaturized pixels developed
for a photon-counting CT prototype [28]. Moreover, many
spectral imaging tasks require only two energy bins, which
lowers the requirement on the energy resolution. Last but not
least, scintillation detectors do not suffer from charge sharing,
which deteriorates the spectral performance of CdTe/CZT
detectors [15], [29]. Although this is a small effect for pixel
sizes of about 1×1 mm2, it becomes substantial for smaller
pixel sizes, such as those used in the first diagnostic photon-
counting CT scanners. Also note that the higher number of
detected scintillation photons per unit time due to a higher
PDE lowers the level of statistical fluctuations on the raw
detector pulses, which means that filters with higher values of
fc will output sufficiently smooth pulses, thereby improving
the counting performance, too.

We supplemented the traditional measure of the low-rate
FWHM energy resolution with the SDF, with the aim to
better characterize detector performance under the pile-up
conditions that are typically found in X-ray photon-counting
applications. The SDF has been defined in (5). It can be
seen as an easy-to-calculate measure of spectral performance,
providing insight into the fraction of full-energy events that
can be considered correctly classified as such under (high)
pile-up conditions. We obtained the most favorable SDF values
with p-like counting. However, we note that the SDF does
not quantify the spread in the energies associated with the
counts and that it requires further research to find a relation
between SDF values and detector performance in specific
imaging tasks. The power of the SDF framework, however, is
that it allows for a straightforward (experimental) comparison
of prototype detectors (before building a larger-scale imaging
system). The alternative is to implement two types of detector
in a computer model of an imaging system, and evaluate
effects of spectral degradation on image quality in silico. In
this context, a recent study by Taguchi et al. [15] is interesting,
because it shows that the spectral response of fast scintillators
may be better than that of semiconductor (CdTe) detectors for
spectral imaging tasks over a wide range of incident fluence
rates/pile-up levels.

Another finding of our study is that spectral degradation
due to pulse pile-up already kicks in at relatively low ICRs
and that, therefore, the FWHM energy resolution at low ICR
has limited predictive value for the spectral performance under
pile-up conditions. For example, when increasing fc from 5
to 20 MHz, the FWHM energy resolution of the LYSO:Ce
detector at low ICR worsened by about 2 percentage point,
while the worsening was about 4 percentage point for the
YAP:Ce detector. At the same time, the full width at tenth
maximum (FWTM) of the mean detector pulse, which is a
typical characteristic of pulse duration, improved from 230 to
132 ns for the LYSO:Ce detector (see Fig. 1) and from 228
to 116 ns for the YAP:Ce detector. As a result, the spectral
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detector performance was much less affected by pile-up for
fc = 20 MHz. In fact, fc = 20 MHz already appeared optimal
from a spectral point-of-view for ICR values greater than a
few Mcps/pixel, the exact value depending on the detector and
the counting algorithm. This finding may also be applied when
selecting an optimal detection material. A faster detection
material appears more important than a material that offers
somewhat better FWHM energy resolution under low fluence-
rate conditions for high-rate spectral X-ray photon-counting
applications. Based on an experimental characterization and
modeling study presented in [18], benzylamonium lead bro-
mide may be considered a promising example of such an
ultrafast scintillator for X-ray photon-counting.

We also found a positive effect of integrating a dedi-
cated peak detection window into the counting algorithms
(see Fig. 10). This improvement of spectral performance by
determining the pulse height in a short window of length τpd
following the detection of a count [see Fig. 3(c)] is more
pronounced for p-like counting than for np-like counting.
However, Fig. 5 shows that the lengths of the peak detection
windows that we used are rather conservative. About 5 ns
lower values of τpd are possible, which may further improve
spectral detector performance.

Lastly, we briefly discuss what is needed to build a pixel
array for clinical applications. First, an efficient way to
confine the scintillation light to a single pixel is needed,
such as thin reflectors (tens of microns [11], [12]) on top
of and between scintillator pixels or alternative methods not
relying on X-ray insensitive reflectors [13], [14]. Second, an
application-specific integrated circuit (ASIC) that operates
at the required rate must be developed. First steps in this
direction have been taken in [12] and [30]. In this context,
it is advantageous that, with good light confinement, there is
no need for complicated and resource-intensive corrections,
similar to those employed for charge sharing in ASICs for
miniaturized semiconductor pixels, which trade off spectral
correction and count loss [31], [32]. This may create space and
thermal capacity on ASICs for other features, such as more
energy bins or the DPDW method investigated in this work.

V. CONCLUSION

We investigated the counting and spectral performance of
two 1×1 mm2 single-pixel X-ray PCDs based on the fast and
widely available LYSO:Ce and YAP:Ce scintillators coupled
to an ultrafast SiPM, as a function of input count rate/pile-up
level, counting algorithm (p-like/np-like) and cut-off frequency
fc (5, 10, and 20 MHz) of a second-order low-pass filter
applied to the raw signals.

Nonparalyzable-like counting in general yields better count-
ing performance than paralyzable-like counting. For fc =
20 MHz, the count-rate loss of both detectors is limited to
10% for ICRs up to 5 Mcps/pixel. However, the spectral
performance is generally better for p-like counting. Moreover,
we found that spectral degradation due to pile-up kicks in
at relatively low ICRs, so that the faster pulses offered by
fc = 20 MHz, which yield somewhat worse FWHM energy
resolution at low ICR, already provide the best spectral

performance at ICRs greater than just a few Mcps/pixel,
the exact value depending on the detector and the counting
algorithm. We also showed that spectral degradation due to
pile-up can be further mitigated by integrating a dedicated
peak detection window into the counting algorithms. This is
facilitated by the specific shape of the pulses from an SiPM-
based scintillation detector.

These findings were obtained using the spectral degradation
factor proposed in this work. The SDF supplements the low-
rate FWHM energy resolution and quantifies the fraction of
full-energy events that can be considered correctly classified
as such at any ICR. Thus, the SDF appears to be a useful
measure of spectral performance for X-ray PCDs exposed to
clinically relevant ICRs.

Our finding that high values of fc, which lead to fast pulses,
are beneficial for both counting and spectral performance
from relatively low rates onward, also implies that detection
materials that provide considerably faster pulses may yield
better SDF values in high-rate applications than those that
offer somewhat better low-rate FWHM energy resolution at
the expense of a longer pulse duration. This work thus offers
guidance for the selection of both suitable detection materials
and pulse processing methods for PCDs.
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