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Abstract
Due to the demand for renewable energies, gasses like H2 need to be detected with sensitive, accurate and

fast detectors. The US Department of Energy has made a list of requirements that H2 sensors need to fullfill
of which the minimum detectable concentration (0.1%) and the reaction time (one second) are challenging
for current hydrogen sensors, particularly for low-power and low-cost mass-produced sensors. This thesis
covers the design and simulation of a photonic crystal nanobeam cavity sensor, using the Pt-catalyzed WO3

as a H2 sensitive material. The thicknesses of both layers show a trade-off between the minimally detectable
concentration and the reaction times, resulting in a cavity with sensitivity of almost 40 nm

RIU and a Q factor
varying between 5·105 and 5·104 depending on how much catalyst is required to meet the one second reaction
time performance target. Based on the conservative assumptions regarding the reaction times of the sensor,
the 0.1% performance target is almost achieved. This means that if in practice, any of the layer thicknesses
show to be more favourable than assumed in this thesis, together with the fact that for optical sensors there
is no risk of sparks, the photonic crystal nanobeam cavity as a H2 sensor shows to be a good fit for a high
performance, low-cost, mass-produced H2 sensor that meets the DoE performance targets.
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1
Introduction

For the last decades, the demand for renewable energies like hydrogen (H2) has been increasing due to global
warming. A report made by the International Energy Agency for the G20 in 2019, states that the demand
for H2 has grown more than threefold since 1975 and explains about the usages of H2 [1]. One of the many
challenges to be tackled in order to make the use of H2 safe, is the ability to detect H2 with great precision
and speed [2, 3]. To get a good understanding of what specifications a H2 sensor should comply with, the
US Department of Energy (DoE) has set performance targets for H2 gas sensors, to quantify whether a sensor
meets all the codes and standards for safe and compatible use in a commercial and/or infrastructure setting,
table 1.1 [4].

Table 1.1: DoE performance targets for H2 sensors [4].

Performance target Quantity

Measurement Range 0.1% - 10%

Operating Temperature -30°- 80°

Reaction Time <1 s

Accuracy 5% of full scale

Gas Environment Ambient Air, 10% - 98% relative humidity range

Lifetime 10 years

Commercially available H2 sensors report about reaction times close to 1 second and H2 concentrations
down to 1% [5]. Because these sensors do not meet all the DoE targets, research is done so that new sen-
sors can be made which are more sensitive and have a faster reaction time. In 2020, Darmadi et al. [3] have
summarized a large amount of literature with respect to these targets to obtain a list of the most promising
high performance sensor designs. The paper shows that there are many sensors able to detect low concen-
trations of H2 but that the speed in which the sensors operates is the bottleneck of H2 sensing. Many of these
sensors use metals like palladium (Pd), platinum (Pt), gold (Au) and oxides like tungsten trioxide (WO3), tin
oxide (SnO2) and molybdenum oxide (MoO3) to measure H2. These materials are well-suited as their mate-
rial properties like resistance [6, 7], colour [7, 8], size [9], transmission [8] and refractive index [10, 11] change
significantly when in contact with H2. Amongst the best performing sensors from literature, Chen et al. [12]
detect H2 concentrations down to 0.1% in 0.3 seconds by measuring the electrical resistance of Pt coated SnO2

nanorods. Mattoni et al. [7] have made a high performance sensor from WO3 coated with Pt nanoparticles
that measures 100 ppm H2 within one second at 65°C by measuring the change of electrical resistivity in the
WO3. However, like Chen et al., Mattoni et al. and many other high sensitivity papers listed in the literature
summary from Darmadi et al., the sensing principle that is used is based on measuring resistance or any other
form of electricity which introduces the risk of sparks that can ignite H2 when its volumetric concentration
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2 1. Introduction

in air is 4% or higher [13, 14] and the energy from the spark is more than 0.01 mJ [1, 15]. Comparing H2 with
gasoline, H2 requires 80 times less energy to ignite [16].

Optical sensors do not use electricity at the measuring location, eliminating the risk of sparks. Optical
sensors work by shining light onto a surface or substance that changes colour, reflectivity or other properties
when it interacts with something that we want to detect and can be distinguished into three categories: re-
flective, transmissive and cavity sensors. Xie et al. [17] and Nau et al. [18] have designed a sensor where the
reflected light from a surface covered with WO3 and Pt is measured as it is a function of the H2 concentration.
The Pt is a catalyst for the reaction between the WO3 and H2,

H2
Pt−−→ 2H

WO3 +xH −−→ Hx WO3.
(1.1)

The exact functioning of this chemical reaction is given in section 2.1. Zhao et al. [19] and Wang et al. [20] use
a similar principle where an optical fiber is coated with WO3 and Pd or Pt. A change in the refractive index of
the WO3 changes the sensor output which can be related to a certain H2 concentration. Hsu et al. [21] have
designed an optical H2 sensor with WO3 and Pt that uses the change in transmittance to measure H2. Just as
the Pt, Pd is a catalyst for the reaction as well. Next to that, Pd on its own is also used to make H2 senors with
[22]. When exposed to H2, its permittivity changes which has an effect on for example the transmittance and
reflectance of the material [23, 24].

What almost all of these papers have in common, is the use of WO3 together with a catalyst like Pt or
Pd. WO3 is a H2 sensitive material since its refractive index goes from 2.0 [10, 11] to 2.4 [25, 26], its colour
goes from white to blue [8] when exposed to H2 and the optical absorption is practically zero for low con-
centrations of H2 at telecom wavelengths (1500 nm). Another material very similar to WO3 is MoO3 as both
its refractive index and colour change as well when in contact with H2 [27]. MoO3 is less favourable to use
though, as its refractive index only goes from 1.9 to 2.0 instead of 2.0 to 2.4 [28].

The sensing principles in the papers named above, have limited light-matter interaction. This is because
light interacts just once with the material when it is reflected or transmitted. This leads to the third type
of optical sensor, an optical cavity sensor. An optical cavity sensor is where two opposed highly reflecting
mirrors are placed such that light can resonate inbetween. As the light resonates back and forth in the cavity,
the light-matter interaction is enhanced because the light travels through the material multiple times. Next
to that, the concept of an optical cavity allows to concentrate light in a small area. This allows for only having
to place the H2 sensitive material at that location. Albeit not a H2 but a H2S sensor, Afsari et al. [29] have
designed such an optical cavity sensor by adding a thin layer of WO3 on top of a Silicon (Si) two-dimensional
photonic crystal (PhC) slot-cavity, figure 1.1. A PhC is a subwavelength scale periodic arrangement of different
RI materials [30] which in an application like in figure 1.1 can be used as a mirror and is explained more about
in section 2.3.1. The PhC in figure 1.1 makes that light resonates back and forth in what is called the slot cavity,
the green region in the figure.

Figure 1.1: The PhC of Afsari et al. [29] where the red material is the WO3 coated Si and the light grey is air.
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Another PhC cavity design is a nanobeam which has more of a one-dimensional structure and is known
to achieve resonances with low optical loss such that the light-matter interaction is high. Figure 1.2 shows
how such a geometry looks like and in section 2.3.1, a more in-depth understanding of a nanobeam is given.
One of the big advantages of sensors like in figure 1.1 and 1.2 is that these are low-power, low-cost and easy
to mass-produce with the use of etching as they are two-dimensional structures. In this thesis, the PhC
nanobeam cavity will be used to research its performance as a H2 sensor. This performance is measured
based on the performance measures created by the DoE, table 1.1 and will determine how low concentra-
tions the sensor can measure and what the response time of the sensor becomes.

Figure 1.2: Improved PhC nanobeam design where tapered holes are added in the defect region to reduce the scattering losses and
confine the light.

Apart from the conclusion and this introduction, this thesis consists of three chapters: the background,
methods and results, sections 2, 3 and 4 respectively. In the background, several concepts are explained like
the chemical reaction of WO3 and H2, the refractive index, what optical cavity sensors are (specifically PhC
nanobeam cavities), how to quantify their performances and finally a small literature research on the reaction
times of WO3. In the methods is explained what techniques are used to obtain the performance of the sensor
like simulations, optimizations, what nanobeam design is used and a flowchart of how the result section is
build up is given. Finally, in the results, simulations are given and discussed. There are some limitations
regarding the simulations because of computational limits which are resolved via workarounds and shown in
the results as well. The final performance of the most optimal design is also given, discussed and compared.





2
Background

In the following sections, first the WO3 H2 reaction is further explained, then a more in-depth overview of the
refractive index is given. The sections following after that explain what optical cavity sensors are with a focus
on PhC nanobeam cavities and how the performance can be quantified. Finally, a literature research on the
reaction times of H2 with WO3 is given.

2.1. WO3 H2 reaction
WO3 is a transition metal oxide which has a gasochromic reaction with H2 [22] forming hydrogen tungsten
bronze (H2WO3) with Platinum (Pt) or Palladium (Pd) as a catalyst [7, 31, 32],

H2
Pt−−→ 2H

WO3 +xH −−→ Hx WO3.
(2.1)

The value of x varies depending on the amount of H2 present. When the H2 comes into contact with the
WO3 and the catalyst, the catalyst helps split the H2 molecules into dissociated H atoms which then react
with the WO3 changing the oxidation state (charge) of some W ions from +6 to +5 [20, 22, 31, 33]. Comparing
catalysts Pd and Pt, they both dissociate H2 with equal performance. However, H2 is much less soluble in Pt
than it is in Pd meaning that H atoms are more likely to stick to the Pd than to the Pt. This is not desired as
the H atoms should penetrate into the WO3 and not stick to the catalyst. Next to that, Pd increases in size as
it absorbs H atoms. If the Pd layer is for example attached to a Si layer, when the Pd layer grows it can crack
because the Si layer doesn’t grow as well. These two main aspects make that Pt is favourable over Pd [34, 35].
Important to note is that the reaction can also occur without the catalyst, however this reaction will then be
extremely slow compared to the reaction with the catalyst. Without the catalyst the H2 molecules need to dis-
sociate themselves which only happens when significant energy is added to the reaction which is something
that almost not happens at room temperature [36].

There are two ways of combining Pt with the WO3 which is either by mixing them together to form one
homogenous mixture or by placing the Pt on top of the WO3, figures 2.1a and 2.1b respectively [7, 17, 37].
Note that in figure 2.1b the Pt is not a uniform layer but a collection of nanometre-sized particles which is
expected when depositing such small amounts of material [7]. Because the H2 molecules need to dissociate
into H atoms before they can interact with the WO3 lattice, having the nanoparticles on top is favourable
over having the Pt mixed in the WO3 as the H2 molecules in the outside environment can reach each Pt
nanoparticle with ease in figure 2.1b and not in figure 2.1a [7, 25]. Next to that, the fact that the Pt in figure
2.1b is a collection of nanoparticles instead of a single uniform layer is favourable as well as the nanoparticles
have a larger surface to volume ratio compared to a single layer which results in more surface where the
H2 can react with. Why the amount of Pt is so little that it isn’t a uniform layer and how different setups of
WO3 plus a catalyst (Pd or Pt) perform, is researched in section 2.4 where a literature research is done on the
reaction times of H2 with WO3 to find a setup which meets the one second reaction time performance target.
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6 2. Background

(a) (b)

Figure 2.1: Two different ways to combine the catalyst Pt with the WO3; (a) Pt inside the WO3 and (b) Pt on top of the WO3.

2.2. Refractive index
The refractive index is what defines the physics of a PhC and is the sensing mechanism of the WO3 in the
sensor which is why in this section is explained what the refractive index exactly is. The refractive index is
a complex number (n ± iκ) and used to describe how light travels through a medium. The real part (n) is
defined as the speed of light in vacuum (c) over the phase velocity in a medium (v) and describes how fast
light travels through this medium,

n = c

v
. (2.2)

If for example n is equal to 2, light travels twice as slow through that medium as it would in vacuum. n de-
scribes the refraction of light and is what defines the working of a PhC and is used as the sensing principle for
resonant refractive index sensors which is explained more about in section 2.3.

The imaginary part κ is often called the extinction or attenuation coefficient and describes how much
optical energy is absorbed in the material. Using the Beer-Lambert law [38], the light intensity (I ) in a material
can be given as following,

I = I0e−4πκxw/λ0 (2.3)

where xw describes the depth at which I needs to be determined and λ0 is the wavelength in vacuum. The
equation shows that the light intensity decreases exponentially as xw increases which can be expected of
absorption in a material.

2.2.1. HxWO3
The refractive index of WO3 goes from 2.0 to 2.4 as WO3 turns into HxWO3 when H2 is added and the absorp-
tion is practically zero. Both Green et al. [25] and Hussain et al. [26] have done experiments on this refractive
index as a function of x, figure 2.2 showing very similar results. The change in refractive index is linear, except
around x = 0.1. This means that when the refractive index is equal to any value between 2.2 and 2.4, x can be
either between 0.08 and 0.1 or 0.1 and 0.13. Because x is a function of the H2 concentration, it means that for
certain concentrations of H2 there is no difference in cavity mode as they both occur at the same refractive
index.

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14
x [-]

1.9

2

2.1

2.2

2.3

2.4

2.5

2.6

n
[-
]

Green et al.
Hussain et al.

Figure 2.2: The refractive index (n) of HxWO3 measured as a function of x according to two different papers by Green et al. [25] and
Hussain et al. [26].
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Another important finding from figure 2.2 is that the maximal refractive index is almost already reached
before the dip at x = 0.08. This is favourable for using the change of refractive index as a sensing mechanism
as more change in refractive index in the material means more effect on sensor readout. However, to say any-
thing about how the refractive index of HxWO3 changes as a function of the H2 concentration, a relation for x
and the H2 concentration has to be determined. Both measurements from figure 2.2 measure at a maximum
value of x = 0.14 and report that the H atoms are placed in the HxWO3 actively by adding energy to the chemi-
cal reaction. For sensors, the H atoms diffuse into the lattice passively. Jung et al. [39] have done experiments
on HxWO3 where the material is exposed to 100% H2 at atmospheric pressure resulting in x = 0.1 as where
the WO3 lattice is saturated with H atoms. It is not mentioned for what period of time the HxWO3 is exposed
to the H2 but the assumption is made that it was long enough for the reaction to fully occur. This means that
looking at figure 2.2, when x goes from 0 to 0.1, the H2 concentration goes from 0 to 100% while the maxi-
mum refractive index of 2.4 is already reached at x = 0.08. However, to make a conservative assumption, the
relation between the H2 concentration and refractive index is assumed to be linearly going from 2.0 to 2.4 for
a concentration going from 0 to 100%.

2.2.2. Pt
Pt is a metal with high absorption which has a large impact on the optical losses in the sensor, table 2.1 where
different findings for the refractive index at 1500 nm are shown. For this research is chosen to take 5 as the real
refractive index of Pt as the work from [40] is verified with two different models. The imaginary component of
the refractive index is chosen to be 15. By choosing a high absorption, a conservative assumption regarding
the absorption is made such that the performance of the sensor cannot be overestimated.

Experimental 2+17i [41]

Simulation
6+11.5i [41]

5.2+7.1i [40]

Table 2.1: Different refractive indices for Pt.

2.3. Optical Cavity Sensors
Optical cavity sensors work by coupling light into a cavity and measuring with photodiodes the light intensity
that either gets reflected (R) or transmitted (T) out of the cavity, figure 2.3. These measurements are used to
determine at what wavelength the cavity is resonating (λres) which is a function of the refractive index of the
used materials and the geometry of the cavity [42],

λres = Lneff

m
. (2.4)

Here L is the round-trip optical path length, ne f f the effective refractive index of the cavity and m =
1,2,3, .... The optical cavity can be used as a sensor by deliberately changing either or both the geometry
and/or refractive index which in turn shifts λres and can be measured in the transmission and/or reflection.

resonance
R

T

light

Figure 2.3: An optical cavity consisting of two parallel mirrors where light is coupled in on the left and starts resonating, creating standing
waves. These waves can be measured in the light intensity that exits the optical cavity in either the reflection (R) or transmission (T) on
the left and right respectively.

An optical cavity resonates because it consists of two highly reflecting mirrors facing each other where
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light with certain wavelengths form standing waves known as cavity modes. A standing wave is where two
waves with equal frequency moving in opposite directions interfere constructively with each other such that
their amplitudes add up. The resulting wave is stationary with an amplitude as high the two seperate waves
combined. Because in the cavity the light reflects back and forth multiple times, the waves keep on adding
up such that the resulting cavity mode has an amplitude much higher than the light that is put in the cavity.
Equation (2.4) also shows that if either the length between the mirrors (L) or the refractive index of the mate-
rials used (neff) are changed, the standing wave will have a different wavelength.

By coupling light with a variable wavelength in the cavity (i.e. a tuneable laser source), at resonance, the
measured reflection and transmittance show either a peak or dip in output indicating that at that specific
frequency the cavity is resonating. Figure 2.4 shows such a normalized transmission measurement where
there is a peak in the measurement at resonance, λres. Cavity modes can be given in either frequency [Hz] or
wavelength [m] which are inversely proportional with each other with the speed of light as a constant and are
quantified by their quality factor (Q factor). The Q factor is what describes the optical energy loss of a cavity
mode where a high Q factor means low optical loss and can be formulated as a function of λres and δλ (the
width of the peak at half the maximal or minimal value) and has no units [43]

Q = 2π
stored energy

dissipated energy per oscillation cycle
= λres

δλ
. (2.5)

In the transmission measurement of figure 2.4 such a high and low Q factor cavity mode is shown. There is
optical energy loss in the cavity because there is absorption and scattering. Absorption occurs due to material
properties as light intensity decreases as it travels through a material. Scattering losses is where the light gets
refracted into unwanted directions. A mirror surface can for example not be perfectly shaped, or light can
pass through the mirror instead of reflect. In both cases, light energy is lost.

Figure 2.4: The normalized transmission of an optical cavity sensor showing a high and low Q factor cavity mode measurement where
λres indicates the cavity mode wavelength and δλ the linewidth of the Q factor which is inversely proportional to the Q factor given in
equation (2.5).

When the Q factor is high, there is little optical loss and light resonates back and forth in the cavity for a
long time. Because of this, the light interacts as much as possible with the material such that any change in
refractive index of the material will have a bigger effect on the cavity. This makes the cavity a more sensitive
sensor which becomes clear later in this section. Next to that, when the Q factor is high, the transmission
or reflection measurement shows more clearly at what wavelength the cavity is resonating. The sharpness of
the curve makes that a small deviation in wavelength of the input light leads to a large change in measured
light intensity such that the exact location can be determined more precise. Finally, a high peak means that
there is more contrast in the light intensity at λres with respect to the noise-floor that is in the signal. Both
the minimum as maximum in the transmission and reflection measurement will in practice never be 0 or 1
as there are always some absorption and scattering losses meaning that some of the light is not transmitted
and/or reflected. Important to note is that depending on how the light is coupled in the cavity and where the
exiting light intensity is measured (either the reflected or transmitted light), there is either a peak or dip in
light intensity at λres. This means that either the reflection or transmission can be used to find λres as they
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are each others inverse.

The cavity modes that occur in the optical cavity are a function of the geometry of the cavity and the re-
fractive indices of the materials that make up the cavity as shown in equation (2.4). That means that if either
the cavity geometry or refractive index is changed, the wavelength and amplitude of the cavity mode change
with it. Therefore by deliberately changing either or both the geometry and/or refractive index, the cavity can
be used as a sensor. Figure 2.5 shows the initial transmission measurement before and after H2 is added to
the cavity (the refractive index has changed). The shift in wavelength that the mode experiences is given with
∆λ.

Figure 2.5: The normalized transmission measurement of an optical cavity sensor before (red) and after (blue) H2 gas is added to the
cavity changing in the refractive index where the shift in wavelength is given with ∆λ.

Optical cavities that measure as a function of the change in geometry are called opto-mechanical cavities
and often measure quantities like displacement [44–46], stress [47, 48], magnetic [49] and electric [50] fields
because they couple to the mechanical displacement of the cavity in some form. The type of sensors that
measure as a function of the refractive index are called resonant refractive index sensors [51]. Optical cavities
are often made from semiconductors like Si and are in a gaseous or liquid environment where both the refrac-
tive indices of the semiconductor as the surrounding medium define the cavity modes. As a new gas or liquid
is introduced in the surrounding medium with a different refractive index, the cavity modes change and a gas
or liquid sensor is build. Resonant refractive index sensors can also be used to measure solid particles as a
particle can be introduced in the gas or liquid in the cavity, changing the refractive index of the cavity as well.
The resulting∆λ from this change in refractive index can then be related to the addition of this other material
[51–54].

Another type of resonant refractive index sensor is where the material itself, that makes up the cavity,
changes refractive index. This means that the change of refractive index does not take place in the gas or
liquid but in the solid materials that the cavity is build from. For this, (parts of) the materials that make up
the cavity should have a variable refractive index as a function of the quantity that wants to be measured. In
this research, the quantity to measure is H2. Si is not sensitive towards H2 exposure which is why an extra
material to build up the cavity is used which is sensitive towards H2 exposure. The refractive index of this
material changes when in contact with H2 which then changes the cavity mode wavelength.

2.3.1. Photonic Crystal Nanobeams
Now that the general concept of how an optical cavity sensor, specifically a resonant refractive index sensor
works is explained, in this section, a more in-depth understanding of the optical cavity used in this research
is given, a PhC nanobeam. A PhC nanobeam is a nanoscale optical cavity in the shape of a beam, figure 2.6.
As the figure shows, on both ends of the nanobeam are the mirror sections that reflect the light back and
forth inside what is referred to as the defect region. The highly reflective behaviour of the mirror sections
comes from the usage of a PhC which is a subwavelength scale periodic arrangement of different refractive
index materials which in the case of figure 2.6 is silicon (Si) with a refractive index of 3.4 and the air-filled
holes have a refractive index of 1. The periodic change of refractive index in a PhC results in the reflection of
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specific wavelengths of light that are incident on the PhC which works as following. When light propagates
through the PhC, at each layer interface the light gets partially reflected. Because this happens periodically,
these multiple reflections interfere destructively with the incident wave such that the forward-propagating
wave is eliminated but the reflected wave isn’t. [30]

(a)

(b)

Figure 2.6: The (a) top and (b) 3D view of a PhC nanobeam cavity made from Si.

The periodic structure of a PhC is also referred to as the lattice and the spacing of each segment is called
the pitch (a). The pitch in figure 2.6 is 430 nm resulting in a cavity mode with a wavelength of approximately
1500 nm. Figure 2.7 shows this cavity mode as the absolute light intensity is plotted in the nanobeam where
the red colour represent high light intensity and the blue colour low. The figure shows that the high light in-
tensity is situated in the high refractive index region which is typical for a PhC.

Figure 2.7: Top view of a cavity mode in a PhC nanobeam cavity.

Using a PhC nanobeam as the optical cavity has multiple advantages. Si has low optical absorption at
telecom wavelengths (1500 nm) and is easy to fabricate on micrometre scales . Because of this, the cavity can
easily be integrated in for example a system-on-a-chip. Next to that, because of the physics in the nanobeam,
there are no alignment issues with placing the two mirrors parallel with each other which is something you
could expect if two separate mirrors have to be aligned like in figure 2.3 [42, 55]. The defect region in figure
2.6 is a solid piece of Si wherein the cavity mode is located as seen in figure 2.7. A common improvement to
optimize this defect region is by adding holes in this region as well, figure 2.8a [53, 56–60]. Here the hole radii
and pitch have a decreasing taper towards the centre of the cavity which confines the light more to the centre
and simultaneously increases the reflectivity of the PhC. As mentioned in section 2.3, part of the optical loss
in a cavity is scattering losses where light is reflected in inwanted directions. As the light in the defect region
propagates through the silicon, the tapered holes make sure that these scatter losses from the sudden shift in
refractive index are more smooth, increasing the Q factor of the cavity by several orders of magnitude [42, 61].
The resulting cavity mode from the improved design can be seen in figure 2.8b where the Q factor is almost 1
million compared to a Q factor of 3000 for the not improved design from figure 2.7. As mentioned in section
2.3 as well, the high Q factor is desired to accurately find the resonance wavelength of a cavity mode. Next to
that, with a high Q factor, light reflects more often back and forth in the cavity such that there is more light-
matter interaction making the sensor more sensitive for a change in the material. Also, as the light is more
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confined in the defect region, only in that small area of the nanobeam the change in refractive index is impor-
tant. That means that if for example a small particle is introduced in the defect region, almost all of the light is
affected by this. If the mode would be more spread out, more particles needed to be introduced to create the
same change in the cavity mode. This all shows how important a high Q factor is for the performance of the
sensor. Apart from the Q factor there are other quantities that determine the performance of the H2 sensor in
this research. In the next section, these performance measures are given.

(a) Improved PhC nanobeam design where tapered holes are added in the defect region to reduce the scattering losses and confine the light.

(b) Cavity mode of the improved PhC nanobeam design where the light is more confined and the Q factor has increases from 3000 to almost 1 million
compared to the design in figure 2.7.

Figure 2.8: The top view of (a) the improved PhC nanobeam design and (b) its corresponding cavity mode.

2.3.2. Sensor Performance
The performance targets that are of interest for this sensor are the minimum detectable concentration of 0.1%
H2 and the response time of < 1 second. Both these performance targets are dependent of each other which
will be made clear in section 3.2. First in this section, how each performance target is obtained is given.

Figure of Merit
Starting with the measurement range, a high Q factor is desired because the higher the Q factor is, the more
exact the resonance wavelength can be determined. Next to that, not only a high Q factor is important but
also a high sensitivity (S). The sensitivity shows how much the resonance wavelength of a mode changes (∆λ
in figure 2.5) per change of refractive index of the cavity material,

S = ∆λ

∆n
. (2.6)

The sensitivity is often given in nm
RIU where RIU stands for refractive index unit which translates to how

much the wavelength of a cavity mode shifts (in nm) for a change in refractive index of 1 (e.g. n=2 -> n=3)
[29, 51, 52, 54, 62]. This means that when a material changes a little in refractive index and the mode shifts
are large amount in wavelength, the sensitivity is high.

Both the Q factor and sensitivity need to be high for the sensor to measure these small concentrations of
H2 which is illustrated in figure 2.9. The first two plots as seen from the legend correspond with a transmis-
sion measurement when 0% and when 100% H2 is added to the sensor where both the Q factor and sensitivity
are high. This means that both peaks are narrow, high in amplitude and far apart. The two other plots in the
figure also show how a mode changes if the concentration goes from 0% to 100%, however here the Q factor
and sensitivity are lower. In this case, determining λres and following the mode as it moves when H2 is added
is harder which overall reduces the ability to measure low concentrations.

It is the combination of both the Q factor and the sensitivity that determines the overall performance
regarding the measurement range. Therefore, in order to compare different designs with each other by sim-
plifying the performance quantity of a sensor, a figure of merit is defined [54, 63, 64],

FOM = SQ

λr es
= ∆λ

∆nδλ
. (2.7)

This figure of merit increases as both the Q factor and the sensitivity increase and can be determined the-
oretically through simulations and literature research. As practically all resonant refractive index sensors in
literature are at least defined by their Q factor and sensitivity, this figure of merit is a good way to compare
with these other sensors.
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Figure 2.9: There are two sets of modes (red+blue and yellow+purple) where the first set of modes show what high sensitivity and high Q
factor looks like in a transmission plot and the second set of modes show how for a lower sensitivity and Q factor it is harder to measure
a clear difference between the modes.

2.4. Reaction Times
Next to being able to measure low enough concentrations of H2, the time in which the sensor measures these
concentrations is the second performance target that is important for this research. A common variable to
determine this reaction times is the time it takes for the sensor to reach 90% of its final value, t90. As explained
in section 2.1, the chemical reaction between WO3 and H2 is what changes the refractive index in the sensor
which is the measuring principle of this H2 sensor. This reaction is rather slow compared to the 1 second
performance target as for low concentration of H2 it can quite quickly take minutes for the reaction to occur
and is a bottleneck for many H2 sensors as mentioned in the introduction. In this thesis, no experiments
on the reaction time of WO3 have been performed which is why a literature review on these reaction times
is done to find the limitations that are imposed by this chemical reaction regarding the overall performance
of the sensor. The reaction time is dependent on multiple factors like growth and substrate temperatures,
deposition rates, crystallinity, reaction temperature, film thickness and catalyst [6, 7, 11]. In this section, the
focus is put on the layer thicknesses of the WO3 and Pt at which a layer setup is derived which in theory meets
the performance target. Each paper measures the transmittance (T) of a certain sample as a function of H2

exposure. The assumption is made that the refractive index of WO3 changes simultaneously with its trans-
mittance so that these results can be used to obtain information about the refractive index of WO3.

Hoagland et al. [37] have done measurements on the reaction times of a 500 nm thick WO3 film with 3 nm
thick Pt film on top when exposed to a concentration of H2 by measuring the relative transmittance (T) as a
function of the time (t). In figure 2.10a, T(t) is plotted when the sample is exposed to a 0.5% H2:N2 mixture
where line 1 (blue) represents the actual measured T(t), showing that it takes about 200-300 seconds for the
reaction to fully occur. They then approximate the measurement (line 1) with an equation to find that it is
best described with a fast and slow exponential function, line 2 (red) and 3 (green) respectively,

T (t ) = T0 + A1 exp

(
t0 − t

τ1

)
+ A2 exp

(
t0 − t

τ2

)
. (2.8)

For this equation, τ represents the time it takes for the transmittance to change by 1/e of the total maximum
change in transmittance. They argue that the reaction consists of a fast and slow component because after
the H2 has been dissociated by the Pt, a part of the H atoms diffuse through the Pt in the WO3 and another
part diffuses over the Pt to the edge of the sample where the WO3 is not covered with Pt. Which component is
slow or fast is not mentioned but the assumption is made that the reaction where the H atoms have to diffuse
through the Pt is the slow reaction. From this is concluded that the reaction occurs quicker when some WO3

is not covered in Pt so that the H atoms don’t have to diffuse through the Pt.
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(a) The relative transmittance (T), as function of time for a 500 + 3 nm thick
WO3 Pt film when exposed to a 0.5% H2:N2 mixture line 1 (blue). The response
is approximated with a fast and slow exponential function, line 2 (red) and 3
(green) respectively which correspond to equation (2.8).

(b) The time constant of the measured transmittance in figure 2.10a (line 1) as
a function of the H2 concentration (C) approximated by equation (2.9). The
name τ1 in this figure doesn’t correspond to the time constant of line 2 in fig-
ure 2.10a but to the time constant of line 1.

Figure 2.10

In figure 2.10b, the time constant is given as a function of the H2 concentration, C and approximated with

τ= 1.7122C−0.5271. (2.9)

The figure says τ1 but when filling in C=0.005 (which corresponds to 0.5%) it gives τ1 = 28s instead of τ1 = 9s
which indicates that this is the time constant for the whole reaction and not either the fast or slow compo-
nent. This figure clearly shows the exponential relation between the reaction time and the H2 concentration
that as the concentration goes below about 2%, the reaction time increases significantly.

Interestingly, they have also measured T(t) for a WO3 + Pt powder mixture when it is exposed to 0.5% H2,
figure 2.11. They have derived the time constant of the response to be 0.78 seconds which is significantly
faster compared to 28 seconds. This has likely to do with that in the powder there are more spots where the
WO3 is not covered with Pt so that the H atoms can diffuse more easily in the WO3. This again shows that for a
fast reaction it can be beneficial to have some WO3 not covered in Pt so that the H atoms don’t have to diffuse
through the Pt.

Figure 2.11: The change in relative transmittance of a WO3 + Pt powder versus the time from Hoagland et al. [37].

Hsu et al. [21] has experimented with 400 nm thick WO3 thin films with Pt nanoparticles deposited on
top showing a t90 = 5s for 0.5% H2 in carrier gas N2. The Pt nanoparticles correspond with a layer thickness
of about 2.5 nm. Chen et al. [65] measures the transmittance change in a 500 nm thick WO3:Pd mixture with
a volume ratio of Pd : WO3 = 1 : 150. Here they are measuring t90 = 13s for 4% of H2 and t90 is approximately
one minute when the concentration goes down to 0.5%. Chan et al. [66] has done numerous experiments on
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different thickness WO3 Pt thin films showing that the best results are obtained for 700 nm thick WO3 layer
with on top 15 nm of Pt, figure 2.12. Here is clearly visible how even for 1% H2 the slope is rather steep esti-
mating t90 to be about 10 to 15 seconds.

Figure 2.12: The change in relative transmittance of a WO3 + Pt powder versus the time from France et al., ref. [37].

Zhuang et al. [31] fabricated a 200 nm thick WO3 and Pd film via the sol-gel method and measured the
film transmission as a function of the time when applying a 5% H2:Ar mixture, figure 2.13. For the sol-gel
method the catalyst is uniformly distributed through the WO3. The figure shows a significant decrease in
reaction time as the Pd:W mol ratio goes from 1:125 to 1:40 with for the latter ratio a t90 of about 40 seconds.
WO3 is more than 3 times as large as Pd in volume leading to a volume ratio of about 1:120 instead of 1:40.

Figure 2.13: Reaction times for two different Pd:W ratios [31].

In order to get an overview of the different findings and derive further conclusions from them, they are
summarized in table 2.2. The measurements by Hoagland et al. [37] indicate that the reaction time increases
significantly if the H atoms have to diffuse through the catalyst to reach the WO3. By using Pt nanoparticles
instead of a uniform layer of Pt there is bare WO3 such that the H doesn’t have to diffuse through the Pt that
much. This is also confirmed by the measurements done by Hsu et al. [21] because they show the fastest
reacting times from table 2.2 and are the only setup that uses nanoparticles. A layer of nanoparticles has
more surface area per volume than a uniform layer resulting in more surface area for the reaction to occur.
From this can also be derived that it would be better to have a large number of small nanoparticles compared
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to a small number of large nanoparticles to increase the surface to volume ratio as much as possible. For a
fast reaction time, the assumption is made that the WO3 layer needs to be thin and there should be a large
amount of catalyst present in the form of nanoparticles.

Table 2.2: Reaction times of WO3 with Pd or Pt sensors/thin films.

Literature
WO3 + Catalyst

Layers

Catalyst:WO3

Volume ratio
t90[s]t90[s]t90[s]

Hoagland et al. [37] 500 + 3 Pt 1:167 100 for 0.5% H2

Hsu et al. [21] 400 + Pt nanoparticles on top 1:150 5 for 0.5% H2

Chen et al. [65] 500 WO3 Pd mixture 1:150 60 for 0.5% H2

Chan et al. [66] 700 + 15 Pt 1:47 15 for 1% H2

Zhuang et al. [31] 200 WO3 Pd mixture 1:120 40 for 5% H2

Because none of the literature meets the 1 second performance target, the best performing literature (Hsu
et al. [21]) is taken and from there a layer thickness is derived which does meet this target. Their setup consists
of a 400 nm thick WO3 layer with Pt nanoparticles on top and reacted within 5 seconds to 0.5% H2. Making
a conservative assumption that the reaction times decreases linearly with the WO3 layer thickness means
that an 80 nm thick layer would react within 1 second with 0.5% H2 which almost meets the reaction time
performance target of 1 second for 0.1% H2. Regarding the Pt, it is a collection of nanoparticles shaped as
a hemisphere. In the paper from Hsu et al. [21], the volume of the nanoparticles, as if they were melted
and spread out, corresponds to a 2.5 nm thick layer of Pt. Because nothing else is documented about the
nanoparticles, from now on is assumed that the nanoparticles have a radius of 3 nm. By having such a small
radius, the surface to volume ratio is large which has shown to be favourable for a fast reaction time. To
quantify the nanoparticles for further use in the research, the density (the amount of particles per surface)
is obtained which is for the 2.5 nm thick Pt layer, 4.4 · 104 particles/µm2. As the WO3 layer thickness goes
from 400 nm to 80 nm, two assumptions regarding the density can be made: The density is not dependent
on the WO3 layer thickness or the density is dependent on the WO3 layer thickness. For the first assumption,
as the WO3 layer thickness decreases, the surface at which the H2 reacts stays the same thus the density of
nanoparticles stays 4.4 ·104 particles/µm2. On the other hand, with a lesser volume of WO3, less H2 has to be
dissociated which in turn requires less Pt for the reaction resulting in 8.8 ·103 particles/µm2. Pt has due to its
high absorption a large effect on the performance on the sensor which is why the performance as a function
of nanoparticle density is simulated.





3
Methods

In this chapter is explained how the simulations and optimizations are done. Next to that, the initial sensor
design is given and a flow on how the performance of the sensor is analyzed is explained.

3.1. Simulation
To simulate and optimize the sensor, MathWorks® MATLAB and finite element software COMSOL Multi-
physics® is used. With the wave optics module in COMSOL, the physics of the electromagnetic waves in the
sensor is simulated by solving Maxwell’s equations and performing an eigenfrequency analysis to study the
resonances of the cavity. The eigenfrequency analysis shows at what frequency there is a cavity mode, how
the light intensity is distributed across the geometry and what the Q factor is of this cavity mode as a func-
tion of for example, the refractive index. The simulations are controlled from MATLAB such that multiple
simulations with different parameters are automated and that optimization algorithms from MATLAB can be
integrated.

The typical simulation mesh of half a PhC nanobeam with two extra layers (WO3 and Pt) on top is shown
in figure 3.1a. Only half the nanobeam has to be simulated because of its symmetry around the defect region.
Around the nanobeam there is a large cylinder representing air with a radius of multiple wavelengths large.
The radius is large so that the boundaries of the domain (yellow) do not cause any unwanted interference
when solving the model. This boundary is referred to as the scattering boundary condition and mimics as if
the nanobeam is suspended in an open environment where the boundaries are infinitely far away. The red
boundary on the left flat side of the cylinder is a perfect magnetic boundary condition which is there to mirror
the physics because only the right-half nanobeam is simulated.

3.1.1. Optimization
To get a better idea of what performance can be expected of a specific design, an optimization for the Q
factor is done where the geometry of the design is altered to find better optical modes. Table 3.1 shows each
parameter of the optimization and its initial value. As mentioned in the background, section 2.3.1 and shown
in figure 2.6a, the nanobeam consists of a mirror and defect region. The hole sizes and distances in the defect
region are tapered such that the Q factor is high. In the optimization, the spacing, x and y radii in this defect
region are specified with a quadratic taper such that each part is described by three parameters leading to 9
parameters. The spacing, x and y radius in the mirror are constant and thus described with constants resulting
in a total of 12 parameters that can be divided into 4 types.
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Nmax = 15;
Ncav = 5;
hole_pos = 330e−9/2;

for i = 0:Nmax−1
if i == 0

prev_hole_pos = hole_pos;
hole_rx = min_hole_x;
hole_ry = min_hole_y;

elseif (i > 0) && (i < Ncav)
hole_pos = prev_hole_pos + min_hole_a * (1 + c_a_1 * prev_hole_pos + c_a_2 * ...

prev_hole_pos.^2);
hole_rx = min_hole_x * (1 + c_x_1 * hole_pos + c_x_2 * hole_pos.^2);
hole_ry = min_hole_y * (1 + c_y_1 * hole_pos + c_y_2 * hole_pos.^2);

else
prev_hole_pos = hole_pos;
hole_pos = prev_hole_pos + mirr_a;
hole_rx = mirr_x;
hole_ry = mirr_y;

end
prev_hole_pos = hole_pos;

end

(a) A typical mesh for a PhC nanobeam with two extra layers (WO3 and Pt) on
top where the yellow indicates a scattering boundary condition and the red a
perfect magnetic conductor boundary condition.

(b) A zoom in of the mesh illustrating how the curvature of the holes is ap-
proximated with the mesh and how the mesh is finer for the solid materials
opposed to the air region around it.

Figure 3.1

The optimization is done in MATLAB with the fminsearch algorithm that uses the Nelder-Mead Method
to find the local minimum of an unconstrained multivariable nonlinear function without the use of deriva-
tives and it is a gradient optimizer [67]. The MATLAB algorithm simulates the nanobeam in COMSOL with a
certain Q factor as the output, it then changes a parameter, simulates again and based on that decides which
parameters change is the right one. The assumption is made that the initial design is optimized, that means
that adding a WO3 layer to that design shall create a new design which is slightly offset from that optimum
and with that assumption the solution space should be convex which means that this optimizer will find the
new optimum for this slightly altered design. Two different nanobeam designs are optimized, each design
starts with the same set of initial parameters and has a 20 nm thick WO3 layer on top. For the first design,
the imaginary refractive index of the WO3 layer is low (1 ·10−6 ) representing a H2 sensors without Pt and for
the other design the imaginary refractive index is high (0.01 ) representing the H2 sensor with Pt. The choice
is made not to simulate the Pt nanoparticles but to increase the absorption in the WO3 layer because sim-
ulation all the nanoparticles is computationally not possible with the available computational power. Both
optimizations are done to see whether a high or low imaginary refractive index pushes the optimization to a



3.2. Initial H2 Sensor Design 19

higher Q factor more easily. Figure 3.2 shows the Q factor versus the imaginary refractive index of the WO3 to
give an idea of how the Q factor decreases.

Table 3.1: The initial optimization parameters derived from the initial nanobeam geometry taken from Deotare et al. [60].

Type Parameter Meaning Value

Defect region hole
spacing

min_hole_a Minimal hole spacing 330.0 ·10−9 m

c_a_1 Linear scaling of hole spacing 0.1870 m−1

c_a_2 Quadratic scaling of hole spacing 0 m−2

Defect region hole x
radius

min_hole_x Minimal hole x radius 92.40 ·10−9 m

c_x_1 Linear scaling of x radius 0.1450 m−1

c_x_2 Quadratic scaling of x radius 0 m−2

Defect region hole y
radius

min_hole_y Minimal hole y radius 92.40 ·10−9 m

c_y_1 Linear scaling of y radius 0.1450 m−1

c_y_2 Quadratic scaling of y radius 0 m−2

Mirror

mirr_a Mirror spacing 430.0 ·10−9 m

mirr_x Mirror x radius 120.4 ·10−9 m

mirr_y Mirror y radius 120.4 ·10−9 m
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Figure 3.2: The imaginary refractive index of the 20 nm WO3 layer versus the Q factor.

3.2. Initial H2 Sensor Design
In order to make a PhC nanobeam H2 sensor, first an initial Si nanobeam design needs to be decided on
which can then be altered with H2 sensitive materials to make into a H2 sensor. In literature there are many
Si nanobeam designs with high Q factors [53, 56–60]. What all these designs have in common is that the holes
are (almost) circles, the resonance wavelength is around 1500 nm, in the cavity the hole sizes and/or distances
are tapered and each design claims Q factors of about 1 million. One of the papers for which the nanobeam
geometry is described in most detail is used as the initial design for the sensor, Deotare et al. [60]. Figure 3.3
shows the right-half geometry of the nanobeam. As the nanobeam is symmetric only half the nanobeam is
enough to describe its geometry which means that from now on in this research only the right-half geometry
is given when a nanobeam is shown. The pitch in the defect region has a six-hole long linear tapering going
from 330 nm to 430 nm whereas the remaining 9 holes have a constant pitch of 430 nm. The position of each
hole with respect to the previous hole is given with px where x represents the hole number from left to right
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starting with zero and the hole radius is given by r ,


px = 165 for x = 0

px = px−1 +330+20x for 1 ≤ x ≤ 5

px = px−1 +430 for x ≥ 6

(3.1)

r = 0.28a. (3.2)

The overall nanobeam with its 30 holes is 13µm long, 220 nm deep and 500 nm wide. The resulting cavity
mode resonates at 1521 nm and has a Q factor of 9.9 ·105

Figure 3.3: The right-half geometry of the initial Si nanobeam design taken from Deotare et al. [60] which will be used to make a H2
sensor from.

Now the WO3 and Pt are added to the optical cavity such that a H2 sensor with a high figure of merit and
fast reaction time can be made. The layer thickness of the WO3 is limited to about 80 nm as derived in section
2.4. Next to that, a large surface area at which the H2 reaction can take place is desired. This means that the
H2 sensitive materials need to be placed such that the surface to volume ratio is high which is why is chosen
to place a layer of WO3 on top of the nanobeam with the Pt on top of that, figure 3.4. Important to remember
is that there is a contraint on how the layers can be added because of the etching process in nanofabrication
where flat layers are added on a chip and then etched according to a pattern. In figure 3.4, the Pt (red) is added
as a thin film layer and not as nanoparticles. It is true that in practice, for the best performing sensor, the Pt
layer will be a collection of nanoparticles instead of a thin film. However, in this section of the research, first a
general overview of how the nanobeam performs when these layers are added is given. This general overview
is then used to find the actual performance in the results, chapter 4. Because simulating Pt nanoparticles is
very costly and a thin film illustrates the absorption similarly, the choice is made to simulate with a thin film
here.

Figure 3.4: The Pt (red), WO3 (green) and Si (grey) layers of the sensor from top to bottom respectively.

First a layer of WO3 is placed on top of the Si nanobeam to see what the effect of this layer is on the Q
factor of the cavity mode. In figure 3.5, the Q factor of a nanobeam with a single layer of WO3 versus the layer
thickness is shown in red. The blue line will be discussed later. The figure shows that the Q factor decreases
as the layer thickness increases which is likely because of two reasons. The WO3 and Si both have a different
refractive index of 2 and 3.4 respectively. Since the whole concept of a PhC is that the refractive index is peri-
odic where there is ideally a big difference between both refractive indices (1 for air and 3.4 for Si), distorting
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this periodicity by adding a layer that has got another refractive index than 3.4 or 1 very likely has a negative
effect on the functioning of the PhC, decreasing the Q factor. Next to that, the nanobeam is optimized for a
specific geometry, adding a layer in general changes this geometry such that the Q factor is not on its optimal
point anymore. To see whether the Q factor decreases because of the different refractive index layer or simply
because the geometry is changed, the same simulation is done where the added layer is not made from WO3

but Si, figure 3.5. For this second simulation, the Q factor doesn’t show a particular increase or decrease as
the layer thickness increases. This means that it is specifically the refractive index of the added layer that has
a negative effect on the workings of the PhC distorting the periodicity of 3.4 and 1.

The two simulations in figure 3.5 aren’t smooth lines which is something you would not immediately ex-
pect. The non-smooth behaviour of the line can either be because the mesh is not fine enough such that
calculation errors due to the large mesh size become significant. To investigate this, the simulation with the
added WO3 layer is done again but with a significantly finer mesh where the computation time of one simu-
lation goes from 4 minutes to 15 minutes as an indication of the increased degrees of freedom from the mesh
refinement, figure 3.6. The resulting data is still not smooth which indicates that the mesh is fine enough.
The most probable reason for this result is that at certain thicknesses the mode doesn’t experience as much
scattering as for other thicknesses purely due how the mode propagates through the material and scatters.
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Figure 3.5: The Q factors of a Si (grey) nanobeam with either a WO3 or extra Si layer on top (the blue layer represents any of the two added
layers) versus the WO3/Si layer thickness to confirm that the addition of WO3 specifically is what decreases the Q factor compared to an
added Si layer.
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Figure 3.6: The Q factor of a Si (grey) nanobeam with a WO3 layer (green) on top versus the WO3 layer thickness where the mesh is finer
compared to the simulation in figure 3.5 showing the non-smooth behaviour of the data in figure 3.5 isn’t because of a too course mesh
but because of different scattering at different thicknesses.
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To summarize, the added WO3 layer does decrease the Q factor due to its different refractive index but
the order of magnitude stays fairly similar. Why the Q factor stays fairly similar is likely because the cavity
mode is mostly situated in the Si. In figure 3.7 the cross-sections of a nanobeam with a WO3 layer are shown,
confirming that indeed the light intensity is mostly in the Si. This means that whatever effect the WO3 has on
the cavity mode is low.

(a) 20 nm WO3 top layer. (b) 150 nm WO3 top layer.

Figure 3.7: The cross-sections of a Si nanobeam with an (a) 20 nm and (b) 150 nm WO3 layer on top showing that parts of the light mode
that are in the air can be within the WO3 which will increase the sensitivity which can also be seen in figure 3.8 where the Q factor is
plotted versus the WO3 layer thickness.

Next is to investigate what the addition of the WO3 layer does to the sensitivity which was how much
the cavity mode wavelength changes when the refractive index changes, figure 3.8. This figure clearly shows
that as the layer thickness increases, the sensitivity increases with it. This is expected because as the layer
becomes thicker, more of the light mode gets situated in the WO3, figure 3.7. This increases the light-matter
interaction which is as expected needed for a high sensitivity. The sensitivity increase seems to reach a maxi-
mum because the graph is flattening. The flattening is there because at a certain thickness all the part of the
light mode which could be in the WO3 is in it and increasing the layer thickness doesn’t change that anymore.
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Figure 3.8: The sensitivity of a Si (grey) nanobeam with a WO3 layer (green) on top versus the WO3 layer thickness showing that the
sensitivity increases as expected when more light mode is in the WO3 but reaching a maximum because at some point all the light mode
which could be in the WO3 is in it.

From this can be concluded that the added WO3 decreases the Q factor and increases the sensitivity. As
both the Q factor and the sensitivity define the figure of merit, in figure 3.9 the figure of merit is plotted versus
the WO3 layer thickness showing that the increase in sensitivity is dominant over the decrease in Q factor.
This means for now that adding a 150 nm thick layer of WO3 yields the best result. Increasing this layer above
150 nm could increase the figure of merit even more as the sensitivity has not reached its maximum yet. How-
ever, this increase will not be much more as the sensitivity is already rather flat at 150 nm and next to that,
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layer thicknesses above 150 nm react too slow with H2 making it not relevant to investigate.
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Figure 3.9: The figure of merit of a Si (grey) nanobeam with a WO3 layer (green) on top versus the WO3 layer thickness showing that the
figure of merit increases as expected as the increase in sensitivity is much larger than the decrease in Q factor for an increasing WO3 layer
thickness.

Not only a layer of WO3 but also a layer of Pt will be added to the nanobeam as the Pt is there to catalyse
the H2 WO3 reaction. This Pt layer has a high absorption and is preferably far away from where the light mode
is located. Figure 3.10 shows that as the Pt layer is close to the Si, the Q factor is low and that when the Pt layer
is moved away from the Si (the WO3 layer becomes thicker), the Q factor increases. In this figure, the Q factor
is very low. This is because in the simulation a Pt layer of 20 nm is used which drastically decreases the over-
all Q factor in the simulation. In practice the Pt layer won’t be 20 nm thick but a collection of nanoparticles
scattered on the surface as mentioned in the beginning of this section.
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Figure 3.10: The Q factor of a Si (grey) nanobeam with a WO3 (green) and 20 nm Pt layer (red) on top versus the WO3 layer thickness
showing that the Q factor increases as the high absorption Pt layer is moved away from the light mode.

From this analysis is concluded that for a thicker layer of WO3 the figure of merit increases. Next to that,
the Pt layer is moved further away from the cavity mode which is also favourable for the Q factor. This means
that the WO3 layer needs to be as thick as possible for which the reaction time performance target can still be
met.

3.3. The Flow of the Results Section
To simulate the performance of the sensor, we would ideally simulate the nanobeam with a WO3 layer and
all Pt nanoparticles, figure 3.11a. However, the feature size of these nanoparticles (< 10nm) is significantly
smaller compared to the feature size of the nanobeam making this high aspect ratio simulation extremely
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computationally expensive and only possible for a limited number of nanoparticles with the available com-
putational power. To overcome this, we have found a way to incorporate the behaviour of the nanoparticles
in the WO3 layer to eliminate the need for simulating a lot of nanoparticles. We do this by creating a WO3int

layer, where we modify the simulated optical properties to incorporate the effect of the nanoparticles, figure
3.11b. The behaviour of the nanoparticles that is incorporated in the WO3int layer, is obtained by simulating
a single nanoparticle. Next to that, the nanobeam with a limited number of nanoparticles is also simulated.
Both outcomes are compared and translated to obtain the most accurate WO3int layer so that the nanobeam
performance can be simulated without having to simulate with a large number of nanoparticles. In figure
3.12, this structure is given as a flowchart.

(a) (b)

Figure 3.11: The right-half of a Si nanobeam with an (a) WO3 (green) and Pt (red) layer and (b) WO3int layer (yellow) where the Pt
behaviour is integrated in the WO3.

Figure 3.12: A flowchart illustrating how the performance of the sensor is simulated as a result of limited computational power.
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Results

In this section, all the simulations and the results of those are explained and discussed.

4.1. Optimization
Figures 4.1a-c show the geometries of the initial design and both optimized designs for the low and high
imaginary refractive indices respectively where each design has a 20 nm WO3 layer on top. The optimizer
has run for 250 iterations and the resulting Q factors are given in table 4.1. The increase in Q factor for the
low imaginary design is significantly higher compared to the high imaginary refractive index design which
is likely because of two reasons: By having added the high absorption layer, the initial position of the opti-
mization has changed significantly such that the optimizer does not find the same optimum again which is
assumed to be the global optimum. A second reason could be that the objective of the optimization becomes
less sensitive for parameter changes when there is much absorption and the Q factor is low. The parameter
set obtained with the low imaginary refractive index optimization is used further in this research.

(a)

(b)

(c)

Figure 4.1: Geometries of (a) the initial design, (b) and (c) the low (1 ·10−6 ) and high (0.01) absorption optimized designs respectively.

Table 4.1: The initial and optimized Q factors for a nanobeam with a 20nm WO3 layer on top.

Design Initial Q factor Optimized Q factor Relative increase

20 nm low imaginary

refractive index WO3

9.6 ·105 1.6 ·106 70%

20 nm high imaginary

refractive index WO3

7.1 ·103 7.2 ·103 1.3%

25
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By analysing the parameters as they change through each iteration, more information about the design
and the optimization can be found. All of the scaled parameters and the Q factor as a function of the first 120
iterations are plotted in figure 4.2 for the low imaginary refractive index optimization with the final optimal
parameters in table 4.2. The percentage in the legend shows how much a variable has changed except for
the quadratic parameters as they started from zero. The Q factor plotted in figure 4.2m makes quite a large
jump around iteration 20 where it goes from about 1 million to 1.5 million. This large jump is due to small
changes in the parameters. Looking at the initial nanobeam design, figure 4.1a and the optimized design,
figure 4.1b, the geometries are very similar. Considering the large jump in Q factor for only small deviations
in the parameters, shows that when fabricating the sensor, the mechanical tolerance sensitivity is very high.
In other words, a small imperfection in the fabrication can lead to a large change in the final performance of
the nanobeam which is something to keep in mind when fabricating the sensor.

Figure 4.2: All the normalized parameters (a-l) in the order as in table 4.2 and the Q factor (m) plotted versus the iterations of the
optimization for a nanobeam with a 20 nm thick WO3 layer. The percentage in the legend shows how much percent the parameter has
changed.
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Table 4.2: The final optimal parameters obtained with the low absorption optimization.

Parameter Value

mi n_hol e_a 0.3324 ·10−6 m

c_a_1 0.1920 m−1

c_a_2 −0.1396 ·10−10 m−2

mi n_hol e_x 0.9390 ·10−7 m

c_x_1 0.1457 m−1

c_x_2 0.8779 ·10−10 m−2

mi n_hol e_y 0.8846 ·10−7 m

c_y_1 0.1451 m−1

c_y_2 −0.1788 ·10−9 m−2

mi r r _a 0.4355 ·10−6 m

mi r r _x 0.1211 ·10−6 m

mi r r _y 0.1207 ·10−6 m

4.2. The Platinum Layer
The Pt layer is a collection of randomly placed nanoparticles on the surface of the nanobeam. The radius is
assumed to be 3 nm as derived in section 2.4 resulting in a certain density that describes how many nanopar-
ticles there are per surface varying between 8.8 ·103 and 4.4 ·104 particles/µm2 depending on how much the
density scales with the WO3 layer thickness. Figure 4.3 shows the single-nanoparticle simulation which is
used to analyse the behaviour so that it can be incorporated in the WO3int layer. The simulation consists of
a grey Si layer with on top a thin green layer of WO3. The nanoparticle is the red hemisphere on top of the
WO3. The simulation is build up such that the domain within the yellow cube is the physical domain and ev-
erything around it is a perfectly matched layer. The function of this layer is similar to the scattering boundary
condition used for simulating the nanobeam, acting as infinitely far away boundaries. The dark grey surfaces
are ports so that the fractional electromagnetic light intensity loss in the particle (red) can be simulated which
is the energy absorbed in the particle divided over the energy that is put in the system via the ports. This cal-
culated fractional light intensity loss from the particle simulation can then be translated to extra losses in the
WO3 layer of the nanobeam simulation by increasing its imaginary refractive index resulting in the WO3int

layer.

Figure 4.3: Simulation domain of a Pt particle (red) on top of a WO3 (green) and Si (grey) layer in air (blue).

The fractional light intensity loss (an unitless number between 0 and 1) that occurs because of the nanopar-
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ticles is due to both scattering and absorption. The absorption losses are very high because Pt has a high
imaginary refractive index of 15. The scattering losses are mostly due to Rayleigh scattering which is the
scattering that occurs from a collection of nanoparticles where the particle size is much smaller than the
wavelength; the dimensionless size of the particle (α) is much smaller than 1 [68],

α= 2πr

λ
= 2π3 ·10−9

1550 ·10−9 = 0.012 ≪ 1. (4.1)

The effect of scattering is assumed to be insignificant compared to the absorption losses which is argued
upon in appendix A.1. Therefore the single-nanoparticle simulation is used to obtain the fractional light in-
tensity loss per surface which can be translated to an increased imaginary refractive index for the WO3int

layer. Looking at figure 4.4, the varying densities (8.8·103 to 4.4·104 particles/µm2) as explained in section 2.4
can be visualized as a nanoparticle laying on either a small or large surface of WO3 corresponding to a high
and low density respectively. If the nanoparticle is taken away from the small piece of WO3 it is laying on,
that piece of WO3 should get a higher imaginary refractive index to account for the absorption losses of the Pt
nanoparticle laying on top of it. Comparing the high with the low density, for the high density the surface on
which a nanoparticle lays is smaller meaning that the imaginary refractive index should be higher compared
to the low density.

(a) (b)

Figure 4.4: A visualization of an (a) high density and (b) low density Pt nanoparticle amount.

To relate the fractional light intensity loss per surface to the imaginary refractive index (κ) of the WO3int

layer, the Beer-Lambert law from section 2.2 is used, (2.3). This equation can be rewritten to κ as a function
of the fractional light intensity loss F and xw which is equal to the thickness of the WO3int layer,

κ=
−ln

(
I
I0

)
λ

4πxw
= −l n(1−F )λ

4π80 ·10−9 . (4.2)

The fractional light intensity loss is a function of the density because a nanoparticle laying on a small
piece of WO3 (high density) results in more loss than when the particle lays on a larger piece of WO3 (low
density). Because of this, κ is a function of the density as well, figure 4.5 where equation (4.2) is plotted.
With these values for κ, the imaginary refractive index of the WO3int layer is determined. Before doing any Q
factor and sensitivity simulations with this layer, in the next section, the nanobeam with a limited number
of nanoparticles is simulated as well. Those simulations are used to derive a κ as well and compared to the
κ found through the single-nanoparticle simulations to obtain the optimal imaginary refractive index of the
WO3int layer.
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Figure 4.5: The calculated imaginary component of the WO3int layer, κ from equation (4.2), as a function of the density of the nanopar-
ticles on the nanobeam.
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4.3. Nanobeam with Limited Number of Nanoparticles
With the right meshing, the nanobeam with a limited number of Pt nanoparticles on top can be simulated,
figure 4.6. From the outcome of these simulations, an imaginary refractive index for the WO3int is derived.
Together with the single-nanoparticle simulations the right value for the imaginary refractive index is found.
Looking at the mesh in figure 4.6b, the radius of the nanoparticles is 3 nm with a minimum element size
of 2.5 nm such that the curvature of the particle can still be represented taking any scattering into account
showing how fine the mesh becomes. Important to note is that these simulations take hours which makes
them unsuitable to do optimizations with. Because only a limited number of nanoparticles can be simu-
lated, the choice is made to place the nanoparticles where the light intensity is the highest, the defect region.
This is where the light-matter interaction is the highest. The amount of defect region that is covered is given
with x. The WO3 that is not covered with Pt won’t change refractive index because without a catalyst, the H2

WO3 reaction is incredibly slow. Next to verifying κ, it is also interesting to see if the sensitivity becomes high
enough without compromising the Q factor too much when only the defect region is partly covered with Pt.
In the simulation, the nanoparticles are placed on the surface of the nanobeam. At each value of x there is
a row with a fixed number of nanoparticles depending on the density. Per row, the distance between these
nanoparticles is not fixed as there is a random offset per nanoparticle. The offset is small enough so that
the nanoparticles never touch. The randomness is there to try to approach the randomness at which the
nanoparticles are placed on the physical sensor. Due to this randomness, we run the simulation 40 times to
determine an average and standard deviation for each performance measure and see how much effect this
random scattering of the nanoparticles has on the performance.

In table 4.3, the resulting performances of these simulations are given. For the lowest density (8.8 · 103

particles/µm2), the average and standard deviation (in brackets behind the average) is simulated showing
that there is some spread because of the random placement of the nanoparticles which is not too large. For
higher densities there are more nanoparticles on the nanobeam. Because the computational power is limited,
for these higher densities the nanobeam is simulated with slightly larger radius nanoparticles that represent
the same amount of Pt volume so that the total amount of nanoparticles didn’t become too large.

From analyzing the performance measures in table 4.3, a number of observations are made:

• The Q factor decreases as x increases because more of the nanobeam is covered with high absorbing Pt.
For higher densities the Q factor is lower as well because of the same reason, more Pt on the nanobeam.
This makes sense because the Q factor is strongly dependent on the optical losses in the material and
because Pt is very absorbing, these losses increase significantly when adding Pt.

• The sensitivity increases for an increasing x which is also expected because when more of the defect
region is covered in Pt, there is more material that changes refractive index when exposed to H2. The
found sensitivities for each density are practically the same showing that the sensitivity is not depen-
dent on amount of nanoparticles (absorption) in the nanobeam but solely dependent on the amount
of material that changes refractive index, x.

• The figure of merit increases because the relative decrease in Q factor is less than the relative increase
in sensitivity. Interesting to see is if this trend of increasing figure of merit for an increasing x holds
when x becomes larger than 200 nm. This can be simulated when the WO3int layer is created with the
right imaginary refractive index. Important to note is that the figure of merit is calculated with the Q
factor for 0% H2 which results in a higher figure of merit compared to calculating the figure of merit
with the Q factor for 100% H2. The figure of merit is defined with the high Q factor for 0% H2 because
at these low concentrations it is most interesting to see how well the sensor performs.

• Both the Q factors and sensitivities change a lot for x going from 50 to 100 nm but less for x > 100 nm
which is made more clear by plotting the normalized Q factors and sensitivities in figure 4.7. In the
figure, the Q factors for 0% H2 and sensitivities for each density are plotted showing that more than
50% of their change in value occurs when x goes from 50 to 100 nm. The reason for this is that the light
intensity is not uniformly distributed on the nanobeam such that the addition of extra nanoparticles
(increasing x) not always has the same effect. In figure 4.8, the Q factor for a nanobeam is plotted where
x goes from 0 to 1000 nm showing that indeed where the light intensity is high, the Q factor decreases
more rapidly. The simulation for this figure is done with a considerably lower nanoparticle density (five
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times as small) such that it was computationally possible to simulate for such high values of x. The
absorption of the nanoparticles in this simulation is doubled such that there is significant absorption
which is why the Q factors in this plot are not representative. The figure is only there to illustrate the
effect of the light intensity distribution on the Q factors and sensitivities.

(a) A WO3 layer (green) with Pt nanoparticles (red) on top in the defect region
given with x.

(b) The mesh for the Pt nanoparticles.

Figure 4.6: The nanobeam with an 80 nm thick WO3 layer and Pt nanoparticles on top and its mesh.

Table 4.3: The simulated performances of a nanobeam with an 80 nm WO3 layer of which only the cavity is covered in Pt nanoparticles
given with x where the mean and the standard deviation (in brackets) are given. The density of the Pt nanoparticles is low, 8.8 · 103

particles/µm2.

density

[particles/µm2]
x [nm]

Q factor (0% H2)

103

Q factor (100% H2)

103

Sensitivity

[nm/RIU]
Figure of Merit

8.8 ·103

50 351 (±3) 13 (±1) 4.80 (±0.02) 1088 (±10)

100 244 (±2) 5 (±0.7) 8.03 (±0.04) 1262 (±12)

150 207 (±1.5) 5 (±0.5) 9.52 (±0.04) 1273 (±10)

200 197 (±2) 4 (±0.5) 10.9 (±0.04) 1383 (±16)

2.1 ·104

50 112 10 4.86 342

100 74 5 8.13 351

150 62 4 9.62 384

200 48 3 11.0 390

3.2 ·104

50 53 8 4.90 168

100 32 3 8.31 173

150 32 3 9.79 200

200 28 3 11.1 202

4.4 ·104

50 31 3 5.10 31

100 19 3 8.42 124

150 18 3 9.94 134

200 9 2 11.4 166
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Figure 4.7: The normalized Q factors (going from 1 to 0) and sensitivities (going from 0 to 1) from table 4.3 to illustrate how they change
more than half for the first 100 nm because there the light intensity is the highest which results in the most effect went that part is covered
in Pt.

Figure 4.8: The Q factor of a nanobeam showing that it decreases more where the light intensity is high. The nanoparticle density on for
this simulation is five times smaller than usual which allows for higher values of x. Therefore, the resulting Q factors from this plot aren’t
representative of the actual nanobeam.

4.4. Simplified Nanobeam

4.4.1. κ comparisons

In this section, the right value for κ in the WO3int layer is decided on based on the single-particle simulations
and the simulations with the limited amount of nanoparticles. Figure 4.9 shows the simulation where the
WO3int layer is partially covering the defect region with variable x. The imaginary refractive index of this layer
is obtained by the single-nanoparticle simulations. In figure 4.10, the Q factors as a results of these imaginary
refractive indices are plotted together with the Q factors simulated with the limited amount of nanoparticles
simulations. The sensitivities are not compared because in section 4.3 was shown that the sensitivity isn’t
significantly dependent on the absorption.
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Figure 4.9: Nanobeam with a WO3int layer in the defect region with length x.
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Figure 4.10: The Q factors of different densities as a function of x for both the simulations with the WO3int layer where κ is obtained
through the single-nanoparticle simulations (the first four legend entries) and the Q factors for the total nanobeam simulations where
the nanobeam is simulated with a limited number of nanoparticles (the last four legend entries).

Figure 4.10 shows that the Q factors obtained by determining κ through the single-nanoparticle simula-
tions are significantly higher and therefore not an accurate representation of the nanoparticles in the WO3int

layer. Therefore, the simulations with the WO3int layer are done again but now with a value for κ such that the
Q factors are similar to those found in section 4.3. In figure 4.11 the simulations with the new values for κ are
shown with their corresponding values.
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Figure 4.11: κ as originally obtained through the single-nanoparticle simulations is now adjusted so that the resulting Q factors match
the Q factors obtained with the limited Pt nanoparticle simulations.
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Comparing the new values for κ, figure 4.12, with the old values from section 4.2, figure 4.5, show that
κ is significantly higher than previously determined, about an order of magnitude larger. This means that
the combination of nanoparticles on the nanobeam have more losses than one nanoparticle multiplied by
the total amount. Because Rayleigh scattering was not taken into account for determining κ through the
single-nanoparticle simulations, it seems that this simplification has shown to be significant and Rayleigh
scattering should have been taken into account as well. Looking at figure 4.12, κ increases more per step in
density than κ in figure 4.5, the increase in κ becomes more steep. This makes sense because when looking
at κ as a function of the light intensity loss (F ) from equation (4.2), figure 4.13, the absorption losses in a
material increase exponentially meaning that for larger values of κ the curve is more steep.
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Figure 4.12: The calculated imaginary component of the WO3int layer, κ from equation (4.2), as a function of the density of the nanopar-
ticles on the nanobeam.
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Figure 4.13: κ as a function of the light intensity loss (F ) according to equation (4.2) illustrating the κ is exponential.

4.4.2. The WO3int Layer Simulations
With the new more accurate values for κ, the nanobeam can be simulated for higher values of x which should,
according to the results from section 4.3 result in a higher figure of merit. In figure 4.14, both the Q factor and
the sensitivity for each value for κ as a function of x is shown. The resulting figures of merit increase as ex-
pected when x increases, reaching a maximum at approximately x > 2000 nm.

Because the figure of merit is still just a number, it is also interesting to visualize the wavelength shift that
a mode undergoes for 0.1% H2, this is where the refractive index of WO3 goes from 2 to 2.0004, figure 4.15.
The figures clearly show that for the lowest κ, the modes are quite close to each other and as κ increases, the
difference between the modes becomes harder to detect. The result is that measuring 0.1% H2 appears to
be unrealistic with this specific setup assuming that the Pt density is some value between the minimal and
maximum density. Important to remember when reviewing these results is that the WO3 layer is 80 nm thick
and that the amount of Pt is varied. The values of both parameters are theoretically derived from literature
and limited because the reaction time of the sensor needs to be within 1 second. Next to that, the refractive
index of WO3 is assumed to go linearly from 2.0 to 2.4 when the H2 concentration goes from 0 to 100%.
However, as shown in section 2.2, the refractive index reaches 2.4 a bit before the H2 concentration reaches
100%. Also, the assumption was made that the reaction time decreases linearly with the layer thickness.
In practise the decrease in reaction time is probably exponential which could mean that the 80 nm layer
thickness could be bigger. In the simulations, the absorption coefficient of the Pt was assumed to be 15
which was also a conservative assumption as some research had estimated the absorption coefficient to be 7.
Keeping these assumptions in mind shows that if in practise things like the WO3 and Pt layer thicknesses are
favourable, the performance of the sensor could meet the 0.1% H2 detection target.
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(a) κ= 4 ·10−4. (b) κ= 1.5 ·10−3.

(c) κ= 3.3 ·10−3. (d) κ= 5.7 ·10−3.

Figure 4.14: The Q factor, sensitivity and maximal figure of merit for the nanobeam with the WO3int layer where the imaginary refractive
index (κ) is varied representing the density. The maximal figure of merit is achieved for x > 2000 nm.

1548.65 1548.7 1548.75 1548.8
wavelength [nm]

0

0.2

0.4

0.6

0.8

1

T
ra

n
sm

is
si
on

[-
] n = 2

n = 2.0004

(a) κ= 4 ·10−4.
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(b) κ= 1.5 ·10−3.
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(c) κ= 3.3 ·10−3.
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(d) κ= 5.7 ·10−3.

Figure 4.15: The shift in wavelength of the cavity mode after 0.1% H2 exposure for the different values of κ in the WO3int layer.
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4.5. Performance Comparison
In order to get an impression of how well the performance of the found design is, it is compared to literature.
Because the Q factor, sensitivity and consequently figure of merit are what define the performance of this
research, the research to compare with has to be a H2 resonant refractive index sensor as well so that both
the figures of merit can be compared. The best found resonant refractive index sensor found is from Afsari et
al. [29] who have simulated a two-dimensional PhC slot-cavity covered with 0.34 nm WO3 that measures H2S
instead of H2, figure 4.16 which is the same work as mentioned in the introduction of this thesis. Their cavity
is a slot-cavity which means that the defect region is a slot-shaped hole (green) where the light intensity is
not concentrated in the Si but in the slot. When introducing H2S in the defect region, the refractive index
of the gas in the sloth changes, together with the change of refractive index in the WO3 is how their sensing
mechanism works. They mention that the change of refractive index in the gas due to the H2S is very small,
10−4 nm

RIU , arguing that it is the change in refractive index of the WO3 which is responsible for the performance
of their sensor. The resulting Q factor is 3000, a change of 0 to 10 ppm H2S concentration results in a change of
1 nm in resonance wavelength where 10 ppm is equal to approximately 0.001% H2S resulting in a sensitivity
of 2.3 ·105 nm

RIU and a figure of merit of 2000. Their Q factor is not that high which is reasonable because of
the design of their defect region; In a PhC the light energy is concentrated in the high refractive index region,
because with their design, they have tried to focus the light intensity to the low refractive index region, it
makes sense that is compromises the Q factor. Their sensitivity however, is significantly larger compared to
the sensitivity of the nanobeam in this thesis, 40 versus 2.3 ·105 nm

RIU . The thickness of their WO3 is very small
(0.34 nm compared to 80 nm) which indicates that they have simulated with different refractive indices as a
function of the gas concentration than is done in this thesis. In their paper, they show they have derived their
refractive index,

2nk = σ

ωϵ0
(4.3)

where n, k, σ, ω and ϵ0 are the refractive index, exctinction coefficient, WO3 conductance, light source fre-
quency and vacuum dielectric constant respectively. They give ω at 0, 5 and 10 ppm of H2S resulting in
2.18 ·10−4, 1.0 ·10−3 and 1.1 ·10−3 S/cm2 respectively. Assuming that all the other variables are constant, that
shows that n must increase 5 times for 0 to 5 ppm and stays like that when the concetration goes further
from 5 to 10 ppm. This 5 times increase of n is much larger than n going from 2.0 to 2.4 for 0 to 100% H2 as
simulated with in this thesis explaining why the sensitivities are so different.

Figure 4.16: The 2D PhC slot-cavity for H2S sensing from Afsari et al. [29] made from Si with a 0.34 nm thick WO3 layer.





5
Conclusion

In this thesis, the performance of a PhC nanobeam cavity as a H2 sensor is simulated and discussed where
the reaction time and figure of merit (a function of the Q factor and sensitivity) are taken into account. The
most suitable material for detecting H2 is WO3 together with catalyst Pt. The high absorption of the Pt, being
a metal, has shown to have a large effect on the Q factor of the cavity mode. Simultaneously, the presence of
Pt is necessary for the sensor to meet the 1 second reaction time requirement resulting in a trade-off between
the reaction time and the figure of merit and consequently, the minimal H2 concentration that the sensor can
measure.

Not only the amount of Pt, but also the thickness of the WO3 shows a similar trade-off between the reac-
tion time and figure of merit as for a thicker layer, the sensitivity, thus the figure of merit increases but the
reaction time as well. Fortunately, the added WO3 layer on top of the Si nanobeam only has a small negative
effect on the Q factor of the nanobeam meaning that if the reaction time in practise would allow it, the WO3

layer thickness can become larger, increasing the sensitivity without compromising the Q factor.

The optimizations done with a standard optimization algorithm in Matlab, have shown to increase the Q
factor with more than 50%. Analyzing the parameters of this optimization has shown that only small devi-
ations in the parameters can be lead to large changes in the Q factor. This shows that when fabrication the
sensor, the accuracy at which the holes are etched comes down to nanometers in order to achieve this high
Q factor. Because the Q factor plays such a large role in the figure of merit, this is something to be taken into
account when fabrication the sensor.

Due to limited computational power, it has not been possible to simulate the nanobeam with all the Pt
nanoparticles. Because of this, the optical losses of the Pt are integrated as extra absorption in the WO3 layer,
creating the WO3int layer whereκ describes the imaginary refractive index of the WO3int layer which is respon-
sible for these losses. By simulating a single-nanoparticle, the losses in one particle per surface is obtained.
Together with the assumption that the scattering losses are insignificant compared to the absorption losses
in the nanoparticle, κ is derived. Simulations with a limited amount of nanoparticles were possible and these
results where compared with the values found for κ from the single-nanoparticle simulations. The compari-
son has showed that the scattering losses from the nanoparticles were actually significant because the values
for κ derived in the single-nanoparticle simulations only with the absorption in mind, are one order of mag-
nitude too low.

With the right absorption in the WO3int layer representing the losses from the nanoparticles, the perfor-
mance of the sensor is simulated. Considering that the amount of Pt present needed to achieve the 1 second
reaction time is some value between the minimal and maximal density, the minimal detection concentration
of 0.1% H2 is not achieved. However, an optical sensor has no risk of sparks. Its performance is highly depen-
dent on both the WO3 and Pt layers. If any of these values are more favourable in practise compared to the
conservative assumptions made in this thesis; the performance target of a reaction time under one second
for H2 concentrations of 0.1% and higher is feasable.
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A
Appendix

A.1. Absorption versus Rayleigh Scattering
Rayleigh scattering, is scattering that occurs from a collection of nanoparticles where the particle size is much
smaller than the wavelength; the dimensionless size of the particle (α) is much smaller than 1, equation (A.1),
also refered to as the Rayleigh regime [68].

α= 2πr

λ
= 2π3 ·10−9

1550 ·10−9 = 0.012 ≪ 1 (A.1)

The optical losses of a particle that lays in the Rayleigh regime, can be described with absorption and
scattering losses for α≪ 1, equation (A.2) [38]. Q is a fraction so it is dimensionless and m is the complex re-
fractive index of the particle material normalized with the complex refractive index of air, which is practically
1. Filling in the equation gives Qabs = 4.1 ·10−4 and Qscat = 5.9 ·10−8 showing that the scattering losses are
significantly smaller than the absorption losses.

Qext (m,α) =Qabs +Qscat = 4α Im

{
m2 −1

m2 +2

}
+ 8

3
α4

(
m2 −1

m2 +2

)2

(A.2)
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