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Introduction                                         1 

1.1 Technical background 
Wireless sensor network (WSN) is a multi-disciplinary technology that is rapidly 
developed in recent years, contributed by advances in wireless communications, 
sensor technologies and digital circuit design. WSN consists of a large number of tiny 
sensor nodes which can observe phenomena, process data and communicate 
wirelessly with other nodes in close proximity. Generally speaking, each node 
contains sensing components, a micro-controller unit (MCU), a radio frequency (RF) 
transceiver and a battery. An on-board processor can be equipped as well to carry out 
simple computations locally and further to reduce the data volume transmitted. The 
nodes are distributed within a certain space to construct a ubiquitous network. Based 
on the collaborative work of these nodes, the physical world can be connected to the 
virtual world, which provides enormous opportunities for pervasive monitoring and 
manipulation in our lives.  

WSN is particularly suitable for the occasions that wired solution is difficult or even 
impossible to achieve. Wireless sensor networks can be deployed in the vicinity of 
wired system, thus creating a complete wired and wireless measurement and control 
systems. In the field of healthcare, WSN let doctors monitor patients wirelessly. 
Patients wear wireless sensors that transmit data to a central processing point linked to 
the doctors’ offices. These data contain information about vital signs, body functions, 
patient behavior and their environments. In the case of an unusual data appearance -- 
like a sudden spike in blood pressure or a report that an active patient has become 
suddenly still -- emergency medical services could be sent to the location of the 
patient. 

 

Fig. 1.1 WSN for a real-time traffic monitoring and automated response 
methodology [1] 
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Fig. 1.2 Multi-hop transmission in WSN 

WSN is an autonomous multi-hop wireless network as shown in Fig. 1.2. The sensing 
signal is relayed between nodes if the direct communication distance is too long. This 
“multi-hop” transmission reduces the transmission power required in a long distance 
wireless communication. The events leading to data transmission are clarified as 
follows: 1) the central processing point requires data from every node regularly, 
which is also called polling mechanism, 2) the sensor node detecting an abnormal 
signal will send the data immediately and automatically to the central processing point. 

The wireless and distributed deployment of sensor nodes shows many advantages 
over traditional sensors. First of all, it is quite suitable for harsh environments since it 
can be installed without extra effort and infrastructures. Secondly, it is useful to attach 
the sensor nodes to a moving object, in order to measure the varying surrounding 
environment. In addition, the sensor nodes can be deployed in a region to locate 
signals of interest quickly and reliably, which is important in disaster relief and 
battlefield. Moreover, WSN could be combined with radio frequency identification 
(RFID) to provide wireless and seamless connectivity to remote monitoring and 
management system [2]. 

WSN provides a wide range of applications, including but not limited to the following: 
[1], [3]-[9]. 

 Precise agriculture: measurement of temperature and humidity in greenhouses; 
 Home automation: security, light, energy or entertainment control; 
 Environmental monitoring: contamination or structural damage detection; 
 Military: reconnaissance, surveillance and targeting; 
 Healthcare: medical telemetry and management; 
 Logistic: object tracking and classification. 

The existing wireless communication standards such as Wi-Fi and Bluetooth don’t 
suit WSN due to the following unique requirements of WSN: 

 Low power consumption 
 Large scale of deployment   
 Self-organizing networking 
 Ability to withstand harsh environmental conditions 
 Low data rate 
 Low latency 
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Currently, the Zigbee protocol/IEEE 802.15.4 [10] is often considered as the most 
applicable standard for WSN, although it was not intended for this application area. 

1.2 Motivations and requirements 
Although the applications of WSN are promising and attractive, the realization is 
restricted by many practical factors, within which the lifetime is a key design 
consideration. The lifetime of WSN critically depends on the lifetime of individual 
sensor nodes, which are supposed to work continuously over months and even years. 
However, the battery in a sensor node is usually not rechargeable or changeable. In 
order to improve the node lifetime, two solutions can be envisioned. One is 
scavenging power from the environment or body skin [11] while another method is to 
reduce the power consumption of the node. For the sake of the given research scope, 
this thesis focuses on the second approach, which can be considered as power 
management as well. 

Node power

Processor power Sensor power Radio power

Network protocol

System architecture

RTL

Gate level

GDSII

Node power

Processor power Sensor power Radio power

Network protocol

System architecture

RTL

Gate level

GDSII

 

Fig. 1.3 Power management strategies in a sensor node 

As shown in Fig. 1.3, the power of a sensor node is mainly dissipated in three 
components: the processor, the sensor, and the radio. The power consumed by 
wireless communications is generally the dominant part of the power consumption 
[12]. According to the literature [13][14], the existing WSN transmitters consume 
power in the range of milliwatts. To reduce the power consumption in the 
communication elements, the energy awareness must be taken into account in all 
levels as in Fig. 1.3. The improvement on higher level has greater influence on 
reducing power. Therefore our target is to prolong the lifetime of WSN by 
implementing a communication subsystem according to a power efficient network 
protocol.  

The medium access control (MAC) protocol is used to harmonize medium access 
among multiple competing nodes. When designing MAC protocols, there are mainly 
two schemes that are suitable for WSN: the periodic listen and sleep scheme and the 
wake-up scheme. 
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Fig. 1.4 Operation schedule of sensor node with duty cycling 

In Fig. 1.4 it shows the periodic listen and sleep scheme, which is also regarded as 
“duty cycling”. In this scheme, the transceiver is periodically activated to listen to the 
channel and check whether there is a communication request to be dealt with. If so, a 
four-way handshake (RTS-CTS-DATA-ACK, see details in the next page) as shown 
in Fig. 1.5 takes place. It is also possible that no communication request is received 
during this period. After the active period, the transceiver is suspended for Ts, which 
is controlled by a timer in the MCU. During Ts the communication unit is shut down 
and turned to sleep mode to reduce the power consumption.  

A B

Radio in A

Radio in B

RTS

CTS

DATA

ACK

A B

Radio in A

Radio in B

RTS

CTS

DATA

ACK  

Fig. 1.5 Handshake mechanism in duty cycling scheme 

The feature of this system is that the transceiver is activated every Ts period no matter 
whether a communication request arrives at it. Latency is an expression of how much 
time it takes for a packet from one point to another. In such a system with regular 
schedule, power and latency is a trade-off. Low power is achieved by increasing Ts to 
activate the transceiver less frequently. However, the price is longer latency because 
there is larger possibility that the communication request is missed during the longer 
inactive period and retransmission is needed. What is more, a node must synchronize 
itself with its neighbor to listen and sleep at the same time. When a channel is 
established between two nodes, the surrounding nodes need to enter sleep mode to 
avoid collision, and further the synchronization within the whole network needs to be 
updated all the time. In other words, such a protocol is complicated. 

By contrast to the listen and sleep scheme, the wake-up scheme can satisfy low power 
and low latency at the same time. The idea was at first proposed in a cell phone 
system integrating a paging system in [15]. In order to keep the transceiver in sleep 
mode for most of the time and activate it only when a communication request is 
received, an auxiliary hardware receiver was proposed. In such a dual-radio system, 
the transceiver is called the “main radio”, while the auxiliary receiver is called the 
“wakeup (Wu) radio”. The wakeup radio listens to the channel continuously and 
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releases a wakeup signal to the main radio immediately as the packet with a certain 
pattern is received. The main radio will switch from the sleep mode to the active 
mode after the wakeup signal is present and fall into the sleep mode again after the 
communication is terminated, as shown in Fig. 1.6. Therefore the main radio is only 
active for a relatively short time and the wakeup radio is always on to capture every 
communication request with small latency. 

Po
w

er

Time

main radio is triggered on only when needed

always on Wu radio
Communication 
happens

Po
w

er

Time

main radio is triggered on only when needed

always on Wu radio
Communication 
happens

 

Fig. 1.6 Operation schedule of sensor node with wakeup radio 

If the wakeup radio can be sustained with ultra-low power consumption, the total 
power will be reduced significantly. This is possible by constructing a radio with 
simple architecture. In addition, we can benefit from the wake-up scheme because of 
the simplified protocol as well. A node in such a network doesn’t need to know the 
status of its neighbors. 

The communication between nodes is guaranteed by a handshake mechanism, which 
is common in data transmission system. As shown in Fig. 1.7, it is a RTS-WU-CTS-
DATA-ACK five-way handshake compared to the ordinary four-way one [16]. When 
a node needs to transmit data, firstly it will release ‘request to send (RTS)’ to the 
target node. When the RTS is captured by the wakeup radio in the target node, the 
main radio is triggered on and sends back a ‘cleared to send (CTS)’ signal. Then the 
data channel is established and will be ended up with the acknowledgment (ACK) 
signal if the transmission is completed.   

A B

Main radio in A

Wu radio in B

Main radio in B

RTS

CTS

DATA

ACK

WU

A B

Main radio in A

Wu radio in B

Main radio in B

RTS

CTS

DATA

ACK

WU

 

Fig. 1.7 Handshake mechanism in wake-up scheme 

There are many sensor nodes in a network. However, not all of them need to be 
woken up at one time. So an address sequence is adopted thus each node has a unique 
local address and each beacon packet contains only one address. In this way, it can be 
guaranteed that one packet being transmitted will only wake up one node at a time. 
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In order to show a general impression on how the wakeup radio behaviors, the 
overview of the wakeup radio proposal is depicted in Table 1.1. The descriptions are 
given by ultra low power (ULP) wireless communication group at Holst Centre. 

Table 1.1 System descriptions of wakeup radio 

Power consumption < 50 μw 
Communication range ≈ 10 m 

Data rate 200 kbps 
Carrier frequency 2.4 GHz 
Signal modulation On-off-keying (OOK) 

It can be seen from the previous description that the wakeup radio is an always-on 
component in every sensor node. Hence the primary requirement of the wakeup radio 
should be low power. This thesis focuses on the design and implementation of the 
digital baseband (DBB) subsystem in the wakeup radio. We have the following design 
specifications as in Table 1.2, which is also provided by ULP wireless communication 
group: 

Table 1.2 Design specifications of digital baseband subsystem 

Power consumption < 10 μw 
Area < 1 mm2 

Data rate 200 kbps 
Signal-to-noise ratio (SNR) > 8 dB 

Length of beacon packet < 0.3 ms 

1.3 Related work 
In [17] and [18], a three-stage wakeup scheme implemented in BiCMOS technology 
was proposed. Zarlink semiconductor provided a commercial medical implant 
communication system (MICS) where an ultra low power wakeup receiver was 
applied [19]. In [20] it was discussed that a low-cost wakeup radio made out of 
standard components for the use in the 868 MHz band. In [21] the architecture of a 
wakeup receiver was discussed, yet the digital baseband part of which was 
implemented off-line in Matlab. To our knowledge, neither the work on the detailed 
description nor on the hardware implementation of the digital baseband part of the 
wakeup receiver can be found in literature. 

1.4 System description 
The system structure of our wakeup radio proposal is as described in Fig. 1.8. 

Main radioWu radio

4 bits Digital 
BaseBand

ADCRF 
frontend

Main radioWu radio

4 bits Digital 
BaseBand

ADCRF 
frontend

 

Fig. 1.8 System structure of wakeup radio 
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The RF front-end circuit consists of an RF amplifier, an envelope detector, baseband 
amplification stages, and double-sampling circuitry. The sampling clock signal is at 
the frequency of 20 MHz. 

The analog-to-digital converter (ADC), operating at 800 KHz, connects the RF 
frontend and digital baseband. The output of the ADC, which is 4-bit long in soft-bit 
representation (see Section 2.5), feeds into the digital baseband subsystem. The 
resolution of the ADC is a trade-off between accuracy and power, thus 4-bit is chosen 
to compromise it. 

1.5 Thesis overview 
The rest of the thesis is structured as follows. 

In Chapter 2, the architecture overview of the digital baseband subsystem is presented. 
The processing flow, including the matched filter, synchronizer, decoder and 
correlator is discussed separately. The explanations of implementation choices are 
provided as well. The necessity of the amplitude estimation is discussed and the 
equations of the softbit correlation and threshold coefficient are deduced. 

In Chapter 3, it explains several strategies in order to make the subsystem work 
effectively with low dynamic and leakage power. The peripheral equipment is also 
shown. 

The subsystem is implemented in VHDL, and the testing flow and simulation results 
are presented and analyzed in Chapter 4. Due to the low data rate, the timing target is 
easily reached, so there is no timing issue. 

The design is verified both by Spartan-3 FPGA and TSMC90 chips. In Chapter 5, the 
hardware realization, chip measurement setup and results are illustrated. The design is 
functional as designed. The minimal active power achieved is 2.1 μw at the data rate 
200 kbps.  

Chapter 6 summaries the work achieved and provides recommendations for work in 
the future. 
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Basic design and implementation      2 

In the previous chapter, the background, motivation and related research of the 
wakeup radio have been discussed. The basic structure and processing procedure of 
digital baseband subsystem in the wakeup receiver is the main topic of this chapter. 

The reminder of this chapter is organized as follows. The architecture overview is 
investigated in Section 2.1. The function blocks are described separately in Section 
2.2 – 2.5, among which the explanation of the amplitude estimation is provided in 
Section 2.5. This chapter is summarized in Section 2.6. 

2.1 Architecture 
As mentioned in the introduction part, the wake-up scheme is such a strategy that the 
main radio is kept in the sleep mode when there is no data communication, and it is 
activated only when a communication request is received by the wakeup radio. In this 
way, the main radio is only active for a relatively short time whereas the wakeup radio 
is always on. If the wakeup radio can be sustained with ultra-low power consumption, 
the total power will be reduced significantly. 

First of all, the block diagram of the digital baseband subsystem is presented in Fig. 
2.1. It is a cascade processing flow consisting of four blocks. The 4-bit input is 
obtained from the ADC and goes through a matched filter first. The second block is 
used to synchronize the input signal with the subsystem. When the synchronization is 
done, the rest of the input is decoded in the Manchester decoder (see Section 2.4) and 
then the correlation is calculated in the correlator. Afterwards, the result is compared 
with a threshold. In the end, a 1-bit trigger signal is produced if the result is larger 
than the threshold. When the main radio is triggered on, data communications will 
start meanwhile the wakeup radio will reset itself to wait for the next communication 
request. 

Matched
Filter 

Synchro
nizer Correlator >Th?

200kHz800kHz 200kHz 100kHz

Manchester
Decoder 

4 bits 1 bitMatched
Filter 

Synchro
nizer Correlator >Th?

200kHz800kHz 200kHz 100kHz

Manchester
Decoder 

4 bits 1 bit

 

Fig. 2.1 Block diagram of DBB subsystem with operating frequencies 

The data rate is 200 kbps. The oversampling ratio of k in the ADC can improve the 
SNR by 10log10(k) [22], while higher frequency leads to higher power consumption. 
In order to compromise the SNR and power, 4-time sampling is chosen. Therefore the 
external clock is 800 kHz. The data is downsampled after the matched filter, thus a 
slower clock (200 kHz) is derived. Later on, an even slower clock (100 kHz) is 
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produced during Manchester decoding. As a result, the operating frequency of the last 
block is 100 kHz as shown in Fig. 2.1. 

The beacon packet is a kind of small packet targeting to certain nodes with the attempt 
to establish a wireless connection. The basic structure of the beacon packet is shown 
in Fig. 2.2. It consists of two parts: the synchronization preamble and the wakeup 
address.  

8 symbols = 16 bits00001111

preamble wakeup address

8 symbols = 16 bits00001111

preamble wakeup address

 

Fig. 2.2 Basic structure of beacon packet 

The synchronization is necessary because the starting time of each symbol has to be 
determined in order to make right decisions. The synchronization preamble is 
composed of 8-bit. It can be seen that the presence of ‘1’ causes more power while 
one can benefit from the accumulated energy peak of continuous ‘1’s. To achieve a 
balance, the pattern of the preamble is fixed as “11110000” for any packet.  

The wakeup address is a Manchester encoded signal, which is a common digital 
modulation scheme to enhance robustness. For every sensor node in the network, an 
8-symbol-long local address is assigned to it. If the wakeup address in the beacon 
packet matches the local address, a trigger signal will be given and the main radio 
switches from the sleep mode to the active mode. The local address in each sensor 
node is unique in the network, which means, a beacon packet being transmitted will 
only wakeup one radio at a time.  

2.2 Matched filter 
Raised cosine filter is chosen to reduce the inter-symbol interference (ISI) in the 
signal sequence. In this design, the finite impulse response (FIR) filter is referred, 
because of its stability and simplicity in realization. 

The raised cosine filter is such a widely used low-pass filter that produces time 
domain ripples that cross through zero at the midpoint of adjacent pulses [23] (see Fig. 
2.3). Its frequency response is given by [23] 

 ( ) ( )2

,                                    0

cos ,      
4

0                                    

c

c
H c d

d

τ ω

τ ω
ω τ ω

α

ω

≤ ≤⎧
⎪

⎧ ⎫−⎡ ⎤⎪ ⎪ ⎪= ≤ ≤⎨ ⎨ ⎬⎢ ⎥
⎪ ⎪⎣ ⎦⎪ ⎩ ⎭

⎪ >⎩ ，

 (2.1) 

where ω is radian frequency, τ is the pulse period (τ = T0 = 1 / f0), α is the roll off 
factor, c is equal to π (1 - α) / τ, and d is equal to π (1 + α) / τ. 

The impulse response of the raised cosine filter is given by [23] 
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 (2.2) 

 

Fig. 2.3 Consecutive raised-cosine impulses [24] 

As we can see from Fig. 2.4 and Fig. 2.5, the pulse shaping limits the bandwidth in 
frequency domain, whereas it increases the ISI between pulses in time domain. The 
choice of the roll-off factor α is a trade-off between the bandwidth and ripple decay 
rate. Since the pulse is possibly not sampled exactly at the midpoint, α =1 is applied to 
reduce the interference from adjacent pulses.  

 

Fig. 2.4 The raised cosine frequency domain response [23] 
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Fig. 2.5 The raised cosine time domain response [23] 

The raised cosine filter can be divided into two identical root-raised-cosine (RRC) 
filters, whose product of frequency response yields the desired raised cosine response 
[23]. The filters are applied in the transmitter HT(ω) and receiver HR(ω) as the pulse 
shaping filter and matched filter respectively. The cooperation of two RRC filters 
reduces the bandwidth and ISI of signals at the same time.  

 ( ) ( ) ( )T RH H Hω ω ω＝ ＝  (2.3) 

The frequency response of the RRC filter is given by [23] 

 ( ) ( ) ( )
,                                0

cos ,    
4

0,                                   

T R

c

c
H H c d

d

τ ω

τ ω
ω ω τ ω

α

ω

⎧ ≤ ≤
⎪

⎧ ⎫−⎡ ⎤⎪ ⎪ ⎪= ≤ ≤⎨ ⎨ ⎬⎢ ⎥
⎪ ⎪⎣ ⎦⎪ ⎩ ⎭

⎪ >⎩

＝  (2.4) 

The structure of a matched filter is as follows: 
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∑ output

input

Filter Coefficients

Delay Line

∑ output

input

Filter Coefficients

Delay Line

 

Fig. 2.6 Structure of matched filter 

The Matlab code in Fig. 2.7 is used to generate the reference coefficients of a root-
raised-cosine filter with a filter order 24. The result is illustrated in Table 2.1 and Fig. 
2.8. Rcosine is a function in the Matlab Communications Toolbox. The shape of the 
impulse response is determined by the nsamp (number of samples) and rolloff factor. 
The filter order only influences the expansion of the impulse response. Larger order 
leads to longer ripple in the side lobes. 

nsamp = 4; 
filtorder = 24; 
delay = filtorder / (nsamp * 2); 
rolloff = 1; 
rrcfilter = rcosine (1,nsamp, ‘fir/sqrt’, 
rolloff, delay); 

Fig. 2.7 Matlab script to generate reference filter coefficients 

The number of taps in a filter is equal to the filter order plus one. The principle on 
filter order selection is minimizing the number of taps under certain filtering 
requirements. In the above Matlab script, delay is the number of samples between the 
filter’s initial response and its peak response, so it must be an integer. Therefore we 
can see the minimum filter order applicable is 8. Then the filter coefficients are 
referred to the values of tap9 – tap17 in Table 2.1. 

Table 2.1 Reference filter coefficients 

 tap 1 tap 2 tap 3 tap 4 tap 5 
decimal -0.0045 0.0000 0.0064 0.0000 -0.0101 

 tap 6 tap 7 tap 8 tap 9 tap 10 
decimal 0.0000 0.0182 -0.0000 -0.0424 0.0000 

 tap 11 tap 12 tap 13 tap 14 tap 15 
decimal 0.2122 0.5 0.6366 0.5 0.2122 

 tap 16 tap 17 tap 18 tap 19 tap 20 
decimal 0.0000 -0.0424 -0.0000 0.0182 0.0000 

 tap 21 tap 22 tap 23 tap 24 tap 25 
decimal -0.0101 0.0000 0.0064 0.0000 -0.0045 
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Fig. 2.8 Reference filter coefficients 

When we compare the values in Table 2.1 and the shape in Fig. 2.8, we can see the 
large values happen at the middle range of the impulse response, which is also named 
as main lobe. The largest value (tap 9 or tap 17 in Table 2.1) in side lobes is 
approximately 5 times less than the smallest coefficient (tap 11 or tap 15 in Table 2.1) 
in main lobe. Therefore we try to keep these 5 coefficients in the main lobe (tap 11 - 
tap 15 in Table 2.1) to construct a simplified RRC filter with only 5 taps. We have the 
following coefficient values as in Table 2.2.  

Table 2.2 Simplified filter coefficients 

 tap 1 tap 2 tap 3 tap 4 tap 5 
decimal 0.2122 0.5 0.6366 0.5 0.2122 

The performance of the simplified coefficients in the frequency domain is also 
illustrated in Matlab. Since pulse shaping is an action in time domain, so the raised 
cosine filter is a time domain filter, the frequency response is of little concern [25]. 
When α =1 is applied, the expected cutoff frequency that can be seen from Fig. 2.4 is 
f0 = 1/T0 = 200 kHz. As shown in Fig. 2.9 and Fig. 2.10, the requirement of cutoff 
frequency is satisfied, and stop-band attenuation (-30dB) is acceptable if the 
simplified coefficients are chosen. Compared to the filters of order 24 and order 8, the 
frequency performance of the simplified filter is not deteriorated beyond the filtering 
requirements. The advantage is that the minimized hardware is gained to save 
computational power. 
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Fig. 2.9 Frequency response with different filter coefficients   
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Fig. 2.10 Frequency response in logarithm with different filter coefficients 

clk8x

rst

data_in

clk2x
data_out1

MF data_out2
data_out3
data_out4

clk8x

rst

data_in

clk2x
data_out1

MF data_out2
data_out3
data_out4

 

Fig. 2.11 Block diagram of the matched filter 

The filter is an always on component which interprets the input data. The working 
clock (clk8x) frequency is 800 kHz. With each rising edge of the clock, the input data 
(data_in) is shifted in and multiplied with the coefficients of the filter at each tap. The 
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sum of products is split into four groups (see Section 3.3) and carried out parallel as 
filtering outputs (data_out1,2,3,4). The clock is also four times slowed down, 
producing a 200 kHz clock (clk2x). 

2.3 Synchronizer 
Without the synchronization block, the wakeup receiver can not distinguish the 
existence of payload from the whole beacon sequence. Because of this feature, the 
synchronizer is located in front of both the decoder and correlator. 

The synchronizer only deals with the first part of beacon, i.e., the amplitude 
estimation sequence and the synchronization preamble, among which the amplitude 
estimation sequence is not mentioned in Fig. 2.2. The amplitude estimation is used for 
signal decision and will be discussed in details in Section 2.5. 

The principle of the synchronizer is similar to that of the correlator, where the 
synchronization preamble (data_in) is compared with the local one to get a distance 
between them. If the distance of a synchronization preamble and the predefined 
preamble “11110000” is within a small range, it indicates that the preamble is 
detected. A threshold (p_threshold) is applied to decide whether the distance is close 
enough to confirm the detection.  

clk2x

rst

data_in

enable

data_out

Sync

p_threshold

Average ’1’clk2x

rst

data_in

enable

data_out

Sync

p_threshold

Average ’1’

 

Fig. 2.12 Block diagram of the synchronizer 

The synchronizer works at a 4-time slower clock (clk2x) derived from the external one 
(clk8x). When the circuit is synchronized with the beacon packet, the payload 
(data_out), the output of amplitude estimation (Average ‘1’, see Subsection 2.5.3) and 
enable signal (enable) are sent to the next block. 

2.4 Manchester decoder 
The wakeup address sequence received is a Manchester encoded signal. Manchester 
code is a digital modulation code in data transmission systems. Each symbol has a 
constant bit period where one transition exists at the midpoint of each bit. Bit ‘1’ is 
expressed by a high-to-low transition, bit ‘0’ by low-to-high transition (according to 
Thomas convention) [26].  The encoding scheme is illustrated in Fig. 2.13. 
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Fig. 2.13 Example of Manchester encoding scheme showing Thomas 
convention 

From Table 2.3, we can see Manchester code as to Thomas convention is the result of 
the exclusive NOR logic of the clock and data. 

Table 2.3 Decoding rule as per Thomas convention 

Manchester code clock original data 
1 1 1 
0 0 1 
0 1 0 
1 0 0 

Manchester code has the following advantages over the non-return-to-zero (NRZ) 
code [26] : 

• The coded signal can be self-synchronized, since a clock period is twice as the 
minimum period between two transitions in Manchester code. 

• There is no DC component in Manchester code so the attenuation by AC 
coupling can be avoided. 

• Manchester code is robustness since an error bit without transition at the 
midpoint can be detected easily. 

It also has two minor disadvantages: Manchester code requires twice as much 
bandwidth as the NRZ code. In addition, it needs complex decoding circuitry if the 
clock is unknown [26], but it is not a problem in this design provided the clock signal 
is presented.  

rst

data_in
data_out

Decoder
enable

clk2x clk1x
rst

data_in
data_out

Decoder
enable

clk2x clk1x

 

Fig. 2.14 Block diagram of the Manchester decoder 

The block diagram of the Manchester decoder is shown in Fig. 2.14. It carries the first 
half of each input symbol (data_in) to the output (data_out) if the block is enabled 
(enable). In the future design, the second half of symbol can be put to use. For 



                                                                                                                    

 18

example, the two parts are compared to decide the original data, and meanwhile the 
error bits without transitions at the midpoint can be detected. 

A slower clock (clk1x) is derived from clk2x at the same time of enabling. The output 
is presented with every rising edge of clk1x. 

2.5 Correlator and amplitude estimation 

2.5.1 Soft-bit representation 
Before the soft-bit correlator is introduced, we would like to explain the hard bit and 
soft bit representation first. 

As we all know, bit ‘1’ is assigned to high voltage (V ≥ 
1
2 VDD) in digital circuits, and 

‘0’ indicates low voltage (V < 
1
2 VDD). However, besides describing voltage amplitude 

in one bit, we can reorganize the amplitude into 2n small intervals by using n bits as in 
Fig. 2.15. The description in one bit is defined as hard bit and in multiple bits is called 
soft bit representation. For a Gaussian channel with additive white noise (AWGN), 
the additional information provided by the soft bits in most instances can provide 
about 2 dB of additional coding gain [27]. 
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Fig. 2.15 Example of hard bit and soft bit (n =2) representation 

As in Fig. 2.16 the ADC provides a 4-bit output to describe the amplitude of the data 
in soft bit representation. After the matched filter, the data length is extended to 11 
bits due to the fact that multiplication has taken place. In order to reduce the number 
of bits to save power, three least significant bits (LSBs) are truncated and the most 
significant eight bits are retained. For the rest of the blocks, the data width remains as 
8-bit, except at the output of correlator. The correlation result is the sum of eight 8-bit 
addends, so it is expended to 11 bits.  

Synchron
ization Correlator >Th?8 bits 8 bits8 bits4 bits Matched

Filter
Manchester
Decoder 

11 bitsSynchron
ization Correlator >Th?8 bits 8 bits8 bits4 bits Matched

Filter
Manchester
Decoder 

11 bits

 

Fig. 2.16 Block diagram of DBB subsystem with data width 

2.5.2 Soft-bit correlation 
The correlation, which is used to measure the similarity between two different signals 
quantitatively. It is obvious that the larger correlation indicates closer distance 
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between two signals. For hard bits ‘0’ and ‘1’, the correlation is 0, coming from 0⊙1 
= 0. The operator symbol ‘⊙’ stands for exclusive NOR logic. For ‘1’ and ‘1’, 1⊙1 = 
1 is obtained, which is to say the correlation value is 1. If we define ith hard bit 
correlation as Chard,i then we have  

 hard,i i iC a b= :  (2.5) 

Now we come to the correlation of two sequences in hard-bit a7a6a5a4a3a2a1a0 and 
b7b6b5b4b3b2b1b0.  The correlation Chard is the accumulation of the correlations of all 
single bits. 

 
7 7

0 0
hard hard,i i i

i i
C C a b

= =

= =∑ ∑ :  (2.6) 

For example, the correlation of sequences “11101100” and “11001100” is 7, as they 
are very similar. Sequences “00000001” and “11111111” are not so close to each 
other and their correlation is as low as 1. 

Here, the soft-bit representation is utilized. Every hard bit ai is replaced by 8 soft bits 
ai,7ai,6ai,5ai,4ai,3ai,2ai,1ai,0 ( n = 8 ). There are 28 = 256 voltage intervals describing the 
exact amplitudes of ai. To calculate the correlation between the signal ai,7…ai,1ai,0 and 
the maximum (“11111111”) or minimum (“00000000”) voltage level, Fig. 2.17 is 
illustrated.  

0,1,7, iii aaa …

isim
isim

0,1,7, iii aaa …

11111111

00000000

0,1,7, iii aaa …

isim
isim

0,1,7, iii aaa …

11111111

00000000  

Fig. 2.17 Examples of soft-bit similarity 

Fig. 2.17 proves that distance between input ai,7…ai,1ai,0 the opposite level of the 
maximum or minimum voltage level can be used to describe the similarity 
relationship. For instance the greater distance between ai,7…ai,1ai,0 and “00000000”, 
indicates the closer it to “11111111”. In order to calculate the distance, subtraction is 
applied. Therefore we have the equations for soft-bit similarity: 

 ,7 ,1 ,0 00000000i i i isim a a a= −…  (2.7) 

or 

 ,7 ,1 ,011111111i i i isim a a a= − …  (2.8) 

In this way, the correlation of soft-bit sequence is the accumulation of all these 
similarity values, where high similarities in all 8 bits lead to high correlation result.  
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Fig. 2.18 Block diagram of correlator 

Fig. 2.18 is the diagram of correlator in the design. In every clock period (clk1x), 
data_in enter this block. By comparing to the local address, a similarity value is 
obtained. After eight clock periods, eight similarity values are accumulated. Hereafter 
data_out is produced. If data_out>c_threshold, a trigger signal will be generated at 
the output of the subsystem to wake up the main radio.  

2.5.3 Amplitude estimation 
From the previous subsection we know that in the synchronizer and correlator, the 
distance between the signal ai,7…ai,1ai,0 and the opposite level of the maximum or 
minimum signal level can be used to describe the similarity relationship. Here we 
define Si at the receiver end is corresponding to ai at the transmitter end. Si is in soft-
bit representation, where Si =si,7 si,6 si,5 si,4 si,3 si,2si,1 si,0. bi is the address bit at the 
corresponding position. 

A/D
Pulse
shaping channel A/D Matched

filteria ,7 ,1 ,0 ( )i i i is s s S…A/D
Pulse
shaping channel A/D Matched

filteria ,7 ,1 ,0 ( )i i i is s s S…
 

Fig. 2.19 Relationship between ai at transmitter and Si at receiver 

As shown in Fig. 2.20, the maximum level is replaced with an actual level 
hi,7hi,6hi,5hi,4hi,3hi,2hi,1hi,0 which is referred to the high voltage, and the minimum level 
is replaced with li,7li,6li,5li,4li,3li,2li,1li,0 representing the low voltage level. 

(a) (b)1=ib 0=ib

,7 ,1 ,0i i ih h h…
,7 ,1 ,0i i is s s…

isim

,7 ,1 ,0i i il l l…

isim

,7 ,1 ,0i i is s s…

(a) (b)1=ib 0=ib

,7 ,1 ,0i i ih h h…
,7 ,1 ,0i i is s s…

isim

,7 ,1 ,0i i il l l…

isim

,7 ,1 ,0i i is s s…

 

Fig. 2.20 Similarity between two soft-bit values 

Consequently, we have 
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 ,7 ,1 ,0 ,7 ,1 ,0     when 1i i i i i i i isim s s s l l l b= − =… …  (2.10) 

 7 1 0 7 1 0      when 0i i, i, i, i, i, i, isim h h h - s s s b= =… …  (2.11) 

Therefore we come up with a question: what is the optimal value of hi,7…hi,1hi,0 and 
li,7…li,1li,0? For instance, is hi,7…hi,1hi,0 = 11111111 and li,7…li,1li,0 = 00000000 a 
tenable assumption? 

Obviously hi,7…hi,1hi,0 and li,7…li,1li,0 are not independent of the data received by the 
subsystem. The amplitude of hi,7…hi,1hi,0 should be fixed to the voltage level of 
corresponding signal 

1i
i a

S
=

 as close as possible. Similarly, li,7…li,1li,0 need to be close 

to 
0i

i a
S

=
.  

We can now look into the output of the matched filter and find out that amplitude of 

0i
i a

S
=

 is slightly more than “0…00”, while 
1i

i a
S

=
 is much less than “1…11”. To 

explain this, the noisy wireless channel is taken into account. Another reason is that, 
in the envelop detector, the squares of data are extracted. The square of a positive 
number between 0 and 1 is closer to 0, but further from 1. Hence “11111111” is not a 
reliable representation for hi,7…hi,1hi,0.  
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Fig. 2.21 Quantitative relationship between ai at transmitter and Si at receiver 

In order to estimate the amplitude of Si at the receiver end, the amplitude estimation is 
necessary. A fixed sequence “10101010” is transmitted as the first part of the beacon 
packet.  

8 symbols=16 bits0000111101010101

preamble

Amplitude 

estimation wakeup address

8 symbols=16 bits0000111101010101

preamble

Amplitude 

estimation wakeup address

 

Fig. 2.22 Beacon packet with additional amplitude estimation sequence 

As a result, 

A/D
“10101010”

Pulse
shaping channel A/D Matched

filter
=017 aaa …

017 SSS …A/D
“10101010”

Pulse
shaping channel A/D Matched

filter
=017 aaa …

017 SSS …
 

Fig. 2.23 Relationship between a7…a1 a0 at transmitter and S7…S1S0 at receiver 

From S7…S1S0 at the receiver, the following amplitudes can be known:  
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 7 1 0( )1Average ' '
2 8

S S S+ + +
=

"  (2.12) 
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 (2.13) 

 
7 1 0

7 5 3 1

Average  '1'

                  
4

i, i, i,h h h
S S S S

=
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=

…
 (2.14) 

where 1Average ' '
2

 is the average value of all Si, Average '0'  is the average value of 

0i
i a

S
=

, Average '1'  is the average value of 
1i

i a
S

=
. Average '0'  and Average '1'  are the 

signal level li,7…li,1li,0 and hi,7…hi,1hi,0 required in the correlation. However, 
Average '0'  and Average '1'  can not be obtained directly in the realization because the 

amplitude estimation is an operation before synchronization.  So 1Average ' '
2

 is used 

in calculation. 

We assume  

 ,7 ,1 ,0Average '0' 00000000i i il l l= ≈…  (2.15) 

Therefore from (2.12)-(2.15), 

 

7 1 0( )12 Average ' '
2 4

                        Average '0' Average '1'
                         Average '1'

S S S+ + +
× =

= +
≈

"

 (2.16) 

which means 12 Average ' '
2

×  can be used to approximately represent Average '1' . 

It can be rewritten as 

 7 1 0
7 1 0

( )Average  '1'
4i, i, i,

S S Sh h h + + +
= ≈

"…  (2.17) 

An example is given in Fig. 2.24 to show the amplitudes of Si and these signals. The 
set of Si is provided by Matlab. The average values are obtained from Equations (2.12)
-(2.14), (2.16). The horizontal axis is the order of Si, and the vertical axis shows the 
decimal representation of the amplitude of Si. From Fig. 2.24, the assumption in (2.15) 
and the deduction in (2.17) are illustrated. 
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Fig. 2.24 An example of S7…S1S0 with SNR =12 

Equations (2.15) and (2.17) form the principle of the amplitude estimation. So 
Equations (2.10) and (2.11) turn out to be 
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The result is to be substituted in (2.9). The correlation equation and amplitude 
estimation is used in the synchronizer and correlator. 

In Fig. 2.25 it is the block diagram with the amplitude estimation.   
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Fig. 2.25 Block diagram of DBB subsystem with amplitude estimation 

It is obvious that the channel condition influences the amplitude of Si, and further 
influences the correlation results. It is easy to understand that a static threshold can 
not satisfy different channel situations to get an always right decision. So we calculate 
the thresholds on the fly, as  

 _ Average '1'p threshold TC= ×  (2.20) 
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 _ Average '1'c threshold TC= ×   (2.21) 

where TC is the threshold coefficient for the synchronizer and correlator. The value 
selection of TC is discussed in next subsection. 

2.5.4 Simulations on threshold coefficients 
In order to find out which value TC most probably belongs to, we tried different input 
packets with right and wrong preambles respectively. Notice that the right preamble is 
“11110000”.  

clk2x is the clock signal whose frequency is 200 kHz. f_out3 is the output of the 
matched filter, i.e., the input signal of the synchronizer. p_average stands for Average 
‘1’ in Equation (2.17). p_thres is the threshold calculated on the fly via Equation 
(2.20). The rising edge of p_enable indicates the synchronization is done. p_out is the 
output port to transport the rest of the packet to the next block after synchronization. 
All numbers are expressed in hexadecimal.  

 

Fig. 2.26 Preamble is “11110000”, TC =6 

 

Fig. 2.27 Preamble is “11110100”, TC =6 

From Fig. 2.26 and Fig. 2.27, we can see the block is synchronized at a right preamble, 
as well as a one-bit-wrong preamble when TC = 6. It indicates that the chosen 
threshold is too small. 

 

Fig. 2.28 Preamble is “11110000”, TC =7 
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Fig. 2.29 Preamble is “11110100”, TC =7 

 

Fig. 2.30 Preamble is “11110010”, TC =7 

 

Fig. 2.31 Preamble is “11100000”, TC =7 

Judging from Fig. 2.28-Fig. 2.31, TC =7 is a suitable value since the synchronization 
only happens when the correct preamble is provided. All the possible one-bit-wrong 
preambles are verified. However, for the sake of brevity, not all simulation results are 
provided here. Nevertheless, it is easy to understand that, for any preambles with 
more than one wrong bit, the block won’t be synchronized.  

 

Fig. 2.32 Preamble is “11110000”, TC =8 

For TC =8, the detection is missed when the correct preamble is sent. Hence it is not a 
suitable value for TC. Eventually TC =7 is chosen.  

 _ 7 Average '1'p threshold = ×  (2.22) 

For the same reason, we choose 

 _ 7 Average '1'c threshold = ×  (2.23) 



                                                                                                                    

 26

2.6 Summary  
In this chapter, the fundamental implementation and blocks are discussed.  There are 
four main blocks, the matched filter, synchronizer, Manchester decoder and correlator. 
They work together to optimize, synchronize and decode the received packet, and 
finally obtain a trigger to the main radio when the packet is targeted to this sensor 
node. The clock frequency is divided step by step in the chain to reduce the power 
consumption. The necessity of the amplitude estimation is discussed. The equations of 
the softbit correlation and threshold coefficient have been deduced. The linear 
relationship between the thresholds and amplitude estimation is determined by trial 
and error.  
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Other implementation details             3 

The previous chapter provides an overview of implementation. In this chapter, some 
details are explained, together with design choices which improve robustness and 
power efficiency of the subsystem. 

SPI is introduced for testing purpose in Section 3.1. In the matched filter, canonical 
signed digit (CSD) is utilized to reduce the non-zero digit in the tap coefficients. 
Section 3.2 explains why and how to apply the CSD algorithm in the coefficient 
computation. Section 3.3 indicates why the filtered data needs to be downsampled and 
split into four groups. In Section 3.4, the application of clock gating is analyzed. 
Section 3.5 explains how multiple threshold voltage libraries optimize the leakage 
power. In Section 3.6, the link information extraction is explained. The whole chapter 
is summarized in Section 3.7. 

3.1 Cooperation with SPI 
The Serial Peripheral Interface (SPI) Bus is an industry-standard digital interface to 
write to or read from the internal registers in the design. The detailed description of 
the SPI circuit we used can be found in the IMEC TN [28]. 

In order to increase the flexibility and shorten the implementation period, some 
parameters need to be read out and overwritten during the testing to obtain the best 
performance. So the SPI is used as the supplementary equipment in measurement. 

A simplified SPI block diagram is shown in Fig. 3.1, with external I/O pins and the 
internal interface. The major function of the SPI in the digital baseband subsystem is 
to write to the internal registers Po_Reg1-5 and to read from the internal registers 
Pi_Reg16-19 as shown in Table 3.1. The internal registers Po_Reg1-5 and Pi_Reg16-
19 are used to connect to the internal register in the digital baseband subsystem 
through internal connections shown in Table 3.1.  
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Fig. 3.1 Block diagram of SPI [29] 

Table 3.1 Connections between SPI and DBB 

  SPI DBB (mode =1) 
Po_Reg1 address 
Po_Reg2 p_threshold (high) 
Po_Reg3 p_threshold (low) 
Po_Reg4 c_threshold (high) 
Po_Reg5 c_threshold (low) 
Po_Reg6 control bits (for testing) 

DBB SPI 
mode=0 mode=1 

Pi_Reg16 Average ‘1’_1 link_info (high) 
Pi_Reg17 Average ‘1’_2 link_info (low) 
Pi_Reg18 Average ‘1’_3 
Pi_Reg19 Average ‘1’_4 

Po_Reg6 (7 downto 0) is used for control bits describing the communication details 
between SPI and DBB. The predefined values of Po_Reg6 are shown in Table 3.2. 

Table 3.2 Definitions of control bits written in Po_Reg6 

Po_Reg6(0)=0   load local address to DBB block 
Po_Reg6(0)=1   overwrite new address via SPI 
Po_Reg6(1)=0   thresholds are determined by Equation (2.22) and (2.23) 
Po_Reg6(1)=1   overwrite the thresholds via SPI 
Po_Reg6(2)=0   read amplitude estimation via SPI 
Po_Reg6(2)=1   read link information via SPI 

There is an external pin mode. If mode =1, local address and thresholds (p_threshold 
and c_threshold) can be set by SPI separately, otherwise the thresholds are set by 
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Equation (2.22) and (2.23), and the default local address which is randomly chosen as 
“00101110” is applied. The read out results of Average ‘1’ or the link information (see 
Section 4.6) are stored in Pi_Reg16-19. 

In conclusion, the top level cell diagram of the digital baseband subsystem is shown in 
Fig. 3.2. The pins displaying in italic on the top and right side are internal connections 
with SPI. 

DBB
data in

clk
rst

wake up

mode (SPI/normal)

address
p_thres
hold

c_thres
hold control bits

4
8
8
8
8

8 811 11

Average ‘1’_1/link_info(high)
Average ‘1’_2/link_info(low)
Average ‘1’_3
Average ‘1’_4

DBB
data in

clk
rst

wake up

mode (SPI/normal)

address
p_thres
hold

c_thres
hold control bits

4
8
8
8
8

8 811 11

Average ‘1’_1/link_info(high)
Average ‘1’_2/link_info(low)
Average ‘1’_3
Average ‘1’_4

 

Fig. 3.2 Top level cell diagram of DBB subsystem 

3.2 CSD coefficients in filter 
Canonical signed digit (CSD) number representation indicates a method to describe 
signed digit numbers without containing adjacent nonzero digits. We will show an 
algorithm that can minimize the number of nonzero digits compared to the 2’s 
complement representation for the same value. In this way the complexity of the 
hardware implementation of a FIR digital filter is reduced since less nonzero digits 
require less addition operations. In [30] it is proven that multiplication of a single k-bit 
multiplicand by n k-bit multipliers can be performed using 0.306nk additions for CSD 
numbers, while the binary case requires 0.375nk additions. The power consumption is 
reduced by using CSD representation as the filter tap coefficients. 

To encode 2’s complement number into CSD number, a digit set { 1 , 0, 1} is used. 
1 stands for value ‘-1’. For a 3-bit number, 3 is equal to 110  and -2 is equal to 010  
in CSD as opposed to their 011 and 110 2’s complement representation. Since the 

adjacent CSD digits are never both nonzero, there are at most ⎥⎦
⎥

⎢⎣
⎢
2
n nonzero digits for 

an n-bit number [31].  

CSD encoding is to analyze pairs of adjacent digits of the 2’s complement number 
from the LSB (least significant bit) 0x to the extended MSB (most significant bit) *

nx . 
According to [31] if the number is negative, *

nx  is 1, otherwise it is 0. Table 3.3 and 
Fig. 3.3 show the conversion rules from 2’s complement number X to CSD number C, 
where 0123321

* xxxxxxxxX nnnn …−−−= and 0123321 cccccccC nnn …−−−= .  
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Table 3.3 Look-up table of CSD conversion [31] 

carry-in xi+1 xi carry-out ci 
0 0 0 0 0 
0 0 1 0 1 
0 1 0 0 0 
0 1 1 1 1  
1 0 0 0 1 
1 0 1 1 0 
1 1 0 1 1  
1 1 1 1 0 

Start

End

i = i + 1

i < n ?

ci = 0 
carry = 0

ci = 1 
carry = 0

ci = -1 
carry = 1

ci = 0 
carry = 1

carry = 0 ?

xi+1xi xi+1xi

i = 0  
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No
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Fig. 3.3 Conversion flow of 2’s complement to CSD [31] 

Matlab has been used to do the conversion. Resulting tap coefficients of the matched 
filter are shown below in Table 3.4. As discussed in the previous chapter the matched 
filter originally had 25 taps, some of which came out to be relatively small and can be 
ignored. As a consequence the number of taps is reduced to 5. Notice that the 
coefficients are symmetric. 

 



                                                                                                                   

 31

Table 3.4 Conversion with coefficients 

 tap 1 tap 2 tap 3 tap 4 tap 5 
decimal 0.2122 0.5 0.6366 0.5 0.2122 

CSD 011010  100000 101000 100000 011010  
In order to evaluate the CSD coefficients, we compared it with a set of reference 
coefficients, which represents a high accuracy filter with the order of 32. The result of 
cross-correlation is depicted in Fig. 3.4. The horizontal axis presents time normalized 
to symbol period.  

 

Fig. 3.4 Comparison of CSD and high accuracy coefficients 

According to the IEEE 802.15.4a standard [32], the requirement for the coefficients is 
that it should have “a magnitude of the cross-correlation function whose main lobe is 
greater or equal to 0.8 for a duration of at least T0 / 4, and any side lobe shall not be  
larger than 0.3”.  This criterion is also suitable for narrowband communication [33]. 
Fig. 3.4 shows that the CSD coefficients meet this requirement. 

3.3 Quadruple signal processing 
In Section 2.1 and 2.2, it is mentioned that the data is four times downsampled in the 
matched filter. In the realization the data is split into four groups, instead of sampling 
only one output out of four. The reason of doing this is explained as follows. 

Fig. 3.5 shows the Matlab simulated output of the matched filter before 
downsampling. The original signals are “11110000 10101010 10101001 10011001”. 
Each symbol is sampled 4 times so that the output contains four times as many as 
signals. The vertical axis describes the decimal amplitude of the 8-binary-bit output. 
The horizontal axis labels the outputs in the chronological order.  
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Fig. 3.5 Output data of filter with four different colors indicating four groups 

It can be seen from the figure above that the filter outputs are divided into four groups 
with different markers. Any group can be seen as a set of four times downsampled 
result. The Group A describes the sequence “11110000 10101010 10101001 
10011001” with the best performance, while the Group C has the poorest performance 
of recovering the correct data.  

The problem at present is how to select the data of Group A and avoid sending the 
Group C to the next block. However, it is not possible to distinguish the Group A 
from the whole filtering output. Our solution is to keep all the four groups and process 
them separately. 

Matched 
Filter

Synchro
nizer

Manchester 
Decoder

Correlator >Th?

Synchro
nizer

Manchester 
Decoder

Correlator

Synchro
nizer

Manchester 
Decoder

Correlator >Th?

Synchro
nizer

Manchester 
Decoder

Correlator >Th?

>Th?

Matched 
Filter

Synchro
nizer

Manchester 
Decoder

Correlator >Th?

Synchro
nizer

Manchester 
Decoder

Correlator

Synchro
nizer

Manchester 
Decoder

Correlator >Th?

Synchro
nizer

Manchester 
Decoder

Correlator >Th?

>Th?
 

Fig. 3.6 Block diagram of DBB subsystem splitting into four groups 

The data of Group A should have the biggest correlation result if the beacon packet is 
targeted to this sensor node. We assume the trigger signal is produced when any one 
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of the four correlation results is larger than the threshold. Therefore we won’t miss the 
Group A. 

The implementation of the four signal processing chains increases the robustness 
significantly, and the power consumption is still within the budget.  

3.4 Clock gating 
Clock gating is one of the conventional energy saving methodologies used in 
synchronous circuits on the synthesis level. The clock results in two major parts of 
power consumption [34]: (1) power consumed by flip-flops (FFs); and (2) power 
consumed by the clock buffer tree.  It is a good idea to partially suspend the clock 
when there is no need to change the output. When the clock is disabled, the dynamic 
power becomes zero and only leakage current exists, while the original functionality 
of the circuit is still maintained.  

It is a two-step process for RTL clock gating [35]. Firstly, the enable terms are 
identified. The clocks to all the FFs and logic circuit sharing the same enable terms 
will be gated. The second step is to insert the clock gating cells into the clock tree 
using the enable logic. It is accomplished by RTL synthesis tools. There are two 
possible ways to implement clock gating [34]: the latch-free clock gating and the 
latch-based clock gating. 

The latch-free clock gating uses simply a single AND or OR gate. Here we take the 
AND gate as an example, when the enable signal (EN) is ‘0’, the gated result is 
always ‘0’. If EN=‘1’, the gate appears transparent to the clock signal.       

                          

En

Clk
Gated ClockEn

Clk
Gated Clock

 

Fig. 3.7 Latch-free clock gating 

Some glitches will be produced if the transition is asynchronous. So the latch-free 
clock gating is inappropriate for single-clock flip-flop based design. 
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Clock
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Fig. 3.8 Glitches due to mismatch between En and Clock 



                                                                                                                   

 34

A level-sensitive latch is added to hold the enable signal from the rising edge of the 
clock. Hence the output signal is synchronized with the clock, and the glitches are 
avoided in the gated clock.  
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Fig. 3.9 Latch-based clock gating 
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Fig. 3.10 The glitches are eliminated by the latch 

There is little designer involvement in the RTL level required for the clock gating. In 
synthesis phase the certain clock gating cells will be inserted automatically by EDA 
tools. Due to the cascade structure and discontinuous operation schedule in the 
subsystem, benefit can be obtained from the clock gating. Moreover, the area and 
timing constrains are relaxed in our design. Consequently, the impact on area and 
timing can be ignored and the latch-based clock gating is applied. 

3.5 Multiple VT optimization 
Multiple threshold voltage libraries are used to optimize the leakage power without 
compromising the timing performance. 

 /T tmV nV
leakage DDP V e−∝  (3.1) 

where VDD is the supply voltage, VT stands for the threshold voltage, n is the 
subthreshold swing coefficient, thermal voltage Vtm = kT / q, k is Boltzmann constant, 
T is absolute temperature, q is the magnitude of the electrical charge on the electron 
[36]. As we can see from Equation (3.1), the larger the VT  is, the smaller the leakage.  

There are three types of transistors with different thresholds available in our library: 
regular VT, high VT and low VT. The high threshold transistor is slower but leaks less, 
and can be used in non-critical circuits to reduce the static power. And the low 
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threshold standard cells, which consist of transistors with high speed and relatively 
large leak current, are used in critical paths. Since the priority of this design is power 
saving and the timing requirement is relaxed, the high VT is chosen. In addition, due to 
the constraint of the digital design flow, the regular VT is also chosen.  

3.6 Link information extraction 
After the wake up trigger is produced, the system can be used for extracting other 
useful information from beacon packet as well. For instance, the information on 
channel selection or device selection can be carried into the packet. This kind of 
information helps to configure the main radio properly at the beginning stage after it 
is woken up.   

For this purpose, the packet has to be extended as follows. Firstly, a flag bit is added, 
in which ‘1’ indicates that a valid link information sequence is contained. If the flag 
bit is ‘0’, no additional information is included. After the flag bit of ‘1’, we assume a 
10-symbol sequence describing some link parameters is given. Together with the 
wakeup address, this extra sequence is Manchester encoded. 

preamble
Amplitude 
estimation wakeup address

8 symbols=16 bits 10 symbols=20 bits1

link informationflag

1 0 1 0 1 0 1 0 1 1 1 1 0 0 0 0
preamble

Amplitude 
estimation wakeup address

8 symbols=16 bits 10 symbols=20 bits1

link informationflag

1 0 1 0 1 0 1 0 1 1 1 1 0 0 0 0  

Fig. 3.11 Beacon packet with additional flag and link information 

At the transmitter end, the link information (such as channel and device selection) is 
loaded behind the wakeup address sequence in the beacon packet. At the receiver end, 
if the wakeup trigger is produced and the flag bit is ‘1’, then the link information will 
be shifted to a hard decision block to convert the soft bit information Slink,i into hard 
bits Hlink,i. Half of Average ‘1’ is employed during hard decision as in Fig. 3.12. 

ilinkS ,

Average '1' / 2< Average '1' / 2≥

1, =ilinkH0, =ilinkH

ilinkS ,

Average '1' / 2< Average '1' / 2≥

1, =ilinkH0, =ilinkH
 

Fig. 3.12 Behavior description of hard decision block 

After that, the link information in hard bits is provided to external components, such 
as MCU, as shown in Fig. 3.13. 
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Fig. 3.13 Processing flow of link information 

3.7 Summary 
This chapter explains several strategies in order to make the flow provided in chapter 
2 work effectively with ultra-low dynamic and leakage power. The peripheral 
equipment is also shown. 
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Simulation results and analysis          4 

In the previous two chapters, the basic implementations and details of the digital 
baseband subsystem have been explained. The subsystem is implemented in VHDL 
via the “RTL to GDS2 flow” [37] at IMEC-NL. Owing to the time constraints during 
design period, there are two versions of implementations. In the first version (Ver1), 
p_threshold and c_threshold are constant. It is regarded as an intermediate version 
without the amplitude estimation. In the second version (Ver2), the thresholds follow 
the relationship in Equations (2.22) and (2.23). 

The input data is generated by the Matlab script with the parameters shown in Table 
4.1.  

Table 4.1 Parameters for simulating transmitter and channel in Matlab 

sampling rate nsamp =4 Transmitter 
roll-off factor α=1 

Channel Additive White Gaussian Noise, SNR =12 
The simulation results are presented and analyzed in this chapter. In the measurement 
our design is co-working with SPI to increase flexibility, and the testing flow is shown 
in Section 4.1. Section 4.2 and 4.3 provide some simulation data we obtained. Due to 
the low data rate, the timing target is relaxed, so there is no timing issue in our design. 
The chapter is concluded in Section 4.4. 

4.1 Testing flow 
During the cooperation with SPI, the performance of the subsystem can be measured 
based on several address or thresholds conditions. The testing procedure in the 
cooperation between SPI and DBB subsystem is provided as follows.  
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Fig. 4.1 Testing flow with SPI 

4.2 Synthesis results 
The number of gates in our design after the synthesis by RTL-compiler from Cadence 
is shown in Table 4.2.  

Table 4.2 Number of gates after synthesis 

Design Version Sequential Inverter Buffer Logic Total 
Num.  

Ver1 930 363 33 2223 3549 
Ver2(no SPI) 1114 434 33 3684 5265 

Ver2(with SPI) 1379 473 2 4207 6061 

4.3 Power consumption 
The results of post-layout power simulation (worst case) using Cadence ncsim and 
Synopsys PrimeTime are shown in Table 4.3. 

 

 

 



                                                                                                                   

 39

Table 4.3 Post-layout power consumption (1) 

  Switching(μw) Internal(μw) Dynamic(μw) Leakage(μw) Total(μw)
① 1.39 3.34 4.73 1.66 6.39 
② 1.4 3.5 4.9 1.67 6.57 

 
Ver1 

③ 1.19 3.19 4.38 1.66 6.04 
① 2.47 6.38 8.85 2.31 11.16 
② 2.38 6.29 8.67 2.32 10.99 

Ver2 
without 

SPI ③ 2.23 6.13 8.36 2.32 10.68 
① 2.66 6.26 8.92 2.84 11.76 
② 2.43 6.08 8.51 2.83 11.34 

Ver2 
with 
SPI ③ 2.18 5.89 8.07 2.83 10.9 

Simulation condition ①: the circuit is not synchronized (i.e. the decoder and 
correlator are inactive). It shows the power consumption of the subsystem during a 
wrong preamble. 
Simulation condition ②: the simulation time is limited in only one packet period 
(approx. 200 μs). It describes the active power of our design (i.e. all blocks are active). 
Simulation condition ③ : It shows the average power spreading over one packet 
period (approx. 200 μs) plus a short idle period (100 μs). 

We can see from Table 4.2 and Table 4.3 that the amplitude estimation and SPI add 
complexity and power consumption to the design. The power consumptions under 
simulation conditions ① and ② in both Ver1 and Ver2 are close to each other, which 
mean energy consumption doesn’t vary much from unsynchronized state to 
synchronized state. Moreover, as an average measurement value, power consumption 
is slightly less when a longer idle period is applied when we compare results under 
conditions ② and ③. So it is shown that the length of idle period is a trivial factor in 
power. Table 4.3 also indicates that SPI only adds less than 1 μw power to the whole 
design. 

Table 4.4 Post-layout power consumption (2) 

 Dynamic(μw) Leakage(μw) Total(μw) 
Ver2 without clock gating 8.73 2.85 11.58 

Ver2 with clock gating 8.07 2.83 10.9 
Table 4.4 shows the power simulation results with and without clock gating. It proves 
that the dynamic power is reduced dramatically due to clock gating. 

4.4 Summary 
In this chapter, the simulation flow is provided and the simulation results are analyzed. 
Due to the low data rate, the timing target is easily reached, so there is no timing issue. 
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Hardware implementations                      5 

We have proposed two ways to implement the hardware of the digital baseband 
subsystem: field-programmable gate array (FPGA) and application-specific integrated 
circuit (ASIC). In Section 5.1, the FPGA realization is investigated. The design was 
fabricated in TSMC90 technology in February and June 2009 at IMEC-NL. The 
measurement setup and results of the tape-out are shown in Section 5.2. The chapter is 
concluded in Section 5.3.  

5.1 FPGA verification 
FPGAs are highly flexible logic devices, which are programmable by configuration 
files from particular design environment. We used Xilinx XC3S200 Spartan-3 FPGA 
board for a quick verification of our design. Although FPGAs are not optimized for 
certain functionality, they avoid high initial cost, lengthy development cycles, and 
inherent inflexibility of conventional ASICs. In addition, the programmability of 
FPGA permits design upgrades in the field without hardware replacement [38]. The 
design tool installed in PC is Xilinx integration software environment (ISE) 6.2i. 

clk_50M clk8x

mode
data_in

rst
(button)

wake up
(oscilloscope)

subsystem

Spartan-3 FPGA board-

top level

-

clk_50M clk8x

mode
data_in

rst
(button)

wake up
(oscilloscope)

subsystem

Spartan-3 FPGA board-

top level

-

 

Fig. 5.1 Scheme of FPGA implementation 

For simplicity, the subsystem on FPGA was realized without SPI. The top level file 
combines our subsystem and test data as input. The internal clock provided by the 
oscillator has a dedicated frequency 50 MHz. It is divided into the required 800 kHz 
clock. The reset pin (high active) is assigned to a button on the board, which is high 
voltage during pressing. The output signal is connected to an oscilloscope, whose 
waveform is shown in Fig. 5.. It is a trigger signal (0V → 3.3V) corresponding to a 
beacon packet targeting at the node with the local address “00101110”.  
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Fig. 5.2 Wakeup trigger from subsystem on Spartan-3 FPGA 

Table 5.1 presents the device utilization abstracted from the synthesis report. 

Table 5.1 Device utilization summary 

Number of external IOBs 8 out of 173 4% 
Number of LOCed external IOBs 3 out of 8 37% 

Number of RAMB16s 1 out of 12 8% 
Number of slices 1342 out of 1920 69% 

Number of BUFGMUXs 1 out of 8 12% 

5.2 Tape out measurement 
Due to the time constraints during the design period, the subsystem was realized in 
two steps. In the first version, p_threshold and c_threshold are constant. In the second 
version, the thresholds follow the relationship in Equations (2.22) and (2.23). The 
design was taped out twice in February and June 2009 in TSMC90LP technology.  

The February chip, which contains the first version of the digital baseband subsystem, 
was obtained in June. It combines the DBB part, SPI, ring oscillator together with the 
RF circuitry. [39] is the technical note describing the chip layout of the February chip, 
which is given in Fig. 5.3. The die size is 1850 × 1850 μm2, including bond pads. 
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DBB+SPIDBB+SPI

 

Fig. 5.3 Layout view of Feb tape out [39] 

The June chip contains the second version based on the first one. [40] is the technical 
note describing the chip layout of the June chip, as shown in Fig. 5. DBB and SPI are 
placed on an individual power ring. The area figures of this design are presented in 
Table 5.2. 

Table 5.2 Area of June design 

standard-logic area (without power rings) 250 × 250 μm2  
standard-logic area (with power rings)  325 × 325 μm2 

total area with IO-ring (without bond pads) 590 × 790 μm2 
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DBB+SPIDBB+SPI

 

Fig. 5.4 Layout view of June tape out, DBB subsystem is in the lower left ring 
[40] 

In order to measure the power consumption of the chips, the measurement setup is 
demonstrated in Fig. 5. and Fig. 5.. 
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Fig. 5.5 Scheme of measurement system 
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Fig. 5.6 Measurement system in the lab 

The FPGA provides the desired inputs including the data, clock and reset signal to the 
chip which is clamped to the PCB. These inputs are controlled by an enable button 
(low voltage active) on the FPGA. If the button is pressed to obtain a high voltage, all 
inputs remain zero, and only the leakage current exists in the circuit.  There are ten 
different wakeup packets stored in the FPGA, which are sent to the chip repeatedly. 
The idle time between packets is approximately 80 clock cycles (100 μs), after which 
the circuit is reset. 

The FPGA sends ten packets with different addresses to the subsystem, whose order is 
shown in Table 5.3. 
 

Table 5.3 Input and expected output in the measurement 

Input R R R W W W R W R W 
Expected output 1 1 1 0 0 0 1 0 1 0 

In the table above, “R” stands for a right packet with exactly the same address as in 
the chip, “W” stands for a wrong packet with a different address. According to this 
input order, we captured the wakeup results on the screen of an oscilloscope as Fig. 
5.7. The result sequence appears in the order as 11100010101110001010….Therefore 
the functionality of the design is proven. 
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Fig. 5.7 Wakeup triggers from subsystem on chip 
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Fig. 5.8 Probabilities of false alarm and miss detection 

Fig. 5.8 shows the probabilities of false alarm and miss detection in the June chip with 
different address codes. 

Next, we measured the current flowing through the digital circuit and calculated the 
power consumption. The data of the June chip is recorded in Table 5.4. 

Table 5.4 The measurement values: current and power 

VDD (V) Idyn (μA) Ileak (μA) Itotal (μA) Pdyn (μw) Pleak (μw) Ptotal (μw) 
1.2 6.5 0.5 7 7.8 0.6 8.4 
0.9 4.7 0.35 5.05 4.23 0.315 4.545 
0.6 3.3 0.2 3.5 1.98 0.12 2.1 

When we compare the power consumed in the circuit, it is obvious that lower supply 
voltage leads to lower power, which follows the equation from [41] 

 2
0 1dyn L DDP C V f →=  (5.1) 
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where CL is the load capacitance VDD is the supply voltage and f0→1 represents the 
frequency of energy-consuming transitions. Pdyn is reduced approximately four times 
due to half of original VDD. 

If we slightly reduce the supply of the I/O ring from 2.5 V to 2.4 V, VDD can be even 
lower. The lowest acceptable VDD is 0.55 V. However, to maintain the system 
reliability, VDD =0.9 V is a suitable supply.   

5.3 Summary 
The subsystem is verified by Spartan-3 FPGA and TSMC90 chip. The design is 
functional as designed. The power consumption meets our design target and follows 
the equation in digital circuit. The minimal active power achieved is 2.1 μw at the 
data rate 200 kbps. 
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Conclusions and future work             6 

6.1 Conclusions 
In this thesis we present the digital baseband subsystem in the wakeup radio, which is 
used to reduce power consumption for data communication within WSN. The main 
radio in a sensor node is relatively power hungry, while the battery equipped is 
limited. Therefore the main radio should be suspended when there is no data 
communications. Based on this consideration, the idea of the ultra-low-power wakeup 
radio is proposed. The wakeup radio listens to the channel and releases a wakeup 
signal to the main radio as soon as a new communication request is detected. The 
main radio will switch from the sleep mode to the active mode after the wakeup signal 
is present and fall into the sleep mode again after the communication is terminated. In 
this way, power consumption is minimized, and a longer lifetime of the sensor node 
can be achieved.  

The wakeup receiver is built to deal with a short packet, which basically consists of a 
preamble and a wakeup address. Each receiver is assigned to a unique local address. 
In this way, it can be guaranteed that one packet being transmitted will only wake up 
one node at a time. 

The wakeup radio is composed of three parts, the RF frontend, ADC and the digital 
baseband. In the scope of this thesis, we focus on the digital baseband. The features of 
the baseband subsystem include low data rate as well as always-on status. Hence it is 
required to design and implement a subsystem with simplicity, reliability and high 
power efficiency. 

In Chapter 2, the architecture overview of this design is presented. The cascade 
processing blocks, including the matched filter, synchronizer, decoder and correlator, 
are discussed separately. The four blocks work together to optimize, synchronize and 
decode the received packet, and finally obtain a trigger to the main radio when the 
packet is targeted to this sensor node. The clock frequency is divided step by step 
along the processing flow to reduce the power consumption. We also analyze the 
design requirements and explain the reasons of implementation choices. The necessity 
of the amplitude estimation is discussed and the implementation details of calculation 
on the fly are given. The equations of the softbit correlation and threshold coefficient 
have been deduced. The linear relationship between the thresholds and amplitude 
estimation is determined by trial and error.  

In Chapter 3, the details of each block are explained. Some other power-efficient 
strategies such as CSD coefficients, clock gating, multiple VT libraries optimization, 
are explained as well. Matlab simulation indicates that the filtered data needs to be 
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downsampled and split into four groups to enhance the reliability. Besides, some 
peripheral functions, i.e., the link information extraction and SPI, are discussed. 

The subsystem is implemented in VHDL, and the simulation results are presented and 
analyzed in Chapter 4. The simulation flow is provided and the results are analyzed. 
Due to the low data rate, the timing target is easily reached, so there is no timing issue. 

The design is verified both by Spartan-3 FPGA and TSMC90 chips. There are two 
versions of chip implementations. In the first version, the thresholds are constant. In 
the second version, the thresholds are calculated on the fly. The February tape-out, 
which realized the first version of the subsystem, was obtained in June. The June tape-
out realized the second version. In Chapter 5, the chip measurement setup and results 
are given. The design is functional as designed. The power consumption meets our 
design target and follows the power equation in digital circuit. The minimal active 
power achieved is 2.1 μw at the data rate 200 kbps. To our knowledge, it is the first 
work on the digital implementation and chip measurement of the wakeup radio. 

6.2 Future work 
There are some recommendations for the future work: 

Based on the measurement results, the error rate of the subsystem can be calculated in 
Matlab.  To get the statistic results, Matlab has to be able to send a large amount of 
random packets (1,000 or even more) automatically via the FPGA and receive the 
corresponding wakeup signals through RS232 connection. Based on the comparison 
of the address and wakeup signal pattern, the error data rate is given by Matlab finally. 

From the methodology point of view, the voltage scaling or multiple voltage domains 
can lead to lower power. From the process technology point of view, the power can be 
further reduced by a customized standard cells library.   

In order to improve the error rate, the Manchester decoder can be optimized. Some 
error detection and correction techniques can be taken into consideration, such as 
parity bit, CRC. 
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