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Summary

The heat fluxes in (liquid) rocket engines can go up to high values and they need active cooling to prevent
the chamber wall to fail. Transpiration cooling is identified as a way to achieve lower wall temperatures than
commonly used regenerative cooling and regenerative cooling with additional film cooling (referred to as film
cooling from now on). This can lead to higher performance of the engine. However, transpiration cooled en-
gines are not in use today and this is mainly attributed to problems with the required porous wall materials.
Additive manufacturing is a promising solution for these material problems. Better cooling is especially use-
ful for Inconel additively manufactured rocket engines as such engines experience higher wall temperatures
due to the low thermal conductivity of the material.

This thesis has two purposes. Firstly, an analysis was performed to see if transpiration cooling actually per-
forms better than regenerative and film cooling in total engine performance. Secondly, it was investigated if
additive manufacturing can be used to create the porous walls required for transpiration cooling.

To compare the cooling techniques, a simplified model for each cooling technique was developed. These
models were verified and validated using data from literature. As no adequate film cooling model was found,
a new (transcritical) film cooling model was created by combining three existing film cooling models. The
wall temperatures obtained from the three cooling methods were compared by applying them to a 68 kN ref-
erence liquid rocket engine with either Inconel or copper as wall material. Subsequently, the losses in specific
impulse and dry mass were determined. Then, a delta-v calculation for each cooling method was made to
objectively compare them.

The conclusions on the comparison of the cooling techniques are that the regenerative cooled engine reaches
wall temperatures above the material limits. Therefore, it is not a feasible to use this cooling method for the
reference engine. Film and transpiration cooling can both achieve temperatures below the limit, depending
on how much coolant is injected. Transpiration cooling requires less coolant than film cooling to achieve the
same temperature. This will result in lower losses in specific impulse compared to film cooling. However,
to achieve these low coolant mass flows, thick chamber walls are required to achieve the specified pressure
drop over the wall. A minimum pressure drop is required to prevent the hot gases from flowing back into the
wall. When comparing transpiration cooling to film cooling on the total delta-v achieved, it is found that the
Inconel chamber performs better when pore sizes of 0.05 mm are used. Film cooling starts to perform better
when larger pore sizes are used as the wall thickness for the transpiration cooled engine needs to increases
to achieve the required pressure drop. This increases the dry mass of the engine. The film cooled copper
chambers always achieve higher delta-v than the transpiration cooled ones for pore sizes down to 0.05 mm.
Smaller pore sizes are not realistic with current manufacturing techniques.

Additionally, it was found that, when using conventional geometries, the pore sizes that are producible with
additive manufacturing are an order of magnitude too large to create the required pressure drop in a tran-
spiration cooled wall. Therefore, experiments were performed on the pressure drop over additively manu-
factured porous walls with different geometries. The first goal was to see how an additively manufactured
geometry compares to the ’bed of packed spheres’ geometry used in the transpiration cooling model of this
thesis. A well-established empirical relation provides the pressure drop for this shape. A secondary goal was
to find a geometry that achieves an as large as possible pressure drop as this could reduce the wall thickness.

With these pressure drop experiments, it was found that a new porous wall geometry made using additive
manufacturing techniques has a lower pressure drop than the bed of packed spheres. It is in the same order
of magnitude, but only 0.76 of the value for a bed of packed spheres. The geometry designed to achieve an
as large as possible pressure drop increased the pressure drop 24.9 times. At the conditions relevant for a
transpiration cooled wall and pore sizes producible with current techniques, this can bring the wall thickness
down from above 50 m to 3.5 cm. However, this geometry does not achieve a uniform coolant injection
required for transpiration cooling, so further research is required.
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1
Introduction

This thesis was performed at Rocket Factory Augsburg in cooperation with the Delft University of Technology
and focuses on comparing transpiration cooling in rocket engines to regenerative and film cooling. The back-
ground and relevance of this research is discussed in section 1.1. In this section, the physical principles of film
and transpiration cooling are explained. A brief overview of the historical developments regarding transpira-
tion cooled engines and some tested transpiration cooled engines are given in section 1.2. The comparison
between the three cooling techniques is applied to an RP-1 and a liquid oxygen fuelled reference engine which
is introduced in section 1.3. The reference engine is designed to be manufactured by additive manufacturing
with Inconel. Additionally, it will be investigated what the effect of using copper is. The material properties
of additively manufactured Inconel and copper are described in section 1.4. In this section, also the smallest
possible pore size currently producible with conventional metal printing techniques is discussed. Then, the
research goals and research questions are given in section 1.5. In section 1.6, the method to answer these
questions is discussed. Lastly, an outline of the thesis is given in section 1.7.

1.1. Background and relevance

The heat flux in modern rocket engines can go up to very high values and generally has its maximum in the
throat of the engine [16]. For example, in the Space Shuttle main engine the heat flux was 163 MW/m2 in
the throat [17]. In the cylindrical part of the engine, the heat flux tends to be lower - for the rocket engine
analysed in this thesis it is estimated to only be 40% of the value in the throat (determined in Appendix A).
Furthermore, the heat flux drops quickly in the divergent part of the nozzle. Still, these heat fluxes require
that bipropellant liquid rocket engines are actively cooled to prevent failure of the combustion chamber wall
material. The most common cooling method in liquid rocket engines is regenerative cooling [16]. In this
case, one of the propellants, usually the fuel, is injected into a jacket around the chamber at the end of the
nozzle. The coolant then flows up to the injector and cools down the wall. The heat is absorbed by the coolant.

The heat flux in the engine depends on the chamber pressure to the power of 0.8 [16], and thus, if the cham-
ber pressure increases, the heat flux (almost) linearly increases as well. When the heat flux becomes higher
or when less thermally conductive wall materials are used, additional cooling is required. Many of the high
performance engines currently operational use film cooling to lower the heat flux to the wall [18]. Another
option would be to create a fuel rich layer next to the wall by changing the mixture ratio in this zone, but this
is less effective [17]. While quantifying the differences between mixture ratio bias and film cooling is difficult,
it can be reasoned that the combustion temperature in this zone for mixture ratio bias is always higher (as
combustion is still intended) then when only fuel is injected. Thus, film cooling will result in lower heat fluxes
due to the lower temperature. Therefore, mixture ratio bias is not considered in this thesis. In a liquid film
cooled engine, coolant (usually the fuel) is injected into the chamber via slots or holes. This can happen at the
injector, but also at other locations in the engine. This creates a coolant layer between the wall and the hot
combustion gases that protects the wall from heat. After the injection of the film layer, this layer will decrease
in thickness as it evaporates and mixes with the main flow. A schematic of slot film cooling can be seen in
Figure 1.1.

1
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Hot gas flow

Coolant

Figure 1.1: Schematic of slot film cooling, adapted from [1]

Another cooling method is transpiration cooling and aside from some research projects [3, 19], no flight en-
gine currently uses transpiration cooling. In a transpiration cooled engine, a coolant film is also injected into
the chamber. However, instead of injecting it at discrete locations, a porous wall is used to inject coolant
along the complete wall length. A schematic of this process can be seen in Figure 1.2. The coolant flows
from a reservoir through the porous material and is then injected into the main hot gas flow. The boundary
layer that is present increases in thickness [1]. Transpiration cooling cools the wall by two different methods.
Within the wall, the heat is absorbed by the coolant flowing through it. Once the coolant is injected into the
chamber, it forms a film layer that reduces the heat transfer to the wall, similar to what happens with film
cooling [2].

Among all different rocket engine cooling techniques, transpiration cooling is claimed to outperform regen-
erative and film cooling [20, 21]. Better cooling is beneficial as this can lead to increased engine performance
in two ways. Firstly, when better cooling is present, the chamber can handle higher heat fluxes and thus the
pressure can be increased. A higher chamber pressure results in a higher specific impulse [17]. Secondly,
transpiration cooling requires less injected coolant than film cooling [21]. This injected coolant burns at a
non-optimal OF ratio and thus lowers the performance. So, when less coolant is required, the specific im-
pulse will increase [22, 23].

While interest in transpiration cooling began around the 1950’s [21, 24], problems with development of ade-
quate materials have prevented the practical application of transpiration cooling in rocket engines [20]. The
flexibility of additive manufacturing (AM) could be the solution for the problems with the material devel-
opments. Additive manufacturing can allow for tailoring of the wall such that the coolant can be precisely
distributed. Furthermore, additive manufacturing makes it possible to produce complex geometries as one
part and thus the transpiration cooled wall can be connected to the outer wall without the need of any joints.
Additive manufacturing is currently used to produce combustion chambers for several rocket engines. Fur-
thermore, using AM to create transpiration cooled walls has attained interest in recent years [25, 26]. Espe-
cially rocket engines made from additively manufactured Inconel could benefit from better cooling as the low
thermal conductivity of Inconel causes higher maximum temperatures and higher thermal gradients.

Rocket Factory Augsburg has designed an Inconel additively manufactured rocket engine for a small satellite
launcher currently under development1. This engine uses a combination of regenerative and film cooling.
The company wondered if transpiration cooling could solve the problems that arise when a low thermal con-
ductivity material is used. These problems are that the engine is more difficult to cool and this in the end

1https://www.rfa.space/launcher/

https://www.rfa.space/launcher/
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Figure 1.2: A representation of the transpiration cooling mechanism, adapted from [2].

lowers the specific impulse as the chamber pressure is limited or the engine operates at a less optimal OF ra-
tio [17]. Therefore, the work in this thesis is applied to this reference engine which will be described in further
detail in section 1.3. Note that when the term ’film cooled engine’ is used, that this applies to a combination
of a regenerative and film cooling.

Film and transpiration cooling are similar in nature. One could say that when starting with a film cooled
engine, and then increasing the number of injection points, it will converge to transpiration cooled engine.
So, ideally, a model will be used that can model film cooling and when more and more holes are added, it
predicts the transpiration cooled wall. Then both cases have the same underlying assumptions. Sadly, no
such model was found and two different models are required to model the transpiration and film cooled
engine. These models will be extensively discussed in chapter 3 and chapter 4.

1.2. Existing transpiration cooled engines

As mentioned, interest in transpiration cooling for rocket engines started in the 1950’s, but the lack of ap-
propriate material development hindered the practical application. While no flight engine that uses transpi-
ration cooling has been found literature, some small scale transpiration cooled engines have been built and
tested. The best documentation on transpiration cooled engines is from the German Aerospace Centre (DLR)
and is discussed below. In recent developments, transpiration cooling was chosen as one of the key propul-
sion elements in the European Union’s SMILE project that researched the development of a small satellite
launcher [27, 28].

The best documentation on transpiration cooled engines is from DLR’s long-term development project [29].
This engine used CMC (Ceramic Matrix Composites) liners and uses hydrogen and oxygen as fuel and oxi-
dizer respectively. The hydrogen is used as the transpiration coolant. An overview of the engine can be seen
in Figure 1.3. The coolant is injected into the liner on the outside and then flows radially inwards. The dis-
tribution of coolant is achieved by axial grooves in the liner [30]. The liner’s permeability can be changed in
the axial direction by changing the porosity to adjust the coolant flow [30, 31]. Unfortunately, no detailed test
data on the heat fluxes in the engine is available and this can thus not be used as validation data in this thesis.

Other transpiration cooled engines that are less well documented exist. One of these engines is the Ultramet
engine [32]. The porous wall in this engine was made from metal or ceramic foam. A third engine was tested
in the TEHORA development program. The porous materials used were copper and nickel based alloys [33]
and a nickel-based alloy was used for hot firing [19]. The wall material consisted of metal particles and had
a porosity of 18% and the diameter of the particles was 63 to 180 µm [19]. The propellants were gaseous hy-
drogen and liquid oxygen. In total 32 hot fire tests were performed with most of them having a duration of 30
seconds.
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Figure 1.3: An overview of DLR’s transpiration cooled engine [3].

The above described engines used hydrogen as the transpiration coolant. The reference engine to which the
analysis is applied will use RP-1, although the coolant will be substituted by ethanol as RP-1 properties are
difficult to obtain. This will be discussed in section 1.3. RP-1 has long hydrocarbons and is known to create
soot when combusting fuel rich. This might block the porous wall. A Jet A-1 (a different type of kerosene)
and LOX transpiration cooled engine was developed for the Small Innovative Launcher for Europe (SMILE)
program by the Institute of Structures and Design of DLR. Hot fires test campaigns were performed, but no
literature on the results is available [28].

1.3. Reference engine and coolant properties

The comparison between regenerative, film and transpiration cooling is applied to a reference engine. The
engine design is a regenerative cooled rocket with additional film coolant injected at the injector. It is de-
signed for production using additive manufacturing with Inconel 718. The propellants are RP-1 and liquid
oxygen. The properties of the engine can be seen in Table 1.1 and the engine contour in Figure 1.4. All the
RP-1 is used as regenerative coolant and the amount of injected RP-1 that acts as film coolant is to be deter-
mined in this thesis. The cooling channel geometry was designed taking in mind Inconel as wall material.
In this report, some calculations are done using a copper alloy as wall material. In practice, one would then
redesign the cooling channels, but this is not done. Note that the burn time of 190 s ensures that steady state
operation is achieved in the engine. This means that the analysis can be limited to steady state and transient
behaviour is not considered.

The reference engine is only a preliminary design and no engine tests have been performed with it. So, no
data is available to compare the theoretical results from this thesis.

As said, the reference engine uses RP-1 as coolant and ideally the properties of RP-1 or kerosene would be
used to model the behaviour of the coolant. However, no complete data set of the various required properties
at the required pressures and temperatures was found. Therefore, RP-1 is substituted by ethanol as coolant.
The combustion gas properties are still calculated using RP-1. An overview of relevant properties of RP-1 and
ethanol can be seen in Table 1.2.

The density of ethanol and RP-1 are very close and the RP-1 is 1.5% denser at 298 K and 65 bar. The isobaric
specific heat of RP-1 is 16.3% lower at 65 bar and 298 K. However, this comparison happens at the chamber
pressure and the initial temperature. At higher temperatures, larger differences occur in the isobaric specific
heat. As the RP-1 properties are difficult to obtain this comparison happens at 59.8 bar and 800 K. At this
condition RP-1 has a 91.3% higher isobaric specific heat. For the transpiration cooling performance, a higher
isobaric specific heat will yield better cooling results, as will be discussed in chapter 3. So, in this aspect,
ethanol will give a higher wall temperature. On the other hand, RP-1 has a higher molecular mass and the
transpiration cooling performance lowers with higher molecular mass which will be discussed in chapter 3.
Lastly, RP-1 is 37.7% more viscous and this will increase the pressure drop over a porous wall compared to
ethanol. To compare the exact differences, one would need to model a transpiration cooled wall with RP-1
and compare it to an ethanol one, but this requires the properties which are difficult to obtain for the full
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Table 1.1: The specifications of the reference engine.

Parameter Value Unit

Fuel RP-1
Oxidizer Liquid oxygen
Regenerative coolant All fuel
Film coolant Fuel (amount to be determined)
Fuel mas flow 6.41 kg/s
Oxidizer mass flow 15.39 kg/s
Total mass flow 21.8 kg/s
Overall OF ratio 2.4 -
Chamber pressure 65 bar
Chamber diameter 152.8 mm
Throat diameter 88.3 mm
Thrust ∼68 kN
Wall material Inconel 718
Fuel coolant channel inlet temperature 298 K
Fuel coolant channel inlet pressure 100 bar
Burn time 190 s

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
Length [m]

-0.25

-0.2

-0.15

-0.1

-0.05

0

0.05

0.1

0.15

0.2

0.25

R
ad

iu
s 

[m
]

Figure 1.4: The contour of the reference engine.

range of temperature and pressure. So, this was deemed too difficult and outside the scope of this thesis.

Another difference between the fuels is the critical point. RP-1 has a critical pressure of 23.44 bar compared
to ethanol’s one that is 62.7 bar. On the other hand, the critical temperature of RP-1 is higher with 684 K
compared to the 516 K of ethanol. The chamber pressure of the reference engine of 65 bar means that the
RP-1 will always be above the critical pressure. The same applies to the ethanol coolant substitute. So, in this
behaviour ethanol behaves the same as RP-1. The coolant will behave transcritical, meaning that it goes from
a compressible liquid to a supercritical fluid when it surpasses the critical temperature. For modelling, this
has one benefit and one disadvantage. The benefit is that the coolant will instantly change phase and it is
not needed to model two-phase flow within the porous wall. This saves extra numerical effort, as for example
seen in [39, 40]. A disadvantage is that the coolant is close to the critical point and thus large variations in
coolant properties occur. Especially the peak in isobaric specific heat - see Figure 1.5 - causes problems with
convergence of the numerical solution.
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Value Unit RP-1 Source Ethanol Comment

Density kg/m3 802.7 Interpolated from [34] 790.9 at 65 bar and 298 K
Isobaric specific heat J/kgK 2029.1 Interpolated from [35] 2425.0 at 65 bar and 298 K
Isobaric specific heat J/kgK 5530 [36] 2891.4 at 59.8 bar and 800 K
Viscosity mPa·s 1.487 [37] 1.08 at 100 bar and 301 K
Critical pressure bar 23.44 [38] 62.7
Critical temperature K 684.26 [38] 516.3

Table 1.2: Comparing some properties of RP-1 and ethanol; ethanol properties following from CoolProp [4].
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Figure 1.5: The peak in isobaric specific heat for different temperatures for ethanol at 65 bar, obtained using CoolProp [4].

1.4. Wall materials and additive manufacturing capabilities

The reference engine is designed to be produced using additive manufacturing with Inconel. Furthermore,
part of the focus of this thesis is to see if additive manufacturing can be used to make the porous walls re-
quired for transpiration cooling. Therefore, it is important to know what the material properties are of these
additive manufactured materials and what the printing capabilities are. The 3D printer used is a commonly
used Selective Laser Melting (SLM) printer.

While the baseline for the reference engine is Inconel as wall material, it is also interesting to see how the cool-
ing capabilities change when a higher conductive material is used. The material properties for the selected
Inconel and copper alloy that can both be used on metal 3D printers can be seen in Table 1.3. The maximum
allowable temperatures are the temperatures at which the yield stress starts to decline rapidly. The thermal
conductivities are taken as constant. The Inconel thermal conductivity increases at higher temperatures, but
the value at room temperature is taken. This is a conservative approach.

Material Maximum temperature [K] Thermal conductivity [W/mK] Density [kg/m3] Source

Inconel 923 11.4 8200 [41]
Copper 723 220 8840 RFA

Table 1.3: The material properties for the selected additive manufacturing metals.

The smallest possible hole sizes producible with SLM printers follows from literature and is in the range be-
tween 0.3 mm and 0.5 mm. Often the actual printed size differs from the specified size. Porous metal struc-
tures are a research topic for bone implants, and an example of small sizes achieved in this field is 401 µm,
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while the target was 500 µm [42]. When printing straight holes in plates, the achieved hole diameter can be
250 µm while the goal was 300 µm [25]. A supplier of AM products states that a minimum gap size of 300
µm is required to make sure the gaps are penetrable and also that a minimum wall thickness of 0.4 mm is
required [43].

Comparing these values to pore sizes in transpiration cooled walls and rocket engines in literature, it can be
seen that the additively manufactured pores will be larger. Sintered porous metals have pore sizes between 34
and 226 µm [44, 45]. The earlier mentioned TEHORA engine used particles of 63 to 180 µm [19]. So, it seems
that AM porous materials are on the upper end of the possibilities available with sintered metals. It will be
interesting to see how these larger sizes will affect the performance of a transpiration cooled engine.

An important aspect of every porous medium is the porosity. In this work the porosity is defined as the ratio of
open to total volume, see Equation 1.1. Other ways to determine porosity are measuring the mass or looking
at the cross sectional area [46]. As long as no trapped voids are present and the material is isotropic, all these
methods should yield the same results. The porosity in the wall is not only present to provide cooling in the
wall, but also to evenly distribute the coolant so that it is injected uniformly. One can imagine that a wall with,
for example, a porosity of only 0.01 will not provide proper cooling even though a porosity can be defined. No
exact limit on the low-end of the porosity is known from literature. Therefore, as a lower limit a porosity of
0.2 is used in this thesis. The lowest values found in literature for transpiration cooling applications are 0.156
[1] and 0.18% [19].

ε= Vopen

Vtotal
(1.1)

1.5. Research goals and research questions

As discussed in section 1.1, it is claimed that transpiration cooling provides better cooling than regenerative
and regenerative + film cooling. However, no comparison between the methods that focuses on wall temper-
ature and overall engine performance can be found in literature. Therefore, the primary research goal of this
thesis is:

Determine how regenerative, regenerative + film cooling and transpiration cooling compare with respect to
total engine performance for a 68 kN bipropellant liquid rocket engine.

The term ’total engine performance’ takes into account (potential) increases in specific impulse that require
a dry mass penalty. In the end, the comparison between the cooling methods will thus be on the feasibility
(i.e. can it work at all?) and the total impulse achieved by the engine with different cooling methods.

As mentioned, additive manufacturing could be an option for the material limitations that have hindered the
use of transpiration cooling until now. Therefore, the secondary goal is:

Determine if additive manufacturing of a rocket combustion chamber wall can be used to produce a tran-
spiration cooled 68 kN bipropellant liquid rocket engine that can compete with its regenerative + film
cooled variant.

These two research goals lead to the following research questions:

1. Goal: determine how regenerative, regenerative + film cooling and transpiration cooling compare with
respect to total engine performance for a 68 kN bipropellant liquid rocket engine.

(a) What are the differences in maximum wall temperature between the three cooling techniques in
steady state?

At high temperatures, the combustion chamber wall will fail due to lower mechanical strength at
elevated temperatures. Therefore, it is important to know if transpiration cooling can result in
lower wall temperatures. If they are indeed lower, this would allow for higher chamber pressure to
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increase the performance. Steady state is assumed to occur as the burn time of the engine is 190
s.

(b) What are the differences in thermal gradients in the wall between the three cooling techniques in
steady state?

The wall does not fail due to lower mechanical strength at elevated temperatures, but due to the
stress being higher than the allowed one. A large contribution to the stress in a combustion cham-
ber wall is the thermal stress occurring due to the thermal gradients in the wall [16]. However, it
is too extensive to determine the exact stress in the wall. Therefore, as a representation for the
thermal stress, the thermal gradients are evaluated.

(c) What is the distribution of coolant in a transpiration cooled engine that will minimize the coolant
mass flow?

As mentioned in section 1.1, the heat flux in a rocket engine is not constant and peaks in the
throat. Therefore, not all parts of the engine require the same amount of cooling. This allows for
the minimization of the transpiration coolant by providing the precise amount of required coolant
at every (axial) location.

(d) What are the differences in specific impulse between the cooling techniques?

A higher specific impulse will increase the engine performance and thus the capability of the
launcher to carry a heavier payload which will lower the price per kilo of payload.

(e) What are the differences in engine dry mass of the different cooling techniques?

The dry mass of the cooling techniques is potentially different. This will offset any specific im-
pulse gains and should be investigated. Dry mass is defined as the combination of the combus-
tion chamber and injector mass. The required turbo pump can also be accounted to this, but now
changes to the pump are considered in this thesis.

(f) What are the differences in delta-v achieved by the reference engine for the three cooling techniques?

In the end, any increase in specific impulse might be offset by an increase in dry mass. Therefore,
an objective way to compare the cooling methods is to evaluate their total delta-v obtained. This
also requires the mass parameters of the small satellite launcher.

(g) How do the above results change when copper is used as wall material instead of Inconel?

The reference engine is designed to be manufactured from Inconel which has a low thermal con-
ductivity. The comparison between the three cooling methods might change when a higher con-
ductive material is used as this has better cooling performance by default. As the most common
(inner) wall material for engines is copper [16], this material is selected as the higher conductive
material.

2. Goal: determine if additive manufacturing of a rocket combustion chamber wall can be used to produce
a transpiration cooled 68 kN bipropellant liquid rocket engine that can compete with its regenerative +
film cooled variant.

(a) Can the required wall properties for a transpiration cooled wall be produced using additive man-
ufacturing?
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It was determined in section 1.4 that the hole/pore sizes producible with additive manufacturing
are larger than commonly seen in transpiration cooled applications. Therefore, the required wall
properties need to be determined and then be compared to what is possible to produce.

(b) How does varying the porosity within the wall in radial direction affect cooling performance?

The flexibility of additive manufacturing can allow for a variation of porosity within the radial di-
rection of the wall. This possibility has not been encountered in the common fabrication methods
used for transpiration cooling. It will be investigated if and how this variation can affect the tran-
spiration cooling performance.

(c) How does the pore size and its variation within the wall affect cooling performance?

Same reasoning as for the porosity. Pore size is defined as the diameter of the pores or as the
diameter of the used spherical particles. This is further explained in chapter 3.

1.6. Research plan

To determine the temperature in the wall, three models for regenerative, film and transpiration cooling are
developed in Matlab. The main outputs of all models are the maximum wall temperature and the thermal
gradients. The decision is made to use simplified heat transfer models to allow for a quick variation of pa-
rameters. This can then be used to perform parametric analyses, sensitivity analyses and optimization. All
three models are limited to steady state. As the engine will burn for 190 s, it is safe to say that steady state
will be reached and this simplifies the analysis considerably. The components of the three models and the
required actions to be taken are discussed below.

• Regenerative cooling model:

– Uses NASA’s Chemical Equilibrium with Applications (CEA) [13] to determine the combustion gas
properties.

– Convective heat transfer modelled using the Bartz equation [47].

– Radiative heat transfer is included and modelled using empirical relations [12].

– The Dittus-Boelter equation is used to determine the convective heat transfer on the coolant side.

Once the regenerative cooling model is developed, it is verified and validated by comparing it to a more
extensive CFD model obtained from literature due to lack of test data available for the reference engine. It
is known that the Bartz equation deviates from the actual heat transfer in rocket engines, especially in the
cylindrical section [7, 48]. Ideally, one would perform a calibration with test data of the actual reference
engine. However, as the reference engine is not tested, a calibration is performed using another kerosene and
oxygen fuelled rocket engine from literature.

• Transpiration cooling model:

– The incoming heat flux is modelled the same way as for the regenerative cooling model.

– A model with the local thermal equilibrium (LTE) and local thermal non-equilibrium (LTNE) as-
sumption are developed.

– The Darcy-Forchheimer equation is used to model the pressure drop in the wall.

– The heat transfer within the porous wall is modelled using empirical relations [49, 50].

– The reduction in heat transfer due to blowing effects is modelled using an empirical relation from
Meinert et al. [51].

Two options exist for modeling a transpiration cooled wall: the local thermal equilibrium (LTE) and local
thermal non-equilibrium (LTNE) assumption. The first one assumes that the heat transfer within the porous
wall is so fast that the solid and coolant are locally the same temperature. The latter is more accurate, but is
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computationally more expensive. Both models are implemented and after the specification of the required
boundary conditions, it is investigated which model is the best for the application in this thesis. Verification
and validation of the transpiration cooling model is performed. Little test data in literature is available on
transpiration cooling and thus the validation was a challenge. After this, the model will be used to perform
a parametric analysis to answer some of the research questions. Furthermore, a sensitivity analysis is per-
formed to find the sensitivity of some assumptions and choices made. Secondly, it is used to investigate how
well a transpiration cooled engine will work in an actual application with oscillating chamber pressure and
changing heat flux. Lastly, the coolant distribution is optimized for the Inconel chamber.

• Film cooling model:

– The incoming heat flux is modelled the same way as for the regenerative cooling model.

– The heat transfer on the coolant side is modelled the same way as the regenerative cooling model.

– A new transcritical film cooling model is developed by the combination of:

¦ The NASA annex B film cooling model that describes the temperature once the film coolant
is gaseous [11].

¦ The behaviour of the transcritical liquid film is modelled based on a model developed by
Höglauer [10].

¦ The effect of the evaporating liquid coolant is modelled based on the film cooling model de-
veloped by Shine et al. [52] and this uses the Meinert et al. equation [51] that is also used in
the transpiration cooling model.

The coolant in the reference engine has transcritical behaviour: it is injected as a compressible liquid and
when heated up, it turns into a supercritical fluid. This mean that there is no heat of vaporization associated
with this phase transition. While most rocket engines operate in exactly this condition, no film cooling model
was found to model this. They are limited to purely gas or liquid coolants. Therefore, a new transcritical film
cooling model is developed by combining three existing models into a single one. This model is validated by
comparing it to a combination of CFD data and tests obtained from literature. Then it is used to determine
the required film coolant to cool the reference engine.

Additionally, the developed film cooling model is compared to another film cooling model that results in
higher heat fluxes. This model is the film cooling model in the commercial software Rocket Propulsion Anal-
ysis (RPA). A calibration of the developed model is performed to match the RPA model. This calibrated version
and the uncalibrated version (that matches the test data) are both used in the rest of the thesis.

Once all three models are finished, they are applied to the reference engine for two different wall materials:
Inconel and copper as an alternative. This will result in the required injected coolant for film and transpira-
tion cooling to achieve certain wall temperatures. Additionally, the wall temperature of a purely regenerative
cooled wall is found. The coolant mass flows can be used to determine the losses in specific impulse. Sec-
ondly, an estimation of the dry mass is made and this can then finally be used in a delta-v calculation to
objectively compare the cooling techniques.

A conclusion on the use of additive manufacturing is that the larger pore sizes (compared to commonly used
materials for transpiration cooling) result in a too low pressure drop over the wall. A minimum pressure drop
is required to make sure no back flow can occur. As the pressure drop per length is low, this will result in very
thick walls to achieve the minimum pressure drop. This will then result in very heavy walls. Therefore, addi-
tionally to the theoretical work performed in this thesis, some experiments were performed on the pressure
drop of additively manufactured porous walls in an attempt to create higher pressure drops by using different
geometries.

1.7. Thesis outline

This thesis is structured in a way that follows the described research plan. The required background infor-
mation on the cooling techniques, the reference engine and material properties have been introduced in this
chapter. Every cooling method is described in its own chapter. The regenerative cooling model is described
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first in chapter 2 as components of this model will be reused in the transpiration and film cooling model. In
chapter 3 the transpiration cooling model is described. In this chapter, the model is also used to perform the
parametric and other analyses on solely transpiration cooling. This answers some of the research questions.
The film cooling model is then described in chapter 4. Finally, in chapter 5, the three cooling techniques
are compared by applying them to the reference engine. The experiments on pressure drop are described in
chapter 6. Lastly, the conclusions and recommendations are given in chapter 7.





2
Regenerative cooling model

In this chapter the regeneratively cooling model is discussed. This model was implemented in Matlab and
consists of the heat transfer on the hot and cold sides of regeneratively cooled wall. Components of the model
are used as building blocks for the transpiration and film cooling model described in chapter 3 and chapter 4.
The determination of the hot side heat transfer from convection and radiation will also be used in transpira-
tion model and the whole film cooling model will be built around the model presented here.

Models for regeneratively cooled engines have been used by others and these range from simple 1D analytical
models [53, 54] - as will be done in this thesis - to more extensive work modelling the coolant channels with
3D CFD tools and using conjugated heat transfer analysis [5]. The simple model of [53] was compared to the
more extensive CFD model from [5] and it was that found that the wall temperature had a difference of 150 K
on a maximum temperature of around 600 K. However, the pressure drop and increase of coolant temperature
in the channels were estimated within 10%. Furthermore, the hot gas side heat transfer of the simple model
deviated with around 25% compared to experiments. Naraghi et al. [55] used simple heat transfer correlations
for the coolant, but modelled the conduction in the wall in two dimensions using a finite difference method.
Secondly, for the hot gas side heat transfer, the commercial software Two Dimensional Kinetics is used. Cho
et al. [56] used a 1D model for the preliminary design of a regenerative cooled combustion chamber. The
convective heat transfer is determined using empirical relations and NASA’s CEA is used to determine the hot
gas properties. While validation of the model is discussed, no exact values for the accuracy of the heat transfer
analysis are given. The conclusion from these works is that 1D models are less accurate then more extensive
methods, but they can be used for sensitivity analysis and preliminary design. The model in this thesis will
be limited to a simple 1D model regardless. A more extensive modelling is out of the scope. Furthermore, the
main interest is in comparing the three cooling methods and any absolute errors in the incoming heat flux
are present in all models and thus cancel out.

The computational model of this thesis is described in section 2.1. The method of determining the com-
bustion gas properties is explained which can then be used to determine the convective and radiation heat
transfer to the combustion chamber wall. Once the convective heat transfer on the cold side is determined,
the wall temperature can be calculated. The chapter is concluded with a summary of the model and the made
assumptions. Then, verification and validation is performed on the model in section 2.2. In this section the
calibration for the heat transfer coefficient on the hot side is also presented.

2.1. Model description

The model description is divided into three parts. Firstly, the determination of the combustion gases is dis-
cussed. Then, the hot side heat transfer is presented. Thirdly, the coolant side heat transfer is described.
Afterwards, a summary of the model with the required inputs and assumptions made is given.

13
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2.1.1. Combustion gas properties
The properties of the combustion gases are obtained from NASA’s Chemical Equilibrium with Applications
(CEA) [13]. For a certain propellant combination and chamber pressure, CEA will provide the properties of
the combustion products. This program is often used in (first order) modelling of combustion chambers, see
for example [5, 38].

The used outputs of CEA are pressure, temperature, Mach number, isobaric specific heat, specific heat ratio,
viscosity, conductivity, Prandtl number and the molar fractions of CO2 and H2O gases. It is assumed that the
combustion products are in equilibrium up to the throat and from the throat to the end of the nozzle they
are assumed to be frozen. This means that in the section before the throat, the reactions are infinitely fast
and this is reasonable due to the high temperatures in the chamber. After the throat, the temperature drops
quickly and this slows down the reactions. CEA provides the properties at several stations in the convergent
and divergent part of the nozzle. A linear interpolation with respect to the area ratio (A/At) is used to obtain
the properties between the stations.

2.1.2. Heat transfer hot gas side
Once the combustion gas properties are determined with CEA, these can be used to calculate the convec-
tive and radiative heat transfer from the gases to the chamber wall. The convective heat transfer is given by
Equation 2.1 [17], where Tw.h is the temperature on the hot side of the wall, the heat transfer coefficient hg is
convective heat transfer coefficient and Taw is the adiabatic wall temperature given by Equation 2.2 [17]. In
this equation Tg is the static temperature of the hot gas, γg the ratio of specific heats of the hot gas, Mg the
Mach number of the hot gas and r is the recovery factor for turbulent flow and is given by Equation 2.3 [17].
This factor depends on the Prandtl number Pr .

qconv = hg (Taw −Tw.h) (2.1)

Taw = Tg

(
1+ r

γg −1

2
M 2

g

)
(2.2)

r = Pr1/3
g (2.3)

In this work the Bartz equation (Equation 2.4 [17, 47]) is used to determine the convective heat transfer coef-
ficient. This equation is a function of throat diameter D t , the dynamic viscosity at stagnation condition µ0,
isobaric specific heat at stagnation condition cp0 , Prandtl number at stagnation condition Pr0, total chamber
pressure Pc0 , characteristic velocity c∗, radius of curvature of the throat rt , throat area At and the area at the
location of interest A. The value of σ contains corrections for property variations across the boundary layer
[47] and can be calculated by Equation 2.5. In this equation ω is the temperature exponent of the viscosity
equation, which for a rocket engine can be assumed to be 0.6 [47].

The Bartz equation is an empirically determined function that describes the convective heat transfer in differ-
ent sections of the nozzle. It was determined for a nozzle with a contraction and expansion half angle of 30◦
and 15◦ respectively [47]. It is estimated that the relation is sufficiently accurate if the angles do not change
more than 50% [47], so the contraction and expansion half angles can be 15-45◦ and 7.5-22.5◦ respectively.
Secondly, the accuracy should be good when when the ratio of throat diameter to throat radius of curvature
D t /rc is smaller than 3 [47]. The value for D t /rc of the reference engine is 2.99 and the half angles for the
reference engine are 38.9◦ and 26.6◦. This means that the expansion half angle is 4.1◦ larger than for the value
of which the Bartz equation is accurate for. Due to lack of other equations, this error is accepted. Generally,
the Bartz equation needs to be calibrated for the engine it is used for. This is further discussed in section 2.2.
Furthermore, the Bartz equation was derived for the heat transfer in nozzles, but will in this thesis also be
used to determine the heat transfer in the cylindrical section of the chamber. It is known that Bartz equa-
tion deviates largely in this section from the actual heat transfer [7, 48]. This is partly accounted for by the
calibration done in section 2.2 and a constant value for the heat transfer coefficient is used in the complete
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cylindrical part to speed up the calculations, but it is known that close the injector the deviations are larger
[7, 48].
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The combination of these relations describe the convective heat transfer from the hot combustion gases to
the chamber wall and will also be used for the transpiration and film cooling model. Some of these equations
depend on the wall temperature and thus they have to be solved in an iterative manner.

In addition to the convective heat transfer, radiative heat transfer from the hot gases to the wall is included
in the model. Kirchberger did experiments with a small RP-1 and gaseous oxygen rocket engine and found
that the radiation causes 3% to 8% of the total heat flux [7]. Naraghi et al. found by modelling of an RP-1 and
LOX engine that including the radiative heat transfer increases the final temperature up to 30% [57]. If the
radiation heat transfer is indeed small, it is an option to neglect radiation in the modelling of regeneratively
cooled rocket engines. However, looking ahead at the transpiration and film cooling model it is decided to
include radiation. In the transpiration cooling model, the convective heat transfer is heavily reduced by the
injected coolant and thus the radiation becomes a larger factor. Secondly, the film cooling model assumes
that the liquid coolant film on the inside of the chamber stops the convective heat transfer to the wall, but
radiation can pass through it. So, in the part where the film is liquid, radiation is the only mechanism heating
up the wall and cannot be neglected. Both these processes are further discussed in chapter 3 and chapter 4.

At the wavelengths relevant for radiative heat transfer in rocket engine, gases with asymmetric molecules
(H2O, CO2, CO) have strong emission bands [16, 58]. The main gases in a rocket chamber will be H2O, CO2

and CO. Only CO2 and H2O should be taken into account for combustion chambers [58] as it is estimated that
the radiation by carbon monoxide is an order of magnitude lower than that of carbon dioxide and that thus
considering water vapour and carbon dioxide is sufficient [7].

It is possible to use so-called Hottel charts to determine the emissivity of the gas mixture depending on the
temperature and pressure of the gases. Combining this with the emissivity of the wall, the radiation can then
be determined [58, 59]. However, as this thesis focuses mainly on the comparison between regenerative, tran-
spiration and film cooling, it is chosen to use a simple empirical relation for the radiative heat transfer. The
same equation is used for all cooling methods, so this allows for a fair comparison and should cancel out any
errors.

Kirchberger [7] lists several of these relations and Equation 2.6 and Equation 2.7 from [12] are used. This
equation takes the water and carbon dioxide into account. The partial pressure P (in Pa) is determined using
CEA and varies within the engine. The r is the radius of the chamber at the location of interest. The equations
were determined by experiments with 20 mm to 37 mm diameter combustion chambers using kerosene and
gaseous oxygen at 30 bar and 60 bar chamber pressure. No discussion on the accuracy of these relations is
given. The equation for water is valid up to P ·L values of 600 bar·cm, for the CO2 no range was found.

q̇radH2O = 5.74

(
PH2O

105 r

)0.3 (
Tg

100

)3.5

(2.6)

q̇radH2O = 4

(
PCO2

105 r

)0.3 (
Tg

100

)3.5

(2.7)

Note, that these relations do not depend on temperature to the power four, which is how radiative heat trans-
fer actually depends on temperature [16]. So, at lower wall temperatures, this relation will give an underesti-
mation of the radiative heat transfer. In the end, one is interested in conditions that yield a temperature close
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to the maximum allowed one, so an underprediction at lower temperatures is not necessarily a problem. Fur-
thermore, the emissivity of the wall is not included in the relations. The emissivity depends on the material
used [16] and in RP-1 engines, soot can be deposited on the walls and this will change the emissivity [17]. The
relations were determined for an RP-1 and oxygen engine, so one can assume that for the regenerative case of
the reference engine the effect of soot is included. However, it is unknown how transpiration and film cooling
affect soot formation on the wall. Lastly, Kirchberger used a copper engine instead of an Inconel one and this
will have a different emissivity.

For the complete model described in this thesis, a recommendation regarding the radiation heat transfer can
be given. When time is spend on improving the model, a good first step would be to include a better radiation
model that takes into account the emissivity of the gas and the wall. This is quite a ’stand alone’ component
of the model and can be implemented without much required changes to the complete model. A recently
updated database of the emissivity of water and carbon dioxide for high temperatures and pressures can be
found in [60, 61].

2.1.3. Heat transfer coolant side
Only convection is taken into account on the cooling channel side of the wall. CoolProp [4] is used to calcu-
late density, viscosity, isobaric specific heat and conductivity. CoolProp is an open source software tool that
can determine the properties of many different fluids and can be used in Matlab using a Python wrapper. The
coolant properties are used to determine the convective heat transfer coefficient by the Dittus-Boelter equa-
tion, see Equation 2.8. The convective heat transfer from the wall to the coolant is then determined using
Equation 2.9. For the Nusselt and Reynolds number required for Equation 2.8, the hydraulic diameter of the
cooling channel is used. The Dittus-Boelter equation is valid for turbulent flow (2500 < Re < 1.24 ·105), for
Prandtl numbers between 0.7 and 120 and for an L/D of larger than 60 [62] or L/D larger then 10 according to
[63]. This means that, due to entrance effects, in either the first 5 cm or the first 26 cm after injection of the
coolant into the end of the nozzle (depending on the L/D), that the Dittus-Boelter equation is not valid. This
all occurs in the divergent part of the nozzle where the heat transfer will be lower, so it is expected that this
error will be small. However, the program can be easily equipped with better and more adequate heat transfer
relations when different fuels are used. As the main focus of this thesis is the comparison between the cooling
methods occurring the cylindrical section, investigating different relations was seen as out of scope.

Nuc = 0.023 ·Re0.8
c ·Pr0.4

c (2.8)

qconv = hc (Tw.c −Tc ) (2.9)

The fluid properties required for the determination of the Nusselt, Reynolds and Prandtl number, need to be
determined at the bulk temperature of the fluid for Equation 2.8 [62]. In the program, the properties are de-
termined at the bulk temperature for each station in the axial direction. When larger temperature differences
occur between the fluid and wall, it is recommended to use the Siedert-Tate correlation and not the Dittus-
Boelter one [63]. This would then require iterations to solve for the heat transfer coefficient and is not used
to keep the program as simple as possible. This would be easy to implement if one is interested in different
heat transfer relations, but as discusses before, this is seen as out of scope.

A correction is used for the effect of surface roughness on the heat transfer. This is especially important
as the additively manufactured engine has a larger surface roughness than conventionally machined parts.
The effect of roughness is modelled by including a factor in the Nusselt number relation and is given by
Equation 2.10 as an input of ξ which the ratio of friction factor to the friction factor when the wall is smooth
(Equation 2.11) and follows from [64]. This approach is also used by [53]. The friction factor is given by
Equation 2.17. Then, the heat transfer coefficient can be determined by first multiplying the Nusselt number
withΨξ and then rewriting the Nusselt number to heat transfer coefficient (Equation 2.12).

Ψξ =
1+1.5Pr−1/6Re−1/8(Pr−1)

1+1.5Pr−1/6Re−1/8(Prξ−1)
ξ (2.10)
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ξ= f

fRsur=0
(2.11)

hc =
k ·Nu ·Ψξ

D
(2.12)

Another correction is required for the presence of ribs in the cooling channels. The fin efficiency is given by
Equation 2.13 and it is a function of the heat transfer coefficient on the cold side hc , thermal conductivity
of the wall k, rib thickness trib and height of the cooling channel hchannel. The new heat transfer coefficient
can be calculated using Equation 2.14. In this equation wchannel is the width of the cooling channel [65]. The
parameters are also displayed in Figure 2.1.

η f =
tanh

(√
2·hc trib

k
hchannel

trib

)
√

2·hc trib
k

hchannel
trib

(2.13)

hc. f = hc
wchannel +2 ·η f ·hchannel

wchannel + trib
(2.14)

hchannel

trib
wchannel

Tw.c

Tw.h

Tc

Figure 2.1: Parameters used in the calculations of the convective heat transfer and that describe the cooling channel geometry.

As the coolant flows through the channels, the velocity changes. This causes a change in static pressure and
static temperature of the coolant. Furthermore, the total temperature increases due to absorption of heat.
Both these phenomena are accounted for in the model. The temperature for a new station can be calculated
taking into account the change due to heating and the change in velocity and is given by Equation 2.15.

Tci+1 = Tci +
q · Ai+1

cpci+1
·ṁc

−
(

v2
ci+1

2 · cpci+1

− v2
ci

2 · cpci

)
(2.15)

The total pressure drops due to friction losses in the channel. The pressure drop is calculated using the Darcy-
Weisbach equation given by Equation 2.16 [58]. This equation is a function of friction factor f , the density of
the coolant ρc , the length of the channel section L and the hydraulic diameter of that section D . Note that
the local properties at the station evaluated are used. The friction factor for turbulent flow (Re>4000) is given
by Equation 2.17 and is a function of the Reynolds number of the coolant Rec , the surface roughness Rsur and
the hydraulic diameter D . This equation for the friction factor is valid for circular and non-circular pipes and
was determined for horizontal pipes [58], so any gravity forces are not included. The estimation inaccuracy
is ± 15% [58]. Then the pressure for the station can be calculated using Equation 2.18.

∆Pc = f ·ρc
L

D

v2
c

2
(2.16)
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1√
f
=−2log10

(
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f + Rsur
3.7D

)
(2.17)

Pci+1 = Pci −∆Pc −
(
0.5 ·ρci+1 · v2

ci+1
−0.5 ·ρci · v2

ci

)
(2.18)

2.1.4. Model summary
A flowchart of the steps taken in the program can be seen in Figure 2.2. The coolant is injected at the nozzle
exit and then flows towards the injector. Therefore, the first station is at the end of nozzle. Once the wall
temperature has converged for this location, the program moves on to the next station. The inputs for the
program can be seen in Table 2.1 and the outputs are the hot and cold side wall temperature and the proper-
ties of the coolant in the cooling channels.

Engine 
properties

Prepare CEA 
input file

Run CEA

Extract CEA 
results and 

interpolate for 
all locations

Start at first 
station

Determine 
coolant 

properties

Calculate heat 
transfer

Converged?

Determine wall 
temperature

Yes
Last 

location?

Yes

Give outputs:
- Wall temperatures 
- Coolant properties 

No

Go to next 
location

No

Figure 2.2: A flowchart of the program for regenerative cooling.

An overview of the assumptions made in the program and their consequences are listed below:

• The heat transfer is one dimensional only in the radial direction. This will overestimate the temperature
at locations where there are strong temperature gradients in the axial direction, which mainly occurs at
the throat of the nozzle.

• The thermal conductivity of the wall is constant with temperature. For Inconel the value at room tem-
perature is taken. The thermal conductivity goes up with temperature, so this a conservative approach.
For the copper alloy uses, no data is available.

• The wall and cooling geometry do not change under stresses applied by heating and the pressure.

• The hot gas properties in the cylindrical section of the chamber are set equal to the properties at the
start of the convergent part of the nozzle. This means that no pressure drop occurs in the cylindrical
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Parameter Unit Type Comment

Engine contour (L,r) m CSV file
Chamber pressure bar
Fuel type - String
Oxidiser type - String
OF ratio (mass) -
Total mass flow kg/s
Wall thickness m Constant
Wall thermal conductivity W/mK
Number of cooling channels -
Cooling channel geometry m CSV file Width, height, rib thickness
Coolant fluid - String Limited to CoolProp fluids
Coolant inlet pressure bar
Coolant inlet temperature K
Surface roughness cooling channel m

Table 2.1: The inputs for the regeneratively cooling model.

part of the combustion chamber. This pressure drop is small, so it is not expected that this will change
the analysis.

• No radiation occurs from the cooling channel to the coolant as this radiation will be low.

The regeneratively cooled model has been described. The determination of the combustion products and
the hot side heat transfer will be reused in the transpiration and film cooling model. For the film cooling
model, also the complete coolant side heat transfer is reused. In the next section, the program is verified and
validated.

2.2. Verification and validation

Verification is performed to ensure that the above described equations are implemented correctly. Once the
code is verified, validation is performed to ensure that the code can actually predict the performance of a
regeneratively cooled wall to a certain accuracy.

The verification consisted of checking the code for any errors and checking the implementation of the equa-
tions. Once that was done, simple sanity checks and a comparison to the commercial software Rocket Propul-
sion Analysis (RPA) were made as well. These results are too extensive to be discussed here and are given in
Appendix A. The conclusion from the verification is that the code is implemented correctly and that RPA and
the code predict the same trends. Additionally, the properties obtained with CoolProp are compared to data
from NIST, see Appendix B. Both the properties of ethanol and methane are checked. The latter coolant will
be used in the validation that follows.

For validation, it would have been preferred to compare the developed model to experiments of a rocket en-
gine similar to the reference engine. In short: an engine with the same propellants, thrust level and OF ratio.
A comparison to such an engine could validate the accuracy of the one dimensional model and could also
be used to calibrate the Bartz equation. The latter is required as it is an empirical equation that varies for
different engines. Unfortunately, no such engine was found in literature. Also, no test data exists for the ref-
erence engine used in this thesis. Therefore, the tasks described above are split in two. Firstly, the model is
compared to CFD results of a liquid oxygen and liquid methane engine from the Italian Aerospace Research
Center (CIRA). After this, data from experimental tests on a small scale oxygen and kerosene engine is used
to calibrate the Bartz equation that predicts the hot gas side heat transfer.

While ideally one would compare the model to actual test data, comparing the model to a more elaborate
method such as CFD, is a step in the right direction regarding validation. Another advantage of a comparison
to a CFD analysis is that this allows for the determination of ’difficult’ to measure data such as wall tempera-
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ture and the state of the coolant in the channels. This comparison is the validation of the correct modelling
of the coolant properties and heat transfer in the wall. However, it does not allow for validation of the deter-
mination of the hot gas side heat transfer.

2.2.1. Comparison with CIRA engine
The liquid oxygen and methane engine used for the validation is described in the work of Pizzarelli et al.
[5] and the nozzle and channel geometry follow partly from [53]. The engine specifications are shown in
Table 2.2. The methane properties of CoolProp are validated in Appendix B. Pizzarelli et al. performed a
conjugated heat transfer analysis with an axisymmetric 2D CFD simulation for the combustion gases. It was
assumed that the combustion products enter the chamber completely burned and are then frozen in compo-
sition. A 3D RANS simulation is used for the cooling channels. The coolant enters the chamber at the end of
the nozzle and then flow towards the injector. No radiation heat transfer is modelled. Comparing the model
in this work to the simulations done on the CIRA engine allows for a comparison between a simple 1D model
to a 3D one.

Table 2.2: The specifications of the CIRA engine.

Parameter Symbol Value Unit

Chamber Pressure Pc 56 bar
OF ratio OF 3.35 -
Coolant mass flow ṁc 1.92 kg/s
Number of cooling channels 96 -
Inlet pressure cooling channel Pc0 155.8 bar
Inlet temperature cooling channel Tc0 112.4 K
Thermal conductivity wall k 365 W/mK
Surface roughness channel Rsur 6.3 µm

The comparison of the model to the CFD results is presented below. Firstly, it can be seen in Figure 2.3 that
using the current model that uses the Bartz equation overestimates the heat flux. The Bartz equation often
overestimates the heat transfer coefficient, especially when it is also used for the cylindrical part of the engine,
and that is the reason why calibration is required [7, 48]. The difference approaches 100% in the cylindrical
part of the chamber. It turned out that the adiabatic wall temperatures of both models are virtually equal
and that the difference comes from the heat transfer coefficient which follows the same trend as the heat
flux, see Figure 2.4. This shows the importance of calibrating the heat transfer coefficient obtained with the
Bartz equation. Lastly, the heat flux determined by the current model is constant in the cylindrical part of the
chamber. This is a consequence of using constant properties in the cylindrical section.

To obtain a comparison of the models that is not influenced by the overestimated heat flux, the adiabatic
wall temperature and hot gas heat transfer coefficient from Pizzarelli et al. are used as inputs in the model.
Additionally, the radiation heat transfer in the model is disabled as the CIRA engine also does not account for
radiation effects. A comparison between the calculated wall temperatures for the CIRA engine and the values
given by Pizzarelli et al. is visible in Figure 2.5. The temperatures calculated by the model are generally lower
than the reference values with a difference between the maximum temperatures of 150 K. In the part before
the throat the maximum difference is 20.1%, but after the throat the error grows to 78.4%. Secondly, the 1D
model predicts a peak in temperature at the location of the throat while the CIRA values show three separate
local maxima in temperature. The current model especially underestimates the heat flux in the divergent
nozzle region (0.3 m to 0.43 m). It appears that the choice of coolant side heat transfer coefficient affects the
temperature in this region. In the model, the simple Dittus-Boelter relation is used. A similar comparison to
the one here done by [53] found better agreement in this region using a specific heat transfer relation for su-
percritical methane, but this relation is not included in the current model. Secondly, Dittus-Boelter equation
is not valid this region as the L/D is too low, so this might also be a reason for the difference.

The total temperature and total pressure of the coolant in the channels can be seen in respectively Figure 2.6
and Figure 2.7 for the case when the hot gas properties of Pizzarelli are used. As the coolant is flowing from the
back of the engine to the front, the temperature increases when getting closer to the injector. The pressure in
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Figure 2.3: The heat flux of the CIRA engine [5] calculated with the model and the reference values; surface roughness 1.0 µm instead of
6.3µm to make sure coolant pressure values remain above zero.
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Figure 2.4: The convective heat transfer coefficient of the CIRA engine [5] calculated with the model and the reference values; surface
roughness 1.0 µm instead of 6.3µm to make sure coolant pressure values remain above zero.

the channels is always higher than the critical pressure of methane (46.1 bar [6]) and the critical temperature
is 190.6 K [6]. So, in the throat, the coolant turns into a supercritical fluid. This shows that there is no need
for the modelling of two-phase flow for the CIRA engine. The total pressure drops when getting closer to the
injector. In the figures, it can be seen that the total pressure and total temperature are matching the refer-
ence values in shape, but that there is a slight difference in magnitude. For the total temperature a maximum
difference is roughly 30 K on a total increase of 271 K. This translates to a difference of 11%. The pressure
difference is 3.9 bar on a total pressure drop of 35.6 bar which translates to a difference of 11%. So, this shows
that the program is capable of calculating the pressure and temperature in the channel to an error of around
10% when the incoming heat flux is correct.

From the above observations, it can be concluded that the 1D model overestimates the heat flux when mod-
elling the CIRA engine. It can also be expected that this happens for other engines. Therefore, it is important
to calibrate the heat transfer coefficient from the hot gases to the wall. This will happen in the next section.
Furthermore, it can be concluded that the 1D model has the same trends in resulting properties as obtained
using the more detailed 3D CFD work from Pizzarelli et al. This shows that the model is capable of producing
results useful for first order analyses. It should be noted that in this thesis different cooling methods are com-
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Figure 2.5: The wall temperature of the CIRA engine calculated with the model using Taw and hg values from [5] compared to the
reference values of [5], radiation heat transfer is disabled.
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Figure 2.6: The total temperature of the coolant in the CIRA engine calculated with the model using Taw and hg values from [5] and the
reference values of [5], at a coolant temperature of 190.6 K [6], the methane becomes supercritical.

pared for the same engine. So, the errors that occur in the hot gas properties affect both cooling methods and
thus this error has a reduced influence on the comparison.

2.2.2. Calibration of the hot gas heat transfer coefficient
As already discussed in the previous section, the Bartz equation is an empirical relation and it is not uncom-
mon that it overestimates the heat transfer [7, 48]. Therefore, it requires a calibration for the reference engine.
However, no experiments with the reference engine are available and no similar LOX kerosene engine tests
were found. Therefore, data from the work of Kirchberger [7] is used.

Kirchberger performed many tests on two small scale oxygen and kerosene engines, one with a diameter of
20 mm and a larger one with a diameter of 37 mm. For the 37 mm engine in total 81 data points were col-
lected for mixture ratios between 1.4 and 3.4 and for chamber pressures between 10 bar and 80 bar. For the
20 mm engine, 45 data points are available for an OF between 2.4 and 3.2 and pressure between 40 and 80
bar. The reference engine lies between these values. Kirchberger compared the measured heat fluxes to the
heat fluxes determined using the Bartz equation at different locations in the engine. This resulted in data
specifying the over or under prediction of the heat flux when the Bartz equation is used. An example of the
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Figure 2.7: The total pressure in the coolant channel of the CIRA engine calculated with the model using Taw and hg values from [5]
compared to the reference values of [5].

results can be seen in Figure 2.8. In this figure, the differences between the heat fluxes are given for a section
of the cylindrical part of the engine.

It can be seen in the figure that the largest over predictions are caused by a change in OF ratio. This is at-
tributed by Kirchberger to an increasing amount of imperfectly chemically reacting kerosene remaining in
the exhaust gas and the increased production of soot [7]. For the cylindrical part of the chamber, the effect
of a different chamber pressure is low. However, for the nozzle segment (not depicted in this work) a larger
change with chamber pressure was seen. The main interest of this thesis lies in the cylindrical part as the
transpiration cooling model and film cooling model are expected to be less accurate for the nozzle segment.
Kirchberger found that for the 20 and 37 mm engine the Bartz equation over predicted the heat transfer be-
tween 75% and 100% at the beginning of the chamber and 25% to 30% at the end of the cylindrical part [7].
A constant average of these values is taken to ensure constant properties in the cylindrical section which
will allow for faster modelling of the transpiration cooled engine. So, it is assumed that the Bartz equation
overestimates the heat flux with roughly 55% in the reference engine. Therefore, the heat transfer coefficient
obtained with the Bartz equation is multiplied with 0.65 to achieve calibration for the reference engine. This
factor will be used with all the three cooling methods to guarantee it is a fair comparison and is taken as a
constant such that the hole cylindrical section can be modelled with one calculation. This will speed up the
transpiration cooling model, as will be discussed in chapter 3. It should be noted again: if one wants more
accurate results for the reference engine, tests are required to determine the exact heat flux in the engine.

2.3. Conclusions

A model to determine the wall temperature in a regeneratively cooled rocket engine was presented. It ac-
counts for convection and radiation from the hot gases to the wall and for convection from the wall to the
coolant. It was determined that the hot side convective heat transfer coefficient is overestimated and is there-
fore scaled by a factor of 0.65. Then, when the appropriate relation for the convective heat transfer on the
coolant side is used, the maximum inaccuracy of the wall temperature is 20% when compared to a 3D CFD
calculation.

The validation of the model can be improved by comparing it to actual test data of a rocket engine, but this
was not possible due to lack of available test data of the engine or in literature. If one wants to obtain accurate
’absolute’ results on the wall temperature, the hot gas side heat transfer needs to be determined better for the
reference engine. The accurate way to do this is by testing the actual engine. This will of course be a costly
endeavour. However, it was seen that the heat transfer can vary up to 100% compared to analytical relations,
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Figure 2.8: The overprediction in % of the heat flux for the 37 mm engine with the Bartz equation for the second cylindrical segment in
the engine [7].

so testing is a must if one wants to get accurate results. For the goal in this thesis, which is comparing the
cooling methods, the need for accurate hot gas side heat transfer estimation is less. All three cooling methods
will use the same heat transfer inputs, so any errors in the estimation will cancel out when comparing the
effectiveness of the cooling.

In the next chapter, the transpiration cooling model is discussed. This model uses the same method to deter-
mine the hot side heat flux and uses the same calibration factor as the regenerative cooling model.



3
Transpiration cooling model

In this chapter the transpiration cooling model and the results obtained with it are discussed. Transpiration
cooled rocket engines have been analysed before. Bucchi et al. [66] optimized a transpiration cooled throat
section of a methane and LOX fuelled rocket engine. Landis [67] and Davis [68] focused on the wall of a hy-
drogen transpiration cooled rocket engine. Greuel et al. [2] described the governing equations required to
model the DLR hydrogen transpiration cooled engine discussed in section 1.2. Some parts of these works
are implemented in the model described in this thesis and other parts are explicitly different as these models
were deemed insufficient. A complete overview of the models is too extensive, so when relevant, the similar-
ities and/or differences will be mentioned in the discussion of the model. One important thing that all these
models have in common, is that significant simplifications are required to reduce the computational time.
In this work, this is also done by focusing on the cylindrical section of the chamber and assuming that it has
constant hot gas properties. This allows for the modelling of a large part of the engine with a single calcula-
tion and reduces computational time. Another unfortunate thing that all these works have in common is that
none of the model present any validation data. So, no estimation on the accuracy of the models can be made
and this data can also not be used to validate the model in this thesis.

The hot gas properties for the transpiration cooling model are determined in the same way as for the regen-
erative cooling model. The reference frame used in the model is discussed in section 3.1. Then the governing
equations that describe the behaviour of the coolant in the wall and the reduction in heat transfer are dis-
cussed in section 3.2. The governing equations also require boundary conditions to be able to model the
engine, these are treated in section 3.3. It was found that a small difference in the boundary conditions will
have a large effect on the final result. Therefore, a study into the boundary conditions is performed as well.
Then, in section 3.4, the verification and validation of the model is discussed. With the finalised model, it is
possible to answer some of the research questions already by performing a parametric analysis. This is done
in section 3.5. Additionally, a sensitivity analysis is performed in section 3.6. In section 3.7 the coolant flow in
the complete engine is optimized. Finally, the conclusions and recommendations for the modelling and the
results are given section 3.8.

3.1. Reference frame

A cylindrical coordinate system is required as the cylindrical form of the energy equations are used. This al-
lows for the modelling of the effect of the changing area that occurs at larger wall thicknesses - this is required
as the transpiration cooled walls can be thick. It is assumed that the coolant flows in one direction which is
normal to wall and that there is no heat transfer in axial direction within the wall. This means that the cylin-
drical reference system cannot be used in parts that are convergent or divergent as the direction in which the
coolant flows is not equal to the radial direction in the reference frame. Therefore, the transpiration cooling
analysis is limited to the cylindrical part of the chamber. Similar choices were made in other transpiration
cooling investigations [68]. For the scope of this work, this is seen as sufficient: the differences between film
and transpiration cooling that occur in the cylindrical section are also occurring in the convergent and di-
vergent part of the nozzle. Secondly, in the convergent and divergent part there are larger axial temperature
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gradients and thus the assumption that no axial heat transfer occurs is less valid in these regions anyway. Po-
tentially, when a cartesian reference frame is used, the nozzle can be split up a lot of small sections and can be
modelled this way (see [66]). However, this will increase the computational time and is therefore not pursued.

The reference frame can be seen in Figure 3.1. The x-direction is parallel to the center line of the engine and
is zero at the start of the cylindrical part (so at the injector). The y-direction is the distance normal to the
wall and is zero at the outer radius of the wall. The latter is used for the continuity and momentum equation
and data plotting purposes. The energy equations are used in their cylindrical form. The continuity and
momentum equation are calculated in cartesian coordinates (using y) as this allows for easy calculations of
flat plates if this is needed. In case flat plates are modelled, the energy equations have to be changed to their
cartesian form.

y

x r

Coolant flow

Figure 3.1: The reference frame for the transpiration cooling model.

3.2. Governing equations

In this section, the governing equations that are required to model a transpiration cooled wall are discussed.
In total four different conservation equations are required: the continuity equation, the momentum equa-
tion, the energy equating and the equation of state. As the burn time is 190 s, the steady state versions are
presented [2, 68, 69].

3.2.1. Continuity equation
Before the continuity equation for flow through porous media can be given, another variable needs to be
introduced. This is the Darcy velocity (other names include: superficial velocity, seepage velocity, filtration
velocity [69]) defined by Equation 3.1. The Darcy velocity is not the actual velocity of the fluid, but the ap-
parent one taken over area of the porous medium, so the combination of open space and solid material. It
can be obtained by multiplying the actual velocity vactual with the porosity ε. Other ways of determining the
Darcy velocity is taking the mass flow over the medium and then dividing this by the density and total surface
area of the porous medium (so the area including the open and closed spaces).

v = εvactual (3.1)

The continuity equation for a steady state flow through a porous medium is given by Equation 3.2 [69], where
ε is the porosity, ρc is the coolant density and v is the Darcy velocity. Only one dimensional heat transfer is
considered and the mass flow is constant due to the steady state assumption. Therefore, the continuity equa-
tion reduces to Equation 3.3. Here, the area A is the total cross sectional area that depends on the radius. The
area is a function of radius as the coolant flows normal to the axis.

ε
∂ρc

∂t
+∇· (ρc v) = 0 (3.2)
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ṁc = ρc A(r ) · v (3.3)

3.2.2. Momentum equation
As the coolant flows through the porous wall, the pressure will drop. This pressure drop in porous media can
be determined by Darcy’s law (Equation 3.4 [69]) or by the Forchheimer extended version (Equation 3.5 [1]).
Both equations describe the pressure drop over length and their differences are discussed below. In these
equations µc and ρc are the viscosity and density of the fluid and v is the Darcy velocity. The permeability
coefficients KD and KF are determined by empirical relations, which will be discussed below.

dP

dy
=− µc

KD
v (3.4)

dP

dy
=− µc

KD
v − ρc

KF
v2 (3.5)

In combination with macroscopic parameters (such as porosity and permeability), these equations allow for
modelling the porous medium as a homogeneous material. This is less computationally intensive than mod-
elling the exact geometry. Which one of the two equations should be used, depends on the pore Reynolds
number defined by Equation 3.6 where Dp is the particle or pore diameter. The choice for the used diameter
depends on the material investigated and is discussed in further detail below.

Rep = ρvDp

µ
(3.6)

Darcy’s law is valid for pore Reynolds number smaller than unity. When the pore Reynolds number increases,
an extra term needs to be added that accounts for quadratic form drag [69]. This change is due to inertial
forces becoming of importance at higher velocities, not due to turbulence [70]. In this case the pressure drop
is given by the Darcy-Forchheimer equation. Some inconsistency exists in literature on the exact value when
the Darcy-Forchheimer equation becomes required. For example, [70] states that the range where Darcy-
Forchheimer’s law becomes required varies from Reynolds numbers between 0.1 and 75 and that the large
uncertainty depends on the differences in pore structure and surface roughness. In this work it was observed
that the pore Reynolds number was always larger than 100 and thus the Darcy-Forchheimer equation is used.
Furthermore, at the Reynolds numbers when Darcy’s law is sufficient, low flow velocities occur and thus
the added Forchheimer term becomes really small as it depends on the velocity squared. Then, the Darcy-
Forchheimer equation reduces to Darcy’s law,

The Darcy-Forchheimer equation requires two permeability coefficients. For a bed of packed spheres they are
given by Equation 3.7 and Equation 3.8 [1], also referred to as Ergun’s equation. An image of a bed of packed
spheres can be seen in Figure 3.2. Dp is the diameter of the spheres and ε the porosity. These equations are
used by most works done on transpiration cooling when the permeability coefficients are not experimentally
known [66–68]. These relations are widely used and give good results for porosities between 0.2 and 0.8 and
for particle sizes between 0.03 mm and 21.33 mm [8].

KD =
D2

pε
3

150 · (1−ε)2 (3.7)

KF = Dpε
3

1.75 · (1−ε)
(3.8)

Not all porous walls are made from a bed of packed spheres. For example: a foam can be seen as the inverse of
a bed of packed spheres. The solid spheres are now ’open’ volumes and the cavities between the spheres are
now solid. See Figure 3.3 for an example of a porous material made using AM. Commonly, the permeability
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Figure 3.2: A representation of a bed of packed spheres [8].
Figure 3.3: An example of a porous structure created using additive

manufacturing [9]
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Figure 3.4: A representation of the local thermal equilibrium (LTE)
temperature in a wall.
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Figure 3.5: A representation of the local thermal non-equilibrium
temperature (LTNE) in a wall.

coefficients of a bed of packed spheres are still used for these different shapes. Instead of using DP for the
sphere diameter, an equivalent hydraulic diameter is used [71]. In the case of additively manufactured walls
in this work, the value for DP will be the printed hole size.

In the program, a required pressure drop over the wall is specified and then the momentum equation is used
to iteratively determine the velocity in the wall. A minimum pressure drop is required for two reasons. Firstly,
to prevent hot combustion gases flowing into the wall when oscillations in chamber pressure occur. Secondly,
to make sure the mass flow does not change much with small changes in combustion chamber pressure. The
transpiration cooled engine developed by DLR used a drop of approximately 5 bar over the wall [30] on a
chamber pressure between 55 to 91 bar [3]. As the pressure of the reference is 65 bar, the recommendation
of 5 bar was followed. This pressure boundary condition drives the mass flow and thus the cooling perfor-
mance. However, as will be seen in the discussion of the results, this required really thick walls. Therefore,
the pressure drop was lowered to 1 bar. Note, that this is added to the chamber pressure of 65 bar, but that
the static pressure is lower than this in the chamber. The maximum static pressure in the chamber is 63.4 bar,
so the minimum pressure drop is 2.6 bar. In the nozzle this will be larger as the pressure drops there. A more
elaborate discussion on the pressure drop will follow in section 3.6.

3.2.3. Energy equation
To obtain the temperature distribution in the wall, the energy equation for porous media is required. Two dif-
ferent options are available. One can assume that the heat transfer from the solid to the coolant is infinitely
fast and thus the solid and coolant are locally the same temperature. This is called the local thermal equilib-
rium (LTE) assumption [69]. An example of this can be seen in Figure 3.4. In this case, one energy equation
is required. If one assumes that the heat transfer is not infinitely fast, local thermal non-equilibrium (LTNE)
is used [69]. An example can be seen in Figure 3.5. This case requires an energy equation for the solid and
another one for the coolant. Therefore, the LTNE case is more computationally expensive. In the code, both
cases are implemented and a comparison in their performance and applications is discussed in section 3.3.
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Energy equation: local thermal equilibrium As mentioned, the local thermal equilibrium (LTE) assumes
that the heat transfer from the solid wall to the coolant is infinitely fast and thus the solid and fluid are locally
the same temperature. The energy equation for steady state for LTE in cylindrical coordinates can be seen
in Equation 3.9 [68]. The thermal conductivity km is the combined thermal conductivity of the wall material
(ks ) and the coolant (kc ) and is given by Equation 3.10 [69]. The density of the coolant, isobaric specific heat
and the Darcy velocity are respectively given by ρc , cpc and vc .

1

r

d

dr

(
km · r

dT

dr

)
−ρc cpc vc

dT

dr
= 0 (3.9)

km = (1−ε) ·ks +ε ·kc (3.10)

For completeness, the energy equation is also given for a cartesian reference system, see Equation 3.11 [46].
This equation can be used when flat plates are modelled and is a bit easier to understand. In this equation it
is clear that the energy equation consists of a conduction part (the first term) and an advection component
(the second term).

d

dy
(km

dT

dy
)−ρc cpc vc · dT

dy
= 0 (3.11)

Energy equation: local thermal non-equilibrium In case of local thermal non-equilibrium (LTNE), the
heat transfer is not infinitely fast and thus the coolant and solid have locally different temperatures. These
are both unknown. Therefore, two energy equations are required: one for the solid and one for the coolant.
The solid energy equation for steady state in cylindrical coordinates is given in Equation 3.12. The one for
the coolant can be seen in Equation 3.13 [68, 72]. In addition to already mentioned variables, Ts is the solid
temperature and hv is the volumetric heat transfer coefficient in W/m3K.

1

r

d

dr

(
ks (1−ε)r

dTs

dr

)
−hv (Ts −Tc ) = 0 (3.12)

1

r

d

dr

(
kcε · r

dTc

dr

)
−ρc cpc vc

dTc

dr
−hv (Tc −Ts ) = 0 (3.13)

Again, the energy equations are given in cartesian form as well for completeness and to more easily grasp
what the different terms mean. The first term in the solid energy equation (Equation 3.14 [67, 69]), is the heat
equation that describes the conduction through the solid wall. The second term represents the heat that is
transferred from the solid to coolant by convection within the wall. The terms in the liquid energy equation
(Equation 3.15 [67, 69]) are as follows: heat conduction through the coolant (that will be very low), advection
heat transfer and convective heat received from the coolant to the solid. Note that when the porosity drops
to zero, i.e. the wall is completely solid, no heat transfer within the wall exists. Then Equation 3.15 reduces to
zero. What remains from Equation 3.14 is the heat equation for a solid.

d

dy
· (ks (1−ε)

dTs

dy
)−hv (Ts −Tc ) = 0 (3.14)

d

dy
· (kcε

dTc

dy
)−ρc cpc vc · dTc

dy
−hv (Tc −Ts ) = 0 (3.15)
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Volumetric heat transfer coefficients Now that the two energy equations are known for the LTNE, one pa-
rameter is still not specified: the volumetric heat transfer coefficient hv . This value is determined using em-
pirical relations. As the volumetric heat transfer has as unit W/Km3, one needs to multiply the ’normal’ heat
transfer coefficient in W/Km2 with the specific surface area per unit volume asc (Equation 3.16 and Equa-
tion 3.17 [69]).

asc = 6(1−ε)

Dp
(3.16)

hv = h ·a f s (3.17)

Several semi-empirical relations that describe the heat transfer coefficients in a porous wall can be found in
literature. They are either obtained using experiments or numerical modelling using CFD. An overview of
these relations can be seen in Table 3.1 and their ranges of validity in Table 3.2. The resulting Nusselt num-
bers for different pore Reynolds numbers can be seen in Figure 3.6. The plots span over the given the range
of validity as listed Table 3.2.

Some notes must be made regarding the Kuwahara relation that is presented in Table 3.1. Pallares et al.
[73] investigated several relations and found that the Kuwahara relations for volumetric heat transfer did not
match with other known relations. He suggested to multiply the Kuwahara relation by a factor of two to get
better agreement with other (experimental) works. This recommendation is followed in this work and this is
indicated by ’Kuwahara x2’ relation. So, the value obtained from the Kuwahara relation in Table 3.1 requires
a multiplication of two to achieve this.

Source Year Equation

Kuwahara et al. [49] 2001 Nu =
(
1+ 4(1−ε)

ε

)
+ 1

2 (1−ε)1/2Re0.6Pr1/3

Whitaker [50] 1972 Nu = 1−ε
ε (0.5Re1/2 +0.2Re2/3)Pr1/3

Wakao et al. [74] ‘ 1978 Nu = 2+1.1Re0.6Pr1/3

Handley and Heggs [75] [76] 1968 Nu = 0.255
ε Re2/3Pr1/3

Gunn [77] 1978 Nu = (7−10ε+5ε2)(1+0.7Re0.2Pr1/3)+ (1.33−2.4ε+1.2ε2)Re0.7Pr1/3

Table 3.1: The various Nusselt number relations found for heat transfer in porous media; the corresponding ranges of validity for the
relations can be found in Table 3.2.

Table 3.2: The range in different parameters for the Nusselt relations listed in Table 3.1.

Source Determined by Re range Pr range ε range Particle sizes

Kuwahara et al. [49] CFD 3 ·10−3 to 5000 10−2 to 102 0.2-0.9 n/a
Whitaker [50] Experiments 22 to 8000 0.7 0.4-0.74 n/a
Wakao et al. [74] Experiments 20 to 8500 0.7 to 1 n/a (0.4) 0.1 to 25.4mm
Handly and Heggs [75] Experiments 100 to 4000 n/a 0.36 to 0.39 3.05 to 9.5 mm
Gunn [77] Experiments up to 105 0.7 to 7.5 0.35 to 1 n/a

The equations in Table 3.1 are plotted for their valid range of Reynolds number in Figure 3.6 for a porosity of
0.39 as this is the only porosity that is valid for all relations. The Nusselt numbers of all relations appear to
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be similar, but as they are plotted on a log scale the actual differences vary with a maximum of 70%. At other
porosities, the differences between relations become larger. For example, for a porosity of 0.7 the maximum
difference is 260%. In general, it is known that for lower Reynolds numbers (smaller than 100) there is a large
scatter in the Nusselt numbers with two order of magnitudes difference [76]. Furthermore, it is established
that the shape of the particles influences the Nusselt number. For example, square particles have a lower
Nusselt number. So, while great effort was put into finding proper heat transfer coefficients for flow in porous
media, this will remain a source of error. In section 3.5 it will be found that for small pore sizes (<0.1 mm for
conditions in this work), the heat transfer becomes very large and that the differences between the solid and
coolant temperature are small. So, for these conditions, better models for the volumetric heat transfer are
not necessary. For the pore sizes producible with additive manufacturing (0.3 mm to 0.5 mm), differences in
temperature occur. So, for these sizes it is recommended to find better correlations. However, the relations
used in this work can still be used to predict the trends occurring and are sufficient to answer the research
questions.

For the remainder of this work, the Kuwahara equation multiplied by two will be used as this one has the
largest range for porosity and Prandtl number. The lowest porosity is 0.2 and this value will be used as the
lowest porosity in this work. A second reason for this is that at lower porosities the wall still be porous, but a
uniform distribution of the injected becomes less likely. The porosity of this exact ’border’ is not known, but
0.2 appears to be a good engineering guess.
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Figure 3.6: Comparison of the Nusselt numbers relations from Table 3.1 for Pr of 0.7 and porosity of 0.39.

The magnitude of the volumetric heat transfer coefficient of the Kuwahara relation versus the porosity and
pore size is investigated as these two parameters are the main parameters to change in the wall. In Figure 3.7
the volumetric heat transfer coefficient can be seen for different porosities and three different Reynolds num-
bers. These lines are obtained by determining the heat transfer coefficient and multiplying it with the specific
area from Equation 3.16. The specific area has to be included to account for the change of total surface area
with changing porosity. It can be seen in the figure that when the porosity decreases - and reaches the lower
value of the valid porosity range (ε=0.2) - the heat transfer coefficient increases drastically. This means that
at low porosities the heat transfer becomes very large and the temperature of the coolant and solid will be
similar. In other words, then the LTE assumption can potentially be used.

The fact that heat transfer coefficient increases for lower porosity is confirmed by works of [78] where the heat
transfer coefficient increases with more than 900% when the porosity is changed from 0.95 to 0.5. Secondly,
in the CFD work of [79] the heat transfer coefficient increases 100% when the porosity changed from 0.8 to 0.5.

In Figure 3.8 the volumetric heat transfer coefficient depending on the pore size for three different Reynolds
numbers can be seen. When the pore size reduces the volumetric heat transfer approaches infinity. Thus, the
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same conclusion as for the porosity can be made: when the pore size reduces, the LTNE case converges to the
LTE assumption.
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Figure 3.7: The volumetric heat transfer coefficient determined with the Kuwahara Nusselt number relation for different porosities;
Pr =0.7, Dp =0.1 mm, k=1 W/mK; the dashed lines are outside the porosity range of the relation.
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Figure 3.8: The volumetric heat transfer coefficient determined with the Kuwahara Nusselt number relation for different pore sizes;
Pr =0.7, ε=0.2,k=1.

3.2.4. Equation of state
The final required equation is the equation of state. In the program the coolant properties are determined us-
ing CoolProp [4] which requires temperature and pressure as input and can then provide density, isobaric spe-
cific heat, viscosity and thermal conductivity of the coolant. Validation of the coolant properties for ethanol
are available in Appendix B.

3.2.5. Reduction in heat transfer due to presence of blowing
All required equations have been introduced, but one important phenomenon still needs to be modelled.
This is the reduction in convective heat transfer caused by the blowing effect when the coolant is injected
into the combustion chamber. The injected coolant changes the temperature of the boundary layer and this
reduces the convective heat transfer into the wall. It is assumed that the coolant film is transparent for radia-
tion.
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Several relations exist to determine the reduction in heat flux due to blowing. The most detailed analysis was
done by Meinert et al. [51] and is used in this work. Meinert et al. takes the analytical relation for reduction
in heat transfer due to blowing determined by Kays and Crawford [80] and adds two correction factors to ac-
count for gas property and temperature effects. The correction factors were determined using experiments.
The relation can be seen in Equation 3.18. The driving factor is the blowing ratio F defined by Equation 3.19.
The blowing ratio is determined by the coolant density and coolant velocity at the end of the wall and the
density and velocity of the main gas flow. Other parameters in Equation 3.18 are St0, which is the Stanton
number when no blowing is present. k∗

M is the correction factor for using different coolants and is given by
Equation 3.20 and depends on the ratio of the molecular masses of the hot gas (Mg ) to the coolant (Mc ). Fi-
nally, k∗

T is the correction factor for the difference in temperature between the wall and the gas and is given
by Equation 3.21.

St

St0
=

F
St0

k∗
M k∗

T

e
F

St0
k∗

M kT −1
(3.18)

F = ρc vc

ρg vg
(3.19)

k∗
M =

(
Mg

Mc

)0.6

(3.20)

k∗
T =

(
Taw

Tw

)0.3

(3.21)

A graph showing the reduction in convective heat transfer coefficient can be seen in Figure 3.9. The drop is
very steep and at a blowing ratio 0.02 it has reduced to practically zero.

The correction factors of Equation 3.18 were obtained from experiments with nitrogen, argon, helium, air
and freon-12. The porosity of the material was 0.3. The blowing ratio range varied from 0 to 0.8%. The range
of molecular masses of the gases used to determine Meinert’s equation was between 4 g/mol (helium) and
39.9 g/mol (argon) and it was determined in a wind tunnel with air as hot gas. The molecular mass of ethanol
is 46.1 g/mol and is thus outside of the range of tested gases.

As mentioned above, the correction factors were determined for gaseous coolants. However, the coolant used
in this work is a (compressible) liquid. So, one could wonder how this affects the use of this equation. The
critical temperature of ethanol is 516 K. For any reasonable rocket chamber wall material, the maximum al-
lowable temperature will be above this point. Therefore, the ethanol turns into a supercritical fluid within
the wall and it is assumed that this state can be seen as a gas. In cases with high blowing ratios when coolant
does not heat up to the critical temperature, the ethanol stays liquid. This introduces some uncertainty in
the reduction in heat transfer. It is assumed that if the coolant exits the wall in liquid phase, that it instantly
vaporizes and that it then acts the same as a gas.

Furthermore, the accuracy of the reduction in heat transfer could heavily benefit from a repeating of the ex-
periment but with longer chain hydrocarbons instead of relatively ’light’ gases such as nitrogen. Ethanol is
slightly out of the range. However, keeping in mind that ideally one cools the wall with kerosene and that
the average molecular mass of kerosene is 167 g/mol [81], this might alter the blowing effects. Furthermore,
kerosene consists of different species with different molecular masses. As the reduction in blowing is not a
linear relation it might be that this variation also has effects. In the model, the reduction due to blowing is
the largest factor contribution to the lower heat flux to the wall. Quantifying the effect is difficult, but a more
accurate estimation of this will greatly improve the accuracy of the model. It is therefore recommended to do
more research on the blowing effects of kerosene when used as a transpiration coolant.
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One note about the correction factor for different coolants can be made. One might expect that a ratio of the
isobaric specific heat values is more logical than the ratio of molecular masses. This was also proposed in the
work of Kays and Crawford, but Meinert et al. found better agreement with the ratio of molar masses.
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Figure 3.9: An example calculation for the reduction in convective heat transfer coefficient versus blowing ratio; for ethanol as coolant;
located in the cylindrical section of the reference engine.

Critical blowing ratio Meinert et al. also performed tests on the so-called critical blowing ratio in transpi-
ration cooled walls. The critical blowing ratio is the blowing ratio at which the boundary layer separates from
the wall. Experiments with argon, air, nitrogen and helium give the following empirical relation for the critical
blowing ratio:

2Fcrit

c f 0

(
Mg

Mc

)0.9

≈ 5.0 (3.22)

Other relations show that the ratio 2 ·Fcrit/c f 0 is between 3.5 and 6 for different gases [51]. Note that with this
equation, if the molar masses are higher (for kerosene for example) the critical blowing ratio will be low.

Opinions differ on if surpassing the critical blowing ratio is beneficial or not. Meinert et al. states that once
the critical blowing ratio is reached, it is likely that there is no ’classic’ boundary layer anymore but a film of
only coolant next to the wall. This film then increases in thickness with increasing blowing ratio. Meinert et
al. states that there is no danger of thermal overheating when the film is present. However, Kirchberger [7]
states that the critical blowing ratio should be avoided as otherwise local hot spots can occur at the wall when
the boundary layer reattaches or vortices transport hot gases to the wall. However, in practice the reduction
in heat transfer to the wall due to blowing is so effective that it is not required to reach the critical blowing
ratio [51].

3.2.6. Model summary
In the previous sections, all required governing equations have been presented. Boundary conditions need
to be imposed to complete the calculations. However, before this is discussed, a summary of the program
structure and the inputs is given.

In addition to the inputs that were treated for the regenerative cooling design (engine contour, chamber pres-
sure, etc.), the extra required inputs are listed in Table 3.3. The outputs of the program are the solid and
coolant temperature distribution in the wall, coolant properties distribution and the final mass flow, mass
flux and blowing ratio for the location evaluated.

A flowchart of the steps occurring for the LTNE program can be seen in Figure 3.10. For the LTE, the steps
taken are similar with the exception that only the coolant temperature is calculated instead of both the solid
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Parameter Unit

Porosity -
Sphere /pore diameter m
Porous wall thickness m
Required pressure drop over wall bar
Heat transfer coefficient cold side W/mK

Table 3.3: The additional inputs of the code modelling a transpiration cooled wall, in addition to the ones listed in Table 2.1 (minus the
cooling channel parameters).

and coolant one. The temperature distribution is calculated and with this new temperature the coolant prop-
erties are updated. This is continued until the specified convergence criteria that assesses the change in so-
lution are reached.

Determine hot 
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using CEA
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distribution in wall

T and P 
converged?
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Engine 
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Determine 
reduction in 
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Figure 3.10: A flowchart of the program that calculates the wall temperature for a transpiration cooled wall for a single station and for
the local thermal non-equilibrium (LTNE) assumption. The local thermal equilibrium (LTE) case is similar with the exception that no

solid wall temperature is calculated.

Furthermore, the spike in the isobaric specific heat around the critical point (Figure 1.5) caused trouble with
convergence. Therefore, it is possible to under-relax the solution. Secondly, sometimes for very thick walls,
the pressure would reach negative values and the program would crash. To alleviate this, the pressure in
the wall can also be under-relaxed. The under-relaxation for cp is given by Equation 3.23 [82] and the one
for pressure follows the same scheme. Here, α is the under-relaxation factor and in case it is 1, no under-
relaxation is used.

cnew,used
p = cold

p +α(cnew,predicted
p − cold

p ) (3.23)

A list of the assumptions made and their consequences is given below:
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• The heat transfer is one-dimensional and occurs normal to the wall. At locations with strong axial
thermal gradients, this will overestimate the temperature. In the engine, this occurs at the region close
to the throat.

• It is assumed that the super critical fluid acts as a gas.

• The injected coolant does not alter the combustion products. In reality it would change and this will
change the mixture ratio in the engine. This will then alter the gas temperature and the heat flux. As
the reference engine operates close to the optimal OF ratio, it would reduce the heat flux.

• The thermal conductivity of the wall material does not change with temperature, see discussion in
section 2.1.

• The wall geometry does not change due to thermal stresses and pressure forces.

3.3. Boundary conditions

The required (differential) equations to determine the temperature in the transpiration cooled wall are now
known. However, that is only one part of obtaining the solution. The second part is the correct implementa-
tion of boundary conditions. The pressure boundary condition is simple: at the upstream side of the wall the
pressure equals the reservoir pressure that is constant in the axial length, and at the downstream side it equals
the chamber pressure at that axial position. The mass flow and coolant properties are iterated to satisfy this
boundary condition.

For the energy equations for both the LTE and LTNE the boundary conditions are more complicated. This
is discussed in the following sections. The LTE case needs two boundary conditions to solve for the energy
equation, while the LTNE case needs four boundary conditions: two for the solid energy equation and two
for the coolant one. In subsection 3.3.1 the boundary conditions are defined and in subsection 3.3.2 a com-
parative study between the boundary conditions and their effect on the LTNE and LTE cases are discussed.

3.3.1. Boundary conditions definition
In the following sections the different options for the boundary conditions following from literature are dis-
cussed and the final chosen ones are presented.

Hot side boundary condition On the hot side, a Neumann boundary condition is specified. The heat flux
due to radiation and convection determines the gradient at this side. While the majority of literature follows
this type of boundary condition, small variations occur. Some set the heat transferred into the liquid to zero
such that all heat flows into the solid [39, 83]. Others divide the heat flux between the solid and coolant
according to their respective thermal conductivity and porosity [40]. In the latter case, only a small amount
of heat flows into the coolant as the thermal conductivity of the coolant is low compared to the solid. Alomar
et al. [84] tried these two conditions plus two alternatives with minor variations and found that the choice
does not greatly affect the final temperature. Alomar et al. recommends to use the boundary condition that
sets the heat flux to the coolant to zero and thus this one is used in this work. The boundary condition for the
LTNE case on the hot side is as given below. For the LTE assumption the first row is used and the condition
that the gradient of the coolant is zero is not required.

y = L

{
qrad +qconv = qs = (1−ε)ks

dTs
dy

qc = 0 = εks
dTc
dy

Cold side boundary conditions For the boundary conditions at the cold side, various options are used in
literature. As this study is applied to a rocket engine, the boundary conditions for literature regarding tran-
spiration cooling in rocket engines were consulted. Davis [68] (LTE) sets the wall temperature on the cold
side equal to the coolant reservoir temperature. Bucchi et al. [66] (LTNE) does the same for both the wall and
coolant temperature.
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This boundary condition is examined here. It is reasoned by the author that this assumption is only valid in
the case that all heat flowing into the wall is absorbed by the coolant before the heat ’reaches’ the cold side.
This only happens when the walls are sufficiently long or when the thermal conductivity is low enough. As a
result, the temperature gradient at the cold side is zero and thus the constant temperature boundary condi-
tion is justified.

However, once the wall length decreases or wall conductivity increases, the heat ’reaches’ the cold side before
it is all absorbed by the coolant. In this case, it does not physically make sense that the temperature at the
start of the wall stays equal to the coolant reservoir temperature. In other words: for this to happen, a con-
vective heat transfer should occur with an infinite high heat transfer coefficient and the heat that flows into
the coolant reservoir just disappears into nothing. Both these effects would be nonphysical. So, while the
constant cold side wall and coolant temperature are used by some works on transpiration cooling in rocket
engines, it is deemed not to always match reality. Some conditions exist where it is a good enough represen-
tation. However, ideally a boundary condition is used that is always valid.

Different boundary conditions were examined. Landis [67] (LTNE) uses a different approach and viewed
the coolant side similar to a regenerative cooled channel. He specified a convective heat transfer boundary
condition for the solid energy equation. The heat transfer coefficient was determined using Dittus-Boelter
equation, but any other relation could be used. For the liquid temperature, the coolant reservoir was used. As
the coolant flows axially past the wall, it would make sense that the coolant temperature increases with axial
length but no specific mention of this was found in [67].

In this thesis, it is not assumed that a regenerative coolant channel on the cold side of the wall is present,
but rather a large coolant reservoir that connects all transpiration cooled walls with a certain reservoir tem-
perature and pressure. The coolant velocity is very low in the reservoir and the coolant only flows normal to
the wall and then into the pores. This means that heat transfers from the wall into the coolant by convec-
tion. When the coolant then flows into the porous wall, this absorbed heat also ’flows’ back into the wall.
This boundary condition is used for the LTNE case and follows from [39, 40, 83]. To the author of this the-
sis, this boundary condition seems to make the most sense from a physical point of view. The mathematical
expression of this boundary condition for the cold side for LTNE is:

y = 0


ks (1−ε) dTs

dy = hc (Ts −Tc0 )

hc (Ts −Tc0 ) = vcρc cpc (Tc −Tc0 )
Tc0 = constant

Note that, to be fully correct, one should not look at the difference vcρc cpc (Tc −Tc0 ) but actually at the en-
thalpy difference as cp is not constant. However, the changes in temperature are generally small as the mass
flux is high and therefore this is deemed negligible.

One extra unknown parameter is introduced using this boundary condition: the convective heat transfer co-
efficient on the cold side of the wall hc . As it was assumed that the coolant is supplied by a large reservoir and
flows with a low velocity normal to the wall, it can be expected that hc has a low value. Langener [1] hypoth-
esised that the heat transfer is partly caused by natural convection and partly by radiation into the reservoir.
Combining estimations for both, a heat transfer coefficient of around 20 to 34 W/m2K for air was obtained
[85]. Dong et al. [39] used value of 31.4 W/m2K for water coolant. In this work a standard a value of 34 W/m2K
will be used that does not change with temperature.

For the LTNE case, the above described boundary condition will be used. From a design point of view, it
should be kept in mind that if the temperature on the cold side gets (too) high that a regenerative cooling
channel can still be implemented. This will increase the heat transfer coefficient on the cold side of the wall
and lower the temperature. However, the need for this was not found with conditions used in this work. From
a system level perspective this is not preferred as now more (or all) fuel is used as coolant and this will in-
crease the pressure drop requiring more pumping power.

The above discussed boundary condition works for the LTNE case, but when LTE is used only one boundary
condition is required at the cold side. It would make sense to specify the convective heat transfer boundary
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condition similar as the solid part for the LTNE. However, as will be seen in the next section where different
boundary conditions are investigated, this causes some problems.

3.3.2. Boundary condition study
When the volumetric heat transfer increases by lowering the pore size and/or porosity, the solid and liquid
temperature locally become virtually equal for the LTNE case. Then, it becomes possible to use the LTE as-
sumption and this will reduce the computational time. However, it was found that when comparing the LTE
and LTNE for high values of hv that they only match at certain boundary conditions. To analyse this, a simpli-
fied model was made using constant coolant properties and using a cartesian coordinate system. The inputs
of the model can be seen in Table 3.4.

Table 3.4: The constant properties for the analysis.

Parameter Symbol Unit Value

Porosity ε - 0.2
Thermal conductivity solid ks W/mK 200
Thermal conductivity coolant kc W/mK 0.2
Density liquid ρ kg/m3 800
Isobaric specific heat liquid cp J/kgK 1000
Velocity liquid v m/s 0.1
Volumetric heat transfer coefficient hv W/m3K 1 ·1010

Hot gas side heat transfer coefficient hg W/m2K 3000

In the analysis, the boundary condition on the hot side of the wall will remain the same for all cases. The
convective heat transfer boundary condition is used with hg and a constant hot gas temperature of 3000 K.
The heat flux into the liquid is zero, so the gradient of the liquid temperature is zero at the hot side of the wall.
The value for hc on the cold side1 is set to 20 W/m2K and the initial coolant temperature is 300 K.

When a convective heat transfer boundary condition is applied on the cold side, it is observed that for large
wall lengths the LTNE and LTE case are the same. See Figure 3.11 for an example. For the LTNE case, the
solid and liquid temperature are virtually equal due to the high volumetric heat transfer coefficient. The heat
enters the wall on the hot side and is then conducted into it. As the heat is absorbed by the liquid, the wall
temperature drops. A short distance away from the hot side, the temperature dropped to the initial coolant
temperature and then stays constant. Note that as the temperature drops to the reservoir temperature, the
same results can be achieved when a constant temperature boundary condition is used. Therefore, while it
was reasoned earlier that a constant temperature boundary condition is not physical, some conditions exist
where it is still applicable and this is one of them.

So, until now there is no problem with the boundary conditions. Both the LTE and LTNE case are the same for
the convective boundary condition applied. However, when the wall length is decreased, differences start to
occur. The temperature distribution for a convective boundary condition on the cold side with a wall length
of 0.02 m can be seen in Figure 3.12. A difference in temperature can be seen. In this case the liquid and solid
temperature of the LTNE are still equal but the LTE temperature is higher than the LTNE case. It was found
that when increasing the heat transfer coefficient on the cold side, the absolute difference became smaller,
but a difference remained. Note that in the figure, it appears that the LTNE case has a value of the reservoir
temperature (300 K) but the results are slightly higher. The increase is small because of the low heat flow and
large mass flow, but there is a slight difference.

To verify that this difference occurs because of the boundary condition, a case with a wall of 0.02 m with a
constant temperature boundary condition on the cold side can be seen in Figure 3.13. Now the LTE and LTNE
case are equal again. So, the difference between the LTNE and LTE temperature is caused by the boundary
condition. This means that using the LTE assumption for a wall with small pores - and thus when the heat
transfer in the wall is high - instead of LTNE to reduce computational time, will not yield the same results in

1Note that a hc of 20 W/m2K is different than the earlier specified 34 W/m2K. This is a small inconsistency, but for the purpose of this
analysis, it does not matter what value is chosen.
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Figure 3.11: Temperature distribution for a convective boundary condition on the cold side for a wall length of 0.05 m.

certain conditions.

This means that for walls with low thermal conductivities (e.g. Inconel) and small pores, the LTE assumption
with a constant temperature boundary condition can be used. The same applies for thick enough walls.
But once a temperature gradient exists at the cold side and one is using a constant temperature boundary
condition, this is not adequate anymore. The LTNE case is then required and unfortunately this will increase
computational time.
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Figure 3.12: Temperature distribution for a convective boundary condition on the cold side for a wall length of 0.02 m.

3.3.3. Conclusions
The boundary conditions were determined and reviewed. The boundary conditions set the heat flux on the
hot side equal to the heat flow into the solid. On the cold side, the most physical the boundary condition has
to take into account that the heated up coolant flows back into the wall. A discrepancy occurs between the
LTNE and LTE case for this boundary condition. This will result in the LTE case being different from the LTNE
case when the wall is thin or has a high thermal conductivity. Therefore, it is decided to use the LTNE case in
the remainder of this work even though this increases computational time.
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Figure 3.13: Temperature distribution for a constant temperature boundary condition on the cold side for a wall length of 0.02 m.

3.4. Verification and validation

Once all the equations were implemented in the program, verification and validation was performed. The
verification consists mainly of comparing the solutions of the program to simplified analytical solutions and
is discussed in subsection 3.4.1. For the validation, one would ideally compare the results to experiments of
a real transpiration cooled rocket engine. However, no such data is available. Therefore, separate parts of the
program are validated using different sets of data. This is discussed in subsection 3.4.2

3.4.1. Verification
The different verification steps are discussed here.

Comparison LTNE and LTE The first verification result that is presented is the behaviour of the LTNE case
when the pore size is reduced. When reducing the pore size, the volumetric heat transfer increases and the
solid and coolant temperature should progressively match each other more closely. In the end, the LTNE case
should match the LTE case with the same conditions (depending on the boundary condition of course, as dis-
cussed in the previous section). If this is the case, it is a sign that both equations are implemented correctly.

The behaviour that the solid and coolant temperature for the LTNE case match each other when the pore
size is reduced, is illustrated by Figure 3.14. All parameters, except the pore size, are kept equal. A difference
between the solid temperature (solid lines) and the coolant temperature (dashed lines) occurs at a pore size
of 1 mm. For a pore size of 0.4 mm, this difference gets smaller. Finally, for a pore size of 0.08 mm, only a
small difference between the solid and coolant temperature exists. A comparison between a LTNE and LTE
case with pore size of 0.08 mm can be seen in Figure 3.15. The LTNE and LTE case match very well. This is an
initial indication that the energy equations of the LTE and LTNE case are implemented correctly. Note that in
Figure 3.14 the absolute temperature of the smallest pore size is between the other pore sizes. This is caused
by a combination of higher heat transfer and a lower total mass flow due to the smaller pore size.

LTE comparison to analytical solution When constant coolant properties are used, it is possible to com-
pare the temperature distribution obtained from the LTE energy equation with an analytical solution. As it is
difficult to find an analytical solution for the energy equation in cylindrical coordinates, the cartesian variant
is used for the analytical solution. To make sure it differs as little as possible from the cylindrical version, the
radius is increased by 5 m so that the effect of the changing radius is kept minimal. The properties used can
be seen in Table 3.5. On the cold side, a constant temperature boundary condition is used with a magnitude
of 298 K. On the hot side a convective heat transfer boundary condition is used and no radiation is used:
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Figure 3.14: The effect of smaller pore diameters on the solid temperature (solid lines) and the coolant temperature (dashed lines);
porosity 15%; k=11.4 W/mK; ∆P= 1 bar; ethanol as coolant.
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Figure 3.15: A comparison between the temperature data of Figure 3.14 with pore size of 0.08 mm to the LTE case with the same
parameters.
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)
The comparison between the numerical and analytical solution can be seen in Figure 3.16 and they match
with each other. This is another proof that the energy equation of the LTE case is implemented correctly. As
it was seen earlier that the LTNE converges to the LTE case at low pore sizes, this is another confirmation that
the energy equation of the LTNE case has been implemented correctly.

LTNE zero heat transfer When no heat transfer occurs within the wall (so hv becomes zero), the solid en-
ergy equation should reduce to the steady state heat equation of a solid wall. This allows for a comparison
between the numerical solution and an analytical one. The temperature should in this case follow the tem-
perature of a purely regeneratively cooled wall. In the case of a flat plate, the temperature would then vary
linearly and in the case of cylindrical coordinates the curve will be slightly non-linear. To achieve this condi-
tion in the program a small change is made to the boundary condition: the cold side temperature is fixed. At
the the hot side, the temperature is calculated using hg (Taw −Tw.h) as the radiation is neglected. The inputs
can be seen in Table 3.6 and the comparison between the analytical and numerical solution in Figure 3.17.
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Parameter Unit Value

ρ kg/m3 200
km W/mK 20
cp J/kgK 1000
v m/s 0.04
t mm 10
Taw K 3607.5
hg W/Km2 425.29

Table 3.5: Inputs for the verification case of the simplified solid energy equation
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Figure 3.16: Comparison between the numerical and analytical solution for the LTE case with constant properties as given in Table 3.5.

As can be seen, an exact match between the two occurs. Furthermore, the coolant temperature should not
increase in this case, as no heat transfer from the solid to the liquid exists. This is the case as well.

Parameter Unit Value Comment

Taw K 3607.5
hg W/m2K 4098.3
km W/mK 187 Effective (Equation 3.10)
t m 0.05
rinner m 0.0764
Tcold K 298

Table 3.6: Inputs for the verification case where the heat transfer in the wall is set to zero.

LTNE simplified solid energy equation In the previous section it was confirmed that the conductive part
of the solid heat equation is implemented correctly by comparing it to an analytical solution. However, it is
not yet confirmed if the heat transfer term hv (Ts −Tc ) is implemented correctly as it was set to zero. Some
simplifications are made to do this. Again, cartesian coordinates are used as the solution of the analytical
solution in cylindrical coordinates is complicated. However, the radius is increased by 5 m to make sure the
effect of the radius is small. Another simplification is that the hv and Tc are set to constants. The boundary
conditions are equal to the ones in the section before. The inputs can be seen in Table 3.7 and the comparison
of the analytical and numerical solution in Figure 3.18. The numerical solution matches the analytical one.

Grid independence Another important thing to be proven is grid independence of the solution. If the num-
ber of nodes in the radial direction in the wall is increased, the solution should converge to a single solution
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Figure 3.17: The numerical results compared to the analytical solution in case when the heat transfer in the wall is set to zero.

Parameter Unit Value Comment

Taw K 3607.5
hg W/m2K 4853.6
km W/mK 187 Effective (Equation 3.10)
hv W/m3K 15000000
t m 0.05
rinner m 0.0764
Tcold K 298

Table 3.7: Inputs for the verification case where the heat transfer in the wall is set to zero.

for that axial location. Figure 3.19 shows the grid convergence by showing the maximum solid temperature for
different number of nodes. It can be seen that from 200 nodes onward the maximum value is almost stable.
In the program, 2000 nodes were used as minimum as this did not affect the computational time significantly.
Furthermore, it should be noted that for larger wall lengths, more nodes are required as generally the increase
in temperature occurs in the small section close (<10 mm) to the hot side of the wall. A non-uniform node
distribution could be implemented, but as the thick walls are not of interest, this is not done.

3.4.2. Validation
The above treated parts verify the correct implementation of the equations, but do not show if the equations
actually solve a transpiration cooled wall correctly. This is done in this section by comparing the numerical
results to test data available in literature. As no data for a transpiration cooled rocket engine is available,
several parts are validated individually.

Validation of pressure drop To validate the momentum equation, test results from Langener [1] are used.
He determined the permeability coefficients of several carbon carbon (C/C) samples experimentally. But
before doing this, he calibrated the test setup with a bed of packed spheres and this data can be used as val-
idation data here. The bed has a porosity of 37% and the sphere size is 2.5 mm. Langener determined the
resulting coolant velocity for various different pressure with samples of three different thicknesses. The re-
sults were compared to the pressure drop obtained with Ergun’s equation - the equation that determines the
permeability coefficients in a bed of packed spheres, see Equation 3.7 and Equation 3.8. It was found that for
the 5 mm and 10 mm long samples, the match with Ergun’s equation was overestimating the pressure drop
per unit length. With a length of 34 mm the match was good. It was concluded that the flow needs a few
sphere layers to settle [1]. Therefore, the current model is compared to the sample of 34 mm.

In the numerical model, the mass flow is iterated until the correct pressure drop was achieved. The outlet
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Figure 3.18: The numerical results compared to the analytical solution in case when the volumetric heat transfer is specified and the
coolant temperature is kept constant.
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Figure 3.19: Grid convergence.

pressure is the ambient pressure of 1 atm. A constant coolant velocity is given in the validation data. This
velocity is specified as the inlet velocity in the numerical model but in the numerical model the velocity will
change in the sample, but the total mass flow will of course stay constant. The results are compared to the
data from Langener in Figure 3.20. The maximum difference between the reference data and the model is
5.5% for a coolant velocity of 3.8 m/s, but for the lower velocities the error is near zero. This shows that
the Darcy-Forchheimer equation and the determination of the permeability coefficients for a bed of packed
spheres can be used to model the pressure drop.

Validation of wall temperature distribution While a lot of experimental data is available on the hot side
temperature of a transpiration cooled wall [1, 25, 26, 44], little data is available on the temperature distribu-
tion within the wall. It is difficult to measure the temperature distribution within a wall as the thermocouples
required tend to be larger than the pores and will alter the flow. However, one data set was found in liter-
ature. Langener [1] measured the temperature at different locations within C/C samples tested in a hot air
flow wind tunnel for different blowing ratios. These conditions are modelled with the model developed in this
thesis and the results are compared to the test data from Langener. While some of the test data is described in
[1] and [85], not the complete data set was available. The missing data was made available by Mr. Langener
on request.
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Figure 3.20: The pressure drop per unit length for the bed of packed spheres with ε of 0.37 and DP of 2.5mm, the velocity is the Darcy
velocity at the inlet. The reference data is obtained from [1].

The experimental data consists of the temperatures within the wall measured using thermocouples, the hot
side wall temperature determined by averaging the surface temperature measured by an IR camera and the
bulk coolant temperature in the plenum. The data from C/C sample PH1606-1 is used. The properties of this
sample can be seen in Table 3.8.

Langener compared the test results to a 1D transpiration cooled wall using LTE and constant properties and
found a decent match. In this analysis, the properties can change but the same boundary conditions are used
as in the analysis of Langener. These differ from the actual rocket engine model and this analysis thus only
validates the flow within the wall. On the hot side of the wall, the temperature is set equal to the temperature
obtained from the tests. On the cold side a natural convection boundary is set and the heat transfer coefficient
follows from the data supplied by Langener. In mathematical form this is as follows:

k dTc
dx

∣∣∣
x=0

= hc

(
Tc

∣∣∣
x=0

−Tc0

)
Tc

∣∣∣
x=L

= Tw.h

The value for hc is 20 W/m2K. The bulk coolant temperature, coolant density and derived pressure for each
blowing ratio can be seen in Table 3.9. The pressure on the hot side is set to 0.9553 bar and the coolant used
is air.

Table 3.8: The properties of the PH1606-1 CMC sample [1].

Parameter Symbol Value Unit

Length L 0.015 m
Area A 61x61 mm2

Porosity ε 11.3 %
Thermal conductivity k 1.4 W/mK
Darcy permeability KD 1.25 ·10−13 m2

Forchheimer permeability KF 0.88 ·10−8 m

The results from the numerical model are compared to the test data in Figure 3.21. For the blowing ratio of
0.001, the test results match the model between 0.006 m and 0.015 m. Below that it deviates slightly. For the
blowing ratios of 0.002 and 0.01, the model predicts a lower temperature than measured. However, in both
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Table 3.9: The input data for the CMC sample PH1606-1 for different blowing ratios [1].

F Tc0 ρ P0

[-] [K] [kg/m3] [bar]

0.001 336.35 3.38 3.26
0.002 319.06 4.90 4.48
0.01 296.62 12.8 10.9

cases the shape of the temperature distribution follows the test data. For the blowing ratio of 0.01, the tem-
perature stays constant for almost the complete wall length and then starts to increase around 0.011 m. For
the blowing ratio of 0.002, a constant increase in temperature occurs in both the test and numerical data. It
is likely that the boundary condition on the cold side changes the absolute values. The hc of 20 W/m2K was a
theoretical value and also taken constant for all blowing ratios, so it is likely that a more accurate value of hc

would result in a more accurate match with the test data.
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Figure 3.21: The measured wall temperatures from Langener [1] (markers) and the wall temperature from the model (lines) for three
different blowing ratios for the PH1606-1 sample.

The comparison to the data from Langener shows that the energy equations can model the temperature dis-
tribution in a transpiration cooled wall.

Conclusions This concludes the validation of the model. Great effort was put into finding useful exper-
imental or CFD data that could provide validation of the model. All data that was found and useful was
presented in this section. However, it will be admitted that the validation presented here is far from perfect.
The major part missing is the validation of the reduction of the heat transfer due to blowing. The equation
used was determined experimentally, but the confidence in the model would greatly benefit from a valida-
tion from different experiments and/or for the exact conditions used in the model. The validation on other
components of the model can also be improved, such as the volumetric heat transfer coefficient, but this will
have a smaller effect on the final result.

3.5. Parametric analysis

The verified and validated model can now be used to perform a parametric analysis of the influence of differ-
ent parameters on the wall temperature distribution. This analysis will answer some of the research questions
on the effect of changing the properties within the wall.
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The results in the following sections were all determined with the LTNE case. The wall material in all cases is
Inconel with a thermal conductivity of 11.4 W/mK, except for the case when the effect of the thermal conduc-
tivity is investigated. As discussed earlier, once the coolant passes the critical temperature within the wall, it
takes longer for the solution to converge. Many simulations had to be run for this parametric analysis. There-
fore, the results presented here only go up until the critical temperature to speed up the process. The main
point of interest lies around the maximum tolerable wall temperature, which for Inconel would be around
923 K, but it is expected that the trends occurring at the lower ranges also occur at higher temperatures. For
the final comparison between film and transpiration cooling, discussed in chapter 5, the data above the crit-
ical point will be used.

Other parameters that require mentioning are the calibration of the Bartz equation which is 0.65 for all cases.
Secondly, the location where the temperature is determined is the cylindrical part of the combustion cham-
ber. Finally, a pressure difference over the wall of 1 bar is used as it was determined that 5 bar will yield thick
walls. The effect of this choice is further investigated in section 3.6. Lastly, the results are presented as a func-
tion of mass flux and not as a function of blowing ratio which is commonly used in literature. Using the mass
flux allows for an easier comparison later to film cooling. The mass flux is taken as the (constant) mass flow
divided by the area on the inner surface.

3.5.1. Effect of pore size
The effect of different pore sizes on the maximum temperature and the maximum temperature gradient can
be seen in Figure 3.22 and Figure 3.23 respectively. The x-axis on both plots represents the mass flux and
different curves for different pore sizes are given. The porosity for all points is 0.2. Furthermore, for the pore
size of 1 mm, only results for high mass fluxes are given. To obtain data for smaller mass fluxes, very large
wall thicknesses are required (>10 m). This is not only unpractical in reality, but also caused difficulties with
convergence and thus lead to long computational time.

In Figure 3.22, it can be seen that the maximum wall temperature is roughly constant at high mass fluxes
but quickly increases at lower mass fluxes. This can be explained by the fact that at higher mass fluxes, the
blowing ratio is so high that the convective heat transfer reduces to zero. Then, only radiation heats up the
wall and in the current model the radiation is a constant value for a single location. In reality, the radiative
heat transfer would increase if the wall temperature is lower, so the temperatures for the high mass fluxes will
be higher in reality.

Also, it can be observed that the larger pore sizes have a higher temperature at the same mass flux. This dif-
ference becomes smaller when the pore size becomes smaller and the temperature will converge to a single
value. This can be explained by the fact that for pore sizes larger than 0.4 mm, a difference between coolant
and solid wall temperature still occurs due to the smaller volumetric heat transfer coefficient. At lower pore
sizes, the heat transfer coefficient increases and the difference between solid and coolant temperature be-
comes smaller. Furthermore, this effect is less pronounced at lower mass fluxes - probably because there is
less liquid to heat up and thus it will reach the same temperature as the wall quicker.

Figure 3.23 which shows the maximum thermal gradients, no difference between different pore sizes can be
seen. Furthermore, the gradients reduce to a constant value at a mass flux of roughly 15 kg/(s2m). The fact
that the gradients are constant at the higher mass fluxes can be explained by the fact that the convective heat
transfer reduces to zero here and only the (constant) radiation heats up the wall. The gradient depends di-
rectly on the heat flux into the wall. The fact that they are also (almost) equal at lower mass fluxes is likely
caused by the fact that, as the wall temperatures are close here, the convective heat flux into the wall is almost
equal for all cases.

The data from Figure 3.22 can also be plotted as a function of wall length. It was already briefly mentioned
that the larger pore sizes require very thick walls to achieve a low mass flux that gives a temperature close to
the allowable temperature. It is of course the objective to get as close to this temperature as this will result
in a lower mass flow of injected coolant which will result in a better specific impulse of the engine. The wall
temperature for the pore size of 0.05 mm, 0.1 mm and 0.4 mm can be seen in Figure 3.24. The results for the 1
mm pore size are excluded to make the figure more clear. Note that the wall length is given on a logarithmic
axis.
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Figure 3.22: The maximum wall temperature occurring for different mass fluxes and pore sizes; porosity 0.2; thermal conductivity 11.4
W/mK.
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Figure 3.23: The maximum wall temperature gradient occurring for different mass fluxes and pore sizes; porosity 0.2; thermal
conductivity 11.4 W/mK.

In the figure, it can be seen that for the pore size of 0.4 mm wall thicknesses of more than 10 m are required
to achieve wall temperatures close to maximum allowable temperature of 923 K. When the pore size drops to
0.1 mm this thickness quickly decreases and only around 5 cm is required. It was determined in section 1.4
that the current smallest pore size printable with Selective Laser Melting printers is in the range of 0.3 mm to
0.5 mm. The figure shows that these pore sizes are too large to achieve feasible rocket engine designs as the
walls will be too thick. Therefore, in the rest of this work pore size of 0.1 m and 0.05 mm will be used for the
analysis, but it is clear that these results cannot be achieved using additive manufacturing at this stage. In the
end, these wall thicknesses depend directly on the pressure drop in the wall which is determined by the pore
size and porosity, but also the geometry of the coolant passages. Therefore, different geometries that may
cause a higher pressure drop are investigated in chapter 6.

3.5.2. Effect of porosity
Figure 3.25 shows the effect of different porosities on the maximum temperature. Again, the x-axis repre-
sents the mass flux. The porosity was changed between 0.4 and 0.15. As can be seen in the figure, the effect
of changing the porosity on the maximum wall temperature is small compared to the effect if changing the
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Figure 3.24: The maximum wall temperature as a function of wall thickness; porosity 0.2; thermal conductivity 11.4 W/mK.

mass flux. It must be noted that for the same mass flux, a different porosity will of course yield a different wall
length. So, from this perspective, a lower porosity is better.

The effect of changing porosity on the maximum temperature gradient is larger, see Figure 3.26. Changing
from 0.4 to 0.15 gives a reduction in gradient of around 30%. The fact that an effect on the gradient occurs,
while the actual temperature does not change can be easily explained. While the heat flux into the wall will
be the same for all porosities, the thermal gradient depends on the effective thermal conductivity of the wall.
This depends on the thermal conductivity of the material but also on the porosity, see subsection 3.3.1. So, a
lower porosity will lower the thermal gradients in the wall.
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Figure 3.25: The maximum wall temperature occurring for different mass fluxes and porosities; pore size 0.1 mm; thermal conductivity
11.4 W/mK.

3.5.3. Effect of porosity distribution
One of the research questions of this work is if altering the porosity distribution within the wall could change
the temperature profile and the thermal gradients in the wall. To investigate this, first the temperature in
walls with constant porosity of 0.2 is calculated. Then, a case where the porosity starts at 0.15 on the cold side
and increases to 0.25 on the hot side is calculated. The third case is exactly opposite: it starts with a porosity
of 0.25 and this goes down to 0.15 at the cold side. The pore size is 0.1 mm.
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Figure 3.26: The maximum wall temperature gradient occurring for different mass fluxes and porosities; pore size 0.1 mm; thermal
conductivity 11.4 W/mK.

In Figure 3.27 the results can be seen. The mass flow changes slightly for walls of the same length. However,
the effect on temperature with the same mass flux is small. Therefore, it is to be expected that the different
distribution has an effect on the maximum thermal gradient. And indeed, as can be seen in Figure 3.28, it
shows the same behaviour as changing the complete porosity. In this case, having a lower porosity closer to
the hot side of the wall will result in lower thermal gradients.
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Figure 3.27: The maximum wall temperature occurring for different mass fluxes and porosity distributions; pore size 0.1 mm; thermal
conductivity 11.4 W/mK.

3.5.4. Effect of pore size distribution
Another property that can be varied within the wall is the pore size distribution. The nominal pore size for
this investigation has a value of 0.05 mm and the porosity is 0.2. Then, two linear distributions are used: one
that starts at 0.03 mm on the cold side and increases to 0.07 mm and one that does exactly the opposite. In
Figure 3.29 and Figure 3.29 the results can be seen. The first figure shows the effect on the different distri-
butions on the maximum wall temperature and the second one on the maximum temperature gradients. It
is clear from both figures that the pore size distribution does not have any effect on both of the parameters.
This is in line what was observed for changes in pore sizes in Figure 3.22 and Figure 3.23 where no effect at all
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Figure 3.28: The maximum wall temperature gradient occurring for different mass fluxes and porosity distributions; pore size 0.1 mm;
thermal conductivity 11.4 W/mK.

occurred for the gradient and no effect on temperature occurred at pore sizes smaller than 0.1 mm. In theory
at larger pore sizes, a difference might occur, but these sizes are not realistic as they will results in thick walls.
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Figure 3.29: The maximum wall temperature occurring for different mass fluxes and pore size distributions; porosity 0.2; thermal
conductivity 11.4 W/mK.

3.5.5. Effect of wall thermal conductivity
Another parameter that can be investigated is the thermal conductivity of the wall material. This will deter-
mine how much heat is conducted into the wall before it is absorbed by the coolant and has the potential to
greatly alter the temperature distribution. This was investigated using two walls with different pore sizes to
verify that the trends occurring are independent of the pore size. The first wall has a pore size of 0.1 mm and
a thickness of 25 mm. The second wall has a pore size of 0.05 mm and a thickness of 5 mm. Both walls have a
porosity of 0.2.

The effect of the thermal conductivity of the solid material can be seen in Figure 3.31 which shows both the
maximum temperature and the maximum gradient. It can be seen that at lower thermal conductivities both
the temperature and gradient are higher. Both reduce at higher thermal conductivities. However, the gradi-
ent reduces very quickly and is reduced to very low values (compared to the peak) from a conductivity from
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Figure 3.30: The maximum wall temperature gradient occurring for different mass fluxes and pore size distributions; porosity 0.2;
thermal conductivity 11.4 W/mK.

roughly 100 W/mK onward.

Another effect of the higher thermal conductivity is that for the same wall length and pore size, the mass
flow increases, see Figure 3.32. For the pore size of 0.1 mm the mass flux increases from 6.9 kg/(m2s) for a
conductivity of 11.4 W/mK to 10.1 kg/(m2s) for a conductivity if 220 W/mK. This is an increase of 46 %. This
increased mass flow will cool the wall better as more coolant reduces the temperature. So, this is a secondary
effect to the increased thermal conductivity. From a system point of view it is not ideal as either more coolant
is used which will reduce the efficiency of the engine or thicker walls are required to lower the mass flux.

When the temperature behaviour versus the mass flux of two different conductivities is plotted against the
mass flux, an interesting results appear. The results for an Inconel and copper wall is plotted in Figure 3.33. It
can be seen that for the same mass flux, no large difference occurs in maximum temperature for an Inconel
or copper wall. Keep in mind that for this same mass flux, both walls have a different length, and the copper
one is longer. When looking at the maximum gradient in Figure 3.34, a large difference occurs between the
Inconel and copper wall. The Inconel gradients are around 19 to 20 times larger than the copper gradients.
The thermal conductivity of copper is 19.3 times larger than the one of Inconel. So, this explains the results.

To further help visualize the effect of a larger thermal conductivity on the temperature profile, see Figure 3.35.
Here the temperature distribution for the Inconel case and the copper alloy case are plotted. It can be seen
that in the case of the Inconel, the temperature is constant until a sharp increase occurs at the hot side of
the wall. The copper wall conducts heat faster into the wall and causes the temperature profile to be more
smoothed out.

3.5.6. Other coolants
Until now, the coolant in all analyses has been (compressible) liquid ethanol, as this was determined to be
a decent substitute for RP-1. However, different coolants might result in different temperature distributions
due to the different properties. Density and specific heat are a ’big’ part of the energy equations and these
values change when switching to different coolants. Furthermore, it was found that the mass flow is a big
driver for the cooling performance, but that often thick walls are required to keep the mass flows low enough
to be useful. Gaseous coolants have a significantly lower density and might alter the mass flow through a wall.
Of course, they also have a different (and lower) flow resistance to the porous wall.

In this section several extra gaseous coolants are investigated. They are limited to gases that can potentially be
found on a launch vehicle because of already present pressurization or reaction control systems. The coolants
are listed in Table 3.10 together with their relevant properties. Note that methane is likely only available on
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Figure 3.31: The effect of the solid material thermal conductivity on the maximum temperature and maximum temperature gradient for
two different pore sizes.
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Figure 3.32: The effect of the solid material thermal conductivity on the mass flux for two different pore sizes.

a rocket when it uses a methane fuelled engine. Other potential coolant options are cryogenic liquids, such
as liquid hydrogen, liquid oxygen and liquid methane. These are excluded as these have a different reservoir
temperature and therefore it will be difficult to compare them to the other coolants. The results presented
here are for an Inconel wall with porosity of 0.2 and pore size of 0.05 mm.

The effect of different coolants on the maximum wall temperature can be seen in Figure 3.36. The x-axis rep-
resents the mass flux. As reference, ethanol is given in the purple squares. It can be seen that methane is close
in performance with ethanol. Oxygen and nitrogen are close to each other and will results in a significantly
higher maximum temperature than ethanol. The performance of methane is close to that of ethanol. Lastly,
helium gives the best results. The maximum temperature gradients can be seen in Figure 3.37. Similar as to
the temperature, helium yields the lowest temperature gradient for the same mass flux compared to other
coolants. Of all coolants, ethanol performs the worst with respect to the thermal gradient. Also, unlike the
temperature case, methane now no longer performs similar to ethanol.

From simple analyses of a transpiration cooled wall with constant properties, it is known that for a convective
heat transfer condition the wall temperature drops when the factor ρc cpc vc increases. However, this causes
an increase in thermal gradients. As the data in the figures is plotted as a function of mass flux, the factor ρc vc
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Figure 3.33: The maximum wall temperature for Inconel walls (k=11.4 W/mK) and copper walls (k=220 W/mK) as function of mass flux;
porosity is 0.2 and pore size 0.05 mm.
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Figure 3.34: The maximum wall temperature gradient for Inconel walls (k=11.4 W/mK) and copper walls (k=220 W/mK) as function of
mass flux; porosity is 0.2 and pore size 0.05 mm.

cancels out and this behaviour should only depend on cpc . This explains why helium yields the lowest tem-
peratures as the cp of helium is highest of all coolants, see Table 3.10. However, the thermal gradient is also
lowest for helium, this is not expected when only looking at the heat transfer within the wall. As thermal con-
ductivity, porosity and adiabatic wall temperature are all the same, the lower gradient for helium means that
less heat is coming into the wall. This can be explained by the reduction due to blowing given by Meinert’s
equation (Equation 3.18) which yields better reduction for lower molecular masses. Helium has the lowest
molecular mass of coolants analysed and thus yields the largest reduction due to blowing. Ethanol has the
highest molecular mass and also performs the worst regarding thermal gradient.

Note that this unveils a potential shortcoming of representing RP-1 with ethanol. The molecular mass of
ethanol is 46.1 g/mol while that the average of all components of RP-1 is around 167 g/mol [81].

The second question that is answered is: does using gaseous coolant result in thinner walls for the same mass
fluxes? This would be beneficial from a systems point of view as the dry mass of the engine can then decrease.
The data presented in the previous two figures is now plotted with mass flow versus the wall length in Fig-
ure 3.38. It can be seen that oxygen, nitrogen and methane all require longer wall lengths than ethanol to
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Figure 3.35: The temperature distribution in a transpiration cooled wall for two Inconel and copper.

Coolant Mw ρ cp

[g/mol] [kg/m3] [J/kgK]

Ethanol 46.1 790.9 2425.0
Oxygen 32.0 87.1 1027.6
Nitrogen 28.0 73.7 1145.6
Methane 16.0 47.0 2701.0
Helium 4.0 10.2 5195.3

Table 3.10: The molecular mass, density and isobaric specific heat of the different coolants analyzed; determined using CoolProp [4];
density and isobaric specific heat determined at 65 bar and 298 K.

reach the same mass flux. For the same wall thickness, the mass flux of the gases is roughly twice as high. On
the other hand, helium results in a lower mass flux which is roughly 60% of the ethanol mass flux for the same
wall thickness.

The results in this section can be summarized as follows: the ideal coolant from a cooling perspective has a
low molecular mass to shield the wall better from the convective heat transfer caused by the blowing effects.
Secondly, a high isobaric heat capacity is preferred to keep the wall to lower temperatures. A coolant that
meets both these requirements is helium. It was clear from the results, that of the investigated coolants, he-
lium performs the best. Of course, from a systems point of view helium might not be preferable due to its high
cost and required storage volume. Furthermore, helium is inert and will not contribute to any combustion.

3.5.7. Conclusions
A summary of the parametric analysis performed is given here. It is best to reduce the pore size as much as
possible as this will lower the maximum temperature occurring in the wall. For the conditions in this work,
the effect stabilizes at a pore size of around 0.1 mm. Disregarding any structural considerations, a smaller
pore size is also better as it will reduce the thickness of the wall required to achieve low flow rates and this will
result in a lower dry mass. While the smallest pore sizes producible with additive manufacturing are between
0.3 m and 0.5 mm (section 1.4), in the remainder of this report pore sizes of 0.1 mm and 0.05 mm will be used
as it is clear that otherwise unfeasible thick walls (> 10 m) are obtained.

For the porosity, it can also be concluded that a smaller porosity is better. It has no effect on the maximum
temperature, but will reduce the maximum gradients. Going from a porosity of 0.4 to 0.15 reduces the gra-
dients by roughly 30% for the conditions in this report. Furthermore, a smaller porosity will also reduce the
required wall thickness to achieve the same mass flow. However, it should be noted that when the porosity
reduces a lot, the wall cannot be seen as a homogeneous porous medium. The blowing effects that reduce
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Figure 3.36: The maximum wall temperature for different coolants versus the mass flux; k=11.4 W/m; porosity 0.2; pore size 0.05mm.
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Figure 3.37: The maximum wall temperature gradient for different coolants versus the mass flux; k=11.4 W/m; porosity 0.2; pore size
0.05mm.

the convective heat transfer into the wall might vanish. It would then be closer to a few coolant jets injected
into the chamber at some locations while at the rest of the wall there is no cooling, similar to film cooling. At
what porosity this boundary lies is not known, but a porosity of 0.2 appears to be a good engineering estimate
and coincides with the lower values found in literature

Furthermore, the effect of altering the porosity within the wall was investigated. A lower porosity at the hot
side of the the wall gives lower thermal gradients. However, it is better to just use a constant low porosity
in the complete wall. This will create thinner walls and reduce dry mass. The same applies for a pore size
distribution: a constant small pore size is better.

Also, a higher thermal conductivity of the wall material will both lower the maximum temperature and gradi-
ents. However, for the same wall thickness and pore size it will also increase the mass flow (which also helps in
better cooling). When comparing the maximum temperature for Inconel and copper as a function of coolant
mass flux, they yield the same temperatures. The thermal gradients are 19 to 20 times lower for copper for
the same mass flux though.

Lastly, the most ideal transpiration coolant has a low molecular mass to shield the wall better from the con-
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Figure 3.38: The maximum wall temperature gradient for different coolants versus the mass flux; k=11.4 W/m; porosity 0.2; pore size
0.05 mm.

vective heat transfer and has a high isobaric heat capacity to achieve better cooling in the wall. Of the inves-
tigated coolants, helium shows the best cooling results. If this choice is the best from a total systems point of
view is doubted.

3.6. Sensitivity analysis

The developed model can also be used to find the sensitivity of several parameters. This is treated in this
section. First two ’inputs’ of the model are analysed: the choice of the volumetric heat transfer model and
the effect of the choice for the pressure drop over the wall. It is determined how sensitive the results are with
respect to these aspects and if more accurate models and values are required. Afterwards, more operational
aspects are investigated: the sensitivity to oscillations in chamber pressure and what happens if the heat flux
increases.

3.6.1. Choice of volumetric heat transfer model

Various empirical models for the volumetric heat transfer within the porous wall were discussed in sec-
tion 3.2. Two of them were implemented in the model: the Kuwahara x2 relation and the Whitaker relation.
The Kuwahara relation is used for the results in this report. However, in this section, it is compared to the
Whitaker relation to see how sensitive the results are to the choice of hv model.

The increases in solid wall temperature from the starting temperature of 298 K for walls with different pore
sizes for the Kuwahara and Whitaker relation can be seen in Table 3.11. At pore sizes of 1 mm and larger, the
Kuwahara relation obtains a higher temperature than the Whitaker one with a maximum difference of 26.7%.
For pore sizes of 0.2 mm and 0.3 mm, the difference is still 19.5% but reversed: now the Kuwahara relation
predicts a lower temperature. At pores sizes of 0.1 mm and 0.05 mm, the difference between the models be-
comes small with a maximum difference of 1.84%.

The fact that a small difference occurs at lower pore sizes makes sense: at these pore sizes, the heat transfer
becomes really high and the solution converges to the local thermal equilibrium case for both hv models.
As discussed in section 3.5, pore sizes of 0.05 mm and 0.1 mm will be used in the remainder of this work
as otherwise the walls will be too thick, So, for these pore sizes, the choice of hv model does not matter. If
one wants to do more research on the pore sizes applicable for additive manufacturing (0.3 mm tot 0.5 mm),
better models for the volumetric heat transfer are required as the differences in temperature are up to 20%.
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Dp ∆Ts Whitaker ∆Ts Kuwahara x2 Difference
[mm] [K] [K] [%]

2.0 135.9 185.3 -26.7
1.5 117.7 154.4 -23.8
1.0 97.7 119.1 -18.0
0.3 75.8 64.7 17.2
0.2 89.7 75.0 19.5
0.1 366.5 359.9 1.84
0.05 1645.7 1643.1 0.16

Table 3.11: The increases in solid wall temperature for Whitaker and Kuwahara x2 volumetric heat transfer model and their differences
for various pore sizes; wall thickness 40 mm, k=11.4 W/mK.

3.6.2. Sensitivity to pressure drop over the wall
As already discussed, using the recommend pressure drop of 5 bar over the wall resulted in too thick walls.
Therefore, the pressure drop was reduced to 1 bar. However, this choice is rather arbitrary and thus the effect
of the chosen pressure drop is investigated to see how sensitive the results are on this choice.

The mass flux for different pressure drops over a transpiration cooled wall can be seen in Figure 3.39. Note
that this pressure difference is added to the total pressure in the chamber of 65 bar, while at this location the
actual pressure is 63.5 bar. So, the actual pressure drop is 1.5 bar higher. This is also the reason that, when
extrapolated, at a pressure drop of 0 bar, still a nonzero mass flux is occurring.

A pressure drop of 1 bar is taken as the nominal case. This means that increasing the pressure drop to 2 bar,
increases the mass flux with 36%. Increasing it to 5 bar, raises the mass flux with 145%. In an actual engine,
the goal is to tailor the mass flux such that the wall temperature is close to the allowed material limit. If the
pressure drop changes, the wall thickness has to be adapted to obtain the required mass flow for this temper-
ature. While no sensitivity study of the wall length versus mass flow is done, looking at Equation 3.5, it will
be close to linear for relative small changes in thickness. This means that changing the pressure drop over
the wall from 1 to 2 bar, will increase the wall thickness with 36%. Lowering it to 0.5 will decrease the length
with 42%. This thickness change will also directly affect the dry mass of the wall. It can be concluded that the
choice of required pressure drop over the wall has a big impact on the dry mass of the engine.

It is recommended to do further research into the required pressure drop as no required value is known and
the results are sensitive to the choice of pressure drop. A more elaborate discussion on this topic follows in
the next section.

3.6.3. Sensitivity to chamber pressure change
In a rocket engine the combustion chamber is not constant, but oscillates with time. Assuming that the up-
stream pressure stays constant (i.e the pump outlet pressure), a change in combustion chamber pressure will
changes the pressure drop over the wall. This directly alters the mass flow through the wall and will thus
have an effect on the maximum temperature. It must be ensured that the temperature will not vary to a large
extend with small variations of pressure. In this section the sensitivity regarding a change in combustion
chamber pressure is investigated. It is assumed that the engine pressure oscillates between -5% and +5% of
the nominal chamber pressure, which is classified as smooth combustion by[16].

While a pressure difference over the wall of 5 bar was recommend by DLR, it was already discussed earlier
that a pressure drop of 1 bar is used. Otherwise, the required wall thicknesses become very large. With this
pressure drop, if the chamber pressure increases with more than 1 bar it would flow into the reservoir. How-
ever, this 1 bar pressure drop is only a simplification of reality. In a pump fed engine, the coolant will leave
the pump at a significantly higher pressure. Part of the fuel required for the coolant is than tapped of from
the main supply to the injector and guided to the transpiration cooled wall. The coolant mass flow will be
regulated by a valve in this line and a large pressure drop in the valve will occur. See Figure 3.40 for a repre-
sentation of this. Now a change in combustion chamber pressure will have a smaller effect on the mass flow
and no back flow can occur as the upstream pressure is much higher.
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Figure 3.39: The change in mass flux for different specified pressure drops over the wall, k=11.4 W/mK, porosity 0.2, pore size 0.1 mm
and wall thickness 20 mm.

Taking into account the above explanation, one could lower the pressure drop even further to very low values.
However, the porous wall should provide enough ’resistance’ to ensure a uniform distribution of the coolant
in the reservoir. This exact pressure drop is unknown and should be found by testing. Additionally, it might
be that locally in axial direction the combustion chamber pressures are different and local back flow into the
wall then occurs. This also requires additional research. It is clear that an as low as possible pressure drop
is beneficial, as this will result in thinner and thus lighter walls. However, the exact required pressure drop
needs to be found by additional modelling or testing.

For the reference engine, the upstream pressure is 100 bar. Note that this is the upstream pressure for the re-
generative cooled case, and if only transpiration cooling is used, it could reduce as less pressure drop occurs
due to the absence of cooling channels. The preferred pressure drop over the wall is 1 bar and that means
that the valve has to drop the pressure from 100 bar to 66 bar. To achieve this pressure drop, a valve is set to a
certain setting and this setting can be represented by the flow factor Kv . The pressure drops due to friction in
the lines is not taken into account. While it could be possible to have the valve regulate the coolant flow over
time, it is assumed here that the valve is set to one value to achieve the mass flow required for the nominal
case. Then the effect of pressure drop can be modelled using this valve setting in the system.

The equation for the flow coefficient can be seen in Equation 3.24. Kv is the flow coefficient, SG the specific
gravity (0.823 for ethanol) and ∆P the pressure drop in bar. With this equation the required Kv for a nominal
chamber pressure can be calculated and then with this set Kv the new case can be simulated while the Kv

stays constant. The analysis is performed for an Inconel wall with a length of 5 mm. The porosity is 0.2 and
the pore size 0.05 mm. To achieve the nominal mass flow a KV value of 0.876 is used. This is a value easily in
the reach of a simple needle valve.

Kv =Q

√
SG

∆P
(3.24)

The change in mass flow and change in temperature for a change in chamber pressure can be seen in Fig-
ure 3.41. It can be observed that when the chamber pressure drops, the mass flux increases with the same
percentage. So, an increase of chamber pressure of 5% lowers the mass flow with 4.5%. On the final maxi-
mum temperature the effect is opposite and less pronounced. For an increase in chamber pressure of 5%, the
temperature increases 2.5%.

It is difficult to quantify if these results are good enough for a practical rocket engine, but they are at least
promising. A change in chamber pressure will affect the maximum temperature in the wall, but the effect
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Figure 3.40: A diagram of the engine, the tap-off line from the main fuel supply to the injector and the valve that regulates the flow.

is relatively small. Therefore, it is easy to account for these fluctuations by adding a small margin. For the
reference engine this would be a margin of 2.5%.

-5 -4 -3 -2 -1 0 1 2 3 4 5
Change chamber pressure [%]

-5

-4

-3

-2

-1

0

1

2

3

4

5

C
ha

ng
e 

[%
]

Mass flux
Maximum wall temperature

Figure 3.41: The effect of a chamber pressure change on the mass flux and maximum wall temperature; thermal conductivity 11.4 W/m;
porosity 0.2; pore size 0.05 mm.

3.6.4. Sensitivity to increase in heat flux
Another effect that can occur in the engine is that the heat flux to the wall is not constant and actually os-
cillates over time. The sensitivity of changing the heat flux on the wall temperature is investigated here. An
Inconel wall is used with a porosity of 0.2 and a pore size of 0.05 mm. The heat flux is varied with -40 % and
40 %.

The results can be seen in Figure 3.42. When the heat flux increases, the mass flux also increases albeit at a
lower rate. For an increase of heat flux of 40% the mass flux increases with 1.5%. This is a beneficial effect
as the increase in mass flux provides more coolant and thus can counteract the increase in heat flux, but the
effect is small. The maximum temperature still increases when the heat flux increases, but at a lower rate. For
an increase in heat flux of 40%, the maximum wall temperature increases with only 9.4%. These seem like
reasonable margins to take into account.
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Figure 3.42: The effect of a heat flux change on the mass flux and maximum wall temperature; thermal conductivity 11.4 W/m; porosity
0.2; pore size 0.05 mm.

3.6.5. Conclusions
From the sensitivity analysis it can be concluded that the choice of volumetric heat transfer model will not
affect the results in this thesis. However, at larger pore sizes, temperature difference of up to 17% will occur.
Furthermore, it was found that the results depend largely on the specified pressure drop over the wall. Cur-
rently, 1 bar is used, but the wall thicknesses and thus dry mass are greatly affected by this choice. Further
research is required to find the needed pressure drop. Thirdly, a varying chamber pressure of 5% will result
in an increase of maximum wall temperature of 2.5%. Lastly, an increase in heat flux of 40% increases the
maximum wall temperature with 9.4 %. This sensitivity analysis shows that these increases are moderate and
can be taken into account with some safety factors on the maximum allowed wall temperature.

3.7. Optimized coolant distribution

Finding the most optimal coolant distribution for a transpiration cooled engine is one of the research ques-
tions of this thesis. Most optimal is defined as the case when everywhere in the engine, the temperature of
the wall is the maximum allowable one. In this section, the determination of the optimal coolant distribution
for an Inconel transpiration cooled engine is discussed. Some simplifications to the model are required to
make this possible.

Ideally, the coolant distribution can be found using the developed model and simulating the whole engine.
However, several problems occur that make this impractical. These problems and the required adaptations
are discussed below:

• The computational time to obtain the required mass flux for a single location is substantial due to
the required under-relaxation for the specific heat. To model the whole engine, the engine needs to
be split up in several stations and this will result in a long computational time. Therefore, a constant
density and a constant isobaric specific heat are used. The constant density does not alter the final
wall temperature, as this depends on the mass flux and the coolant velocity is adjusted to the density.
The constant isobaric specific heat will be determined with the temperature of hot side of wall and
the chamber pressure at the evaluated location. Comparing this adapted model to the ’fully detailed’
model resulted in a 30% difference in mass flux to attain the same wall temperature for the cylindrical
section. So, the magnitude of the coolant required will deviate, but this will still provide an assessment
of the optimal coolant distribution in the engine.

• The chamber pressure of 65 bar is very close to the critical point of ethanol at 62.7 bar [4]. In the nozzle
the chamber pressure drops below the critical pressure. Once this happens, the coolant is not super-
critical anymore but will have a liquid to vapor transition including the related heat of vaporization.
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This requires two-phase flow modelling and the model is not capable of doing this. Two-phase flow in
porous media can be modelled, but this is far more extensive [39, 40].

• For the energy equation, cylindrical coordinates are used to model the effect of the thick wall on the
temperature distribution. This works fine in the cylindrical part of the engine, but in the nozzle this
causes a mismatch between the 1D heat flow (that is normal to the wall) and the coordinates. The max-
imum temperature can still be modelled as seeing the nozzle as a lot of small cylindrical parts, but the
temperature distribution in the wall is not valid anymore. Therefore, only the maximum temperature
will be given as output.

This adapted model is used to determine the required mass flux to cool the Inconel wall to a temperature of
923±2 K which was determined to be the maximum allowed temperature, see section 1.4. The heat flux in
axial direction of the engine will vary and is given by the Bartz equation. As the full engine is modelled now,
not a single calibration factor is used but one that changes with axial location. Again, the data from [7] is used
and the calibration points for different axial locations can be seen in Table 3.12. In the table it can be seen that
close to the injector the Bartz equation severely overestimates the heat flux. These local effects close to the
injector are caused by effects of the flame length [48]. A linear interpolation is used to determine the points
in between.

Location [m] Calibration factor [-]

0.000 0.571
0.101 0.758
0.208 0.800
0.315 0.769
0.788 0.820

Table 3.12: The calibration factors used for different axial locations in the engine, obtained from [7].

The resulting mass flux is presented in Figure 3.43. In the cylindrical section the effect of the linear interpola-
tion is visible by the sudden change in gradient. The required mass flux increases in the throat region as the
heat flux is higher. The resulting mass flux follows the shape of the heat flux in the engine almost one to one.
When integrating the mass flux, a total coolant mass flow of 1.34 kg/s is obtained, which translates to 6.1% of
the total mass flow of the engine. But as determined, this mass flow can have an error of 30%.
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Figure 3.43: The mass flux distribution required to maintain a wall temperature of 923 K for the Inconel transpiration cooled engine.
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3.8. Conclusions and recommendations

A model has been developed that predicts the wall temperature distribution in a transpiration cooled rocket
engine using supercritical or gaseous coolants. The model was verified and validated. The model showed that
the local thermal equilibrium (LTE) assumption and the local thermal non-equilibrium (LTNE) case show the
same results for a majority of the conditions present in a transpiration cooled wall. However, errors are intro-
duced by the application of the boundary conditions when LTE is used. Therefore, the LTNE case has to be
used even though it has a longer computational time.

The model was used to perform a parametric analysis, a sensitivity analysis and to find the optimal coolant
distribution in the engine. The main conclusions from the parametric analysis are that the pore size and
porosity should be kept as small as possible. This will yield the lowest temperature and temperature gradi-
ents and will result in thinner walls to achieve the same coolant mass flux. The latter is important for the
engine dry mass. It was also found that varying the pore size and porosity within the wall does not result in
any large variations in the temperature. When compared at the same mass flux, no effect of thermal conduc-
tivity on the temperature occurs. A higher thermal conductivity yields lower gradients but also will require a
thicker wall to achieve the same mass flux compared to the lower conductive walls. A brief look into different
coolants showed that helium is the best transpiration coolant due to its low molecular mass and high isobaric
specific heat.

A sensitivity analysis performed showed that the results depend heavily on the choice for the pressure drop
over the wall. Currently, the required value is not known and thus this introduces a large uncertainty in the
model. It is recommended to find this required pressure by additional modeling or testing. The pressure drop
should be high enough to account for oscillations in chamber pressure and to distribute the coolant in the
manifold uniformly. Secondly, it was found that the choice of the volumetric heat transfer model does not
affect the results in thesis. The sensitivity analysis also showed that a variation of chamber pressure of 5% will
increase the temperature with 2.5% and a variation of heat flux of 40 % changes the maximum temperature
with 9.4 %. A simple safety factor of around 1.12 on the allowed temperature can account for these variations.
The optimized coolant distribution showed that the coolant mass flux follows the curve of the heat flux in the
engine.

Several other recommendations can be made to improve the accuracy of the model. These are limited to
the recommendations that will have the largest impact. The determination of the pressure drop and the vol-
umetric heat transfer are based on empirical relations that are not necessarily applicable for the geometry
used in an actual transpiration cooled wall. To improve these relations, it is recommended to perform CFD or
experiments to find these estimations for the geometry used. It has been found that the pressure drop has a
large influence on how thick the porous wall will be and thus better estimation of this pressure drop will yield
more accurate results.

This concludes the discussion on the transpiration cooling model and the parameters that influence the cool-
ing. In the next chapter the film cooling model is discussed and then in chapter 5, the regenerative, film and
transpiration cooling model are used to make a comparison between them.





4
Film cooling model

The film cooling model is an addition to the regenerative cooling model described in chapter 2 and is de-
scribed here. The film coolant behaves as a transcritical fluid. While most rocket engines operate in this
regime, the film cooling models available in literature limit themselves to the application of either purely
gaseous coolants or liquid ones. Therefore, a new film cooling model is developed that combines parts of
three already existing film cooling models. These models are the NASA Annex B model [11], the Höglauer film
cooling model [10] and Shine’s liquid film cooling model [52]. The models will be extensively discussed in this
chapter.

Firstly, the general aspects of film cooling modelling are given in section 4.1. Then the governing equations
and the combination of the three film cooling models is discussed in section 4.2. Verification, validation and
calibration of the model is performed in section 4.3. Two different calibrations of the model are presented.
Finally, the models can be used to predict how much film coolant the Inconel and copper chamber require.
This is treated in section 4.4.

4.1. General aspects film cooling modelling

Before the governing equations of the film cooling model are presented, some general aspects of film cool-
ing modelling are discussed. A common parameter to express film cooling performance is the adiabatic film
cooling effectiveness η, see Equation 4.1 [7]. This ratio can be determined by experiments, semi-empirical
relations or numerical modelling. Different empirical relations for this effectiveness exist [22, 86, 87]. The
adiabatic wall temperature Taw in this expression has a lower value then the adiabatic wall temperature of
Equation 2.2. When no film cooling is present, they would be the same. Tc0 is the temperature of the coolant
at the injection point and Tg is the temperature of the hot gas. The heat transfer to the wall is then determined
using the new and lower adiabatic wall temperature by Equation 4.2. Generally, the difference between the
heat transfer coefficient hg with and without film cooling is small, so the heat transfer coefficient without film
cooling can also be used for the calculation when film cooling is present [7]. This means that the adiabatic
wall temperature is the only driving factor in lowering heat transfer.

η= Taw −Tg

Tc0 −Tg
(4.1)

q̇conv = hg (Taw −Tw.h) (4.2)

A non-dimensional parameter to express the amount of film coolant injected is the film mass fraction µ. As
the film coolant is usually the fuel, this fraction is expressed as the film coolant mass flow to the total fuel
mass flow, see Equation 4.3 [7, 10].

65
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µ= ṁfilm

ṁfilm +ṁfuel
(4.3)

For the reference engine, the coolant is injected in a (compressible) liquid phase. After the injection the
coolant heats up and turns into gas. Both these phases require a different modelling approach.

The general trend for liquid film cooling models is to assume that only convective heat transfer heats up the
film and that the film is transparent to radiation [86, 88]. While several works make this assumption, no ev-
idence for the correctness of this assumption is presented in literature. An attempt was made to find the
transmittance for liquid ethanol at the wavelengths relevant for radiative heat transfer, but no such data was
found. The convective heat transfer heats up the film to the vaporisation temperature. Once it reaches this
condition, in a pure liquid film the temperature stays constant and the heat is used to vaporize the liquid.
For a supercritical coolant, no heat of vaporisation is present, so the liquid will not reach a constant temper-
ature. When the complete film is evaporated, gaseous cooling models can then be used to model the part
downstream of this point. Another phenomenon that some models take into account is the entrainment of
the liquid with the main gas and this reduces the liquid film coolant mass quicker. The entrainment factor is
commonly an empirically determined value.

Empirical film cooling models are generally determined for flows on flat plates [86, 89]. This requires the as-
sumption that the cylindrical part of the rocket engine can be seen as a flat plate. Once the film reaches the
nozzle, the contraction and diverging contour alter the entrainment and a correction is needed [11, 86]. Not
all models allow for this and some tend to break down in the nozzle showing nonphysical behaviour.

Many different empirically determined film cooling models are available in literature. A complete discussion
of all these models is deemed out of the scope of this work, and the interested reader is referred to the works
of [7] and [90] where these models are extensively discussed. The main point that can be taken away from
these models is that they are either developed for liquid or gaseous cooling, while in this work - and in most
rocket engines - transcritical film coolants are utilized. This means that the pressure of the coolant is above
the critical pressure, but the temperature is below the critical temperature. After injection, the coolant heats
up and passes the critical temperature.

No empirical models were found that are dedicated to transcritical film cooling and also the number of exper-
iments and detailed numerical modelling is very limited. The only tests done on a transcritical kerosene film
cooled engine can be found in the - earlier discussed - work of Kirchberger [7] and Höglauer et al. [10]. They
both use the same test engine, but with small variations in expansion ratio. Kirchberger compared several
film cooling models to the transcritical test results and found that most of them significantly underestimated
the cooling performance. One model was close to the test results and this was the NASA Annex B model: it
predicts the location of the increase in heat flux when the model turns gaseous with an inaccuracy of less
than 20%, and then the heat flux in the gaseous part is estimated within 20% [7]. Therefore, this model will
be used as a baseline in this work. It still requires some adaptations and extensions, which will be discussed
in the next section.

4.2. Governing equations

In this section the developed film cooling model is described. The basis is the NASA annex B model that
prescribes the gaseous part of the film cooling. As discussed in chapter 1, the film coolant in the reference
engine is transcritical. It is injected as a compressible liquid and when heating up, it turns into a supercritical
fluid. No heat of vaporization is associated with this phase change. While most liquid rocket engines operate
in this regime, no empirical transcritical film cooling model was found in literature. They are either limited to
gaseous or subcritical liquids. Therefore, a new transcritical film cooling model is developed here that com-
bines three existing film cooling models. The NASA annex B model is used for the gaseous part [11]. The part
of the NASA annex B model that models the liquid turned out to be insufficient when compared to validation
data. Therefore, it is adapted based on the model of Höglauer [10]. Added to this, Shine’s model is used to
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determine the reduction in heat transfer to the liquid film due to evaporation [52].

A problem that occurs, is that no clear boundary exists between liquid and gaseous phase in supercritical
fluids. Therefore, it is assumed that the coolant behaves as a liquid for temperatures below the critical point.
Above the critical point, the coolant is seen as a gas. The NASA Annex B model was adapted for transcritical
film cooling in several other works [7, 87, 90]. However, it is not described in detail in these works how the
NASA Annex B model was adapted for supercritical coolants. In the adaptation in this work, the ’liquid’ part
of the NASA Annex B model is replaced by a calculation on how long it takes to heat up the coolant film from
its injection temperature to the critical temperature, as also done in [86, 91] . In the NASA Annex B model,
entrainment relations of the liquid coolant with the main flow are used. Also, a heat transfer augmentation
factor is used for liquid surface roughness that increases the heat transfer. Both these parameters depend on
surface tension and as supercritical fluids do not have surface tension, these parameters are neglected. So,
for the liquid part there is no entrainment and thus it can simply be seen as an energy balance. While no real
substantiation for these choices can be given, it will later be seen that this model matches with test data.

The adaptation of the liquid film behaviour based on the model of Höglauer [10] and Shine et al. [52] is
discussed in subsection 4.2.1. Then, in subsection 4.2.2 the governing equations of the NASA Annex B model
are given that model the gaseous part. Lastly, a summary of the model is given in subsection 4.2.3.

4.2.1. Adaptation liquid film behaviour
As discussed earlier, for the liquid part, an energy balance is used. The heat flux is determined using the heat
transfer coefficient obtained using the (calibrated) Bartz equation and then the increase in temperature of
the coolant is calculated using Equation 4.4.

Q̇conv = A ·hg (Taw −Tcrit) = ṁc cpc∆T (4.4)

In this case, it is assumed that the (compressible) liquid homogeneously heats up until the critical tempera-
ture and at that point transfers into gas all at once. However, this assumption has several problems. Firstly,
when comparing this model to tests from [10] (discussed further in section 4.3), this model severely under
predicted the liquid film length. Secondly, from a physical perspective, a temperature gradient in the coolant
film will exist - the part close to the hot gases will be warmer than the part close to the wall. This means that
coolant close to the hot gas will already turn into gas while the part closer to the wall is still a (compressible)
liquid. Thirdly, the ’evaporated’ mass will shield the liquid from the heat - similar to transpiration cooling -
and thus reduces the heat flowing into the liquid [10, 52]. Several modifications are made to the liquid film
behaviour to solve these problems, which are discussed below.

Höglauer [10] created a CFD model that can handle transcritical film cooling in rocket engines for Astrium’s1

in-house tool, Rocflam-II. The CFD analysis was compared to test data of the same engine that Kirchberger
used and good agreement was found, which will be presented later in this work. This test data will also be
used later in this work. Höglauer described how the transcritical film is modelled in the CFD tool and this
will be used for the model of this thesis. The two reasons why Höglauer used this model were that it allowed
for a temperature gradient occurring in the film and the numerical solver could not handle the instantaneous
’evaporation’ of the liquid [10].

Höglauer assumed that while the film heats up, it partially ’evaporates’ before the bulk temperature reaches
the critical temperature. This evaporation starts when a certain ratio of bulk film temperature to critical tem-
perature is reached (Equation 4.5). Höglauer uses a Λ of 0.6. Once this ratio is reached, a certain percentage
of the heat flux into the film (Equation 4.6) is used to increase the temperature from the bulk temperature
to critical temperature and it turns gaseous instantly. Höglauer used a Π of 0.2. The other part of the heat
is used to keep on heating the film. See Figure 4.1 for a representation of this process. Note again that no
substantiation can be given for the correctness of these assumption, but the results obtained with it match
with test data. Höglauer also mentioned that different Λ and Π ratios can be used for different coolants [10]
and this likely also applies for different conditions in the engine. Another assumption is that the top of the

1Now Airbus Defence and Space
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film always equals the critical temperature and thus this temperature is used for the convective heat transfer
calculation in Equation 4.4.

Λ= Tfilm

Tcrit
(4.5)

Π= q̇vap

q̇conv
(4.6)

ṁvap = q̇vap

cp (Tcrit −Tfilm)
(4.7)

Figure 4.1: Modelling of the transcritical film [10].

In Höglauer, the evaporated mass flow is then used as a source term for the CFD solver that models the main
flow and this causes less heat to transfer into the liquid film. In the model of this thesis, the influence of
the evaporation on the heat transfer is modelled differently. The ’evaporated’ mass flow is determined by
Equation 4.7. To determine the reduction of heat to the film, there is turned to the work of Shine et al. [52].
This work created a new (subcritical) liquid film cooling model and assumed that the evaporated mass flow
shields the film against heat similar as seen in transpiration cooling. Shine uses Meinert’s empirical equation
[51] that predicts the reduction in Stanton number due to blowing in a transpiration cooled wall (as described
in subsection 3.2.5). The same will be done for this thesis by converting the evaporated mass flow into a blow-
ing ratio and then determining the reduction in convective heat reaching the film.

The above described modifications were implemented. It was found that numerical problems occur when the
coolant temperature is getting close to the critical temperature. At this condition, it takes only a low amount
of heat to evaporate a large amount of coolant and as a consequence the blowing ratio attains high values.
Subsequently, due to the high blowing ratio, the reduction in heat transfer becomes very large. Then the heat
transfer coefficient effectively goes to zero. Then, for the next station, no evaporation occurs as no heat went
into the film in the previous station. This causes a low blowing ratio and thus high heat transfer to the film.
The blowing ratio and reduction in heat transfer oscillates between very high and very low values until the
film is completely heated up or evaporated. To solve this oscillatory behaviour, the values of the blowing ratio
from the last four stations are averaged. This solution achieves a smooth curve for the blowing ratio and the
reduction in heat transfer coefficient, as can be seen in Figure 4.2. For the first few points an oscillation exists,
but it quickly dampens out. It can also be seen that this increases the liquid film length drastically. The model
without averaging is completely evaporated at index 5800 and the one with averaging at around index 10000.
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Figure 4.2: The ratio of heat transfer coefficient hg with reduction due to blowing effects to the one without for the Höglauer engine
with µ is 15%, the blue area is oscillatory behaviour of the ratio.

To avoid other numerical problems when the coolant temperature is close to the critical temperature, the
transition from liquid to gas occurs when the coolant temperature reaches 99.5% of the coolant temperature
or when the coolant mass flow is less than 1% of the initial coolant mass flow.

4.2.2. Gaseous behaviour from NASA Annex B
The modelling of the liquid film coolant was discussed in the previous section. Once the coolant is gaseous,
the NASA Annex B model is used to model it. The governing equations are discussed in this section. The
model is described in imperial units, but most equations use ratios and are thus unitless.

The downstream effectiveness η equals Equation 4.8. WE is the entrainment mass flow and WC the film
coolant mass flow and the ratio is the entrainment flow ratio given by Equation 4.9. The shape factor of the
mixing layer profile θ is defined by Equation 4.18 or Equation 4.19.

In Equation 4.9, W is the total mass flow in the chamber, so including the film coolant, ψL is the reference
entrainment ratio defined by Equation 4.10. Note that the term ρc vc si

µc
is the Reynolds number, where si is the

mixing layer height at the point where the coolant turns gaseous. It is unclear from the documentation if ψL

is constant or changes with downstream distance. However, only sensible results were obtained when it was
taken constant at the phase transition point. Therefore, this is used. [11] states that ψL lies between 0.025
and 0.06 for rocket engines. Equation 4.13 defines the effective contour distance x̄, ri is the chamber radius
at the injection point and (WE )L is the entrainment ratio at the start of the gaseous phase and is defined by
Equation 4.15.

η= 1

θ
(
1+ WE

WC

) (4.8)

WE

WC
= W −WC

WC

[
2ψL

x̄

ri

√
1− (WE )L

W −WC
−

(
ψL

x̄

ri

)2
]
+ (WE )L

WC
(4.9)

ψL =
0.1

(
vc0
vg

)
(
ρc
ρg

)0.15 (
ρc vc0 si

µc

)0.25
f

(4.10)

In Equation 4.10 that gives ψL , vc0 is the injection velocity of the coolant. In none of the works that use this
model, it is mentioned how the coolant velocity is determined [7, 11, 90]. As the mass flow is specified and
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Figure 4.3: The entrainment fraction multiplier ψm as a function of expansion ratio in the divergent section, taken from [11].

the total pressure drop ∆P is known (the difference between the chamber pressure at the location of injec-
tion and the pressure of the coolant in the cooling channel at the injection point), the velocity is determined
using Bernoulli’s equation with a constant discharge coefficient of 0.7, see Equation 4.11. For a schematic of
the injection of the film coolant, see Figure 1.1. The thickness of the coolant film si is determined with this
velocity. It is assumed that the coolant immediately ’spreads’ across the whole chamber circumference with
even thickness. The velocity-ratio correlation factor f is defined by a figure in [11], but as the velocity ratio in
this work is always smaller than unity, f is given by Equation 4.12.

vc = 0.7

√
2∆P

ρc
(4.11)

f =
(

vc

vg

)1.5

(4.12)

The non-dimensional contour distance x̄ is defined by Equation 4.13 and it is integrated from the point L
where the coolant turns into gas. An entrainment fraction multiplier ψm(x) is used. Its value depends on
the location in the chamber. It starts at 3 or 4 at the injection point and then reduces linearly to 1.75 at the
throat [11]. From there onward it follows the curve as can be seen in Figure 4.3. This is curve is digitized in
the program and interpolation is used to find the values. The term ψm accounts for rocket turbulence levels,
coolant injection configuration, flow turning and acceleration and is an empirical factor. As it is not clear
what the ratio of the 1D and 2D components mean in neither [11], [7] and [90] it is assumed to equal unity.
For each location, the step in dx is calculated using Equation 4.14.

x̄ =
∫ x

L

ri

r

(ρe ue )2D

(ρe ue )1D
ψm(x)dx (4.13)

dx =
√

(∆l )2 + (∆r )2 (4.14)

The determine (WE )L/WC in Equation 4.15, Equation 4.16 and Equation 4.17 are required. It these equations,
Ht .g is the total enthalpy of the hot gases, Hg is the enthalpy of the hot gases, Hc.sv is the enthalpy of the
coolant at saturation condition and Hc is the enthalpy of the coolant. In this case, the coolant is supercritical
and the saturation temperature enthalpy Hc.sv could be replaced by the enthalpy at critical temperature.
However, this ratio becomes negative when the coolant enthalpy is larger than the critical enthalpy, which
gives unrealistic results. Therefore, ηL is assumed to be one which gives initial entrainment ratio of 0.66. The
entrainment ratio goes up to roughly 5, so this difference does not introduce large errors.
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(WE )L

WC
= 1

0.6ηL
−1 (4.15)

ηL = B

1+B
(4.16)

B = Ht .g −Hg

Hc.sv −Hc
(4.17)

The shape factor θ is defined by Equation 4.18 or Equation 4.19, depending on the entrainment mass flow.

θ = 0.6+0.263
WE − (WE )L

WC
for WE < (WE )L +0.6WC (4.18)

θ = 0.758 for WE ≥ (WE )L +0.6WC (4.19)

Finally, after all these calculations, the adiabatic wall temperature can be determined by Equation 4.20 for a
non-reactive case and no decomposition of the film occurring, where Haw is given by Equation 4.21.

Taw = Haw −ηHc.sv +ηcp.v Ti f + (1−η)(cp.g Tt .g −Ht .g )

ηcp.v + (1−η)cp.g
(4.20)

Haw = Ht .g −η(Ht .g −Hc )− (1−Pr 1/3
w )(Ht .g −Hg ) (4.21)

However, as CoolProp and CEA have different reference values for enthalpy that are not equal, a different
relation is used. Similar to [87] a different ratio is used. This can be seen in Equation 4.22.

Taw = η(Tc0 −Tg )+Tg (4.22)

4.2.3. Model summary
The governing equations for the film cooling model were given in the previous sections. The steps taken in
the film cooling model can be seen in Figure 4.4. The film cooling model is an addition to the regenerative
cooling model. This way it reuses the determination of the hot gas properties and the determination of the
properties in the cooling channels. Basically, the film cooling model is used to determine the new adiabatic
wall temperature that is then used in the regenerative model. A few iterations are required until the film in-
jection temperature (which is the temperature at the end of the cooling channels) is converged. The only
additional input required in the program is the amount of film coolant mass flow. The outputs are the same
as regenerative model.

An overview of the assumptions made in the film cooling model is given below:

• The injected film coolant does not alter the combustion process.

• The liquid and gaseous film are transparent to radiation and this means that in the section where the
film is liquid, the wall is only heated by radiation.

• The supercritical coolant behaves as a liquid until the critical temperature and afterwards as a gas.

• No mass transfer occurs from the ’liquid’ part of the film coolant, so no evaporation and entrainment.

• In case that the wall temperature is higher than the coolant film, it is assumed that there is no heat
transfer back into the film.
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Figure 4.4: A flowchart of the steps taken in the film cooling model.

4.3. Verification, validation and calibration

The film cooling model has been discussed in the previous sections. The verification of the model is per-
formed by ensuring that all equations were implemented correctly. For validation, experimental results of a
kerosene film cooled rocket engine are used. This will be discussed in subsection 4.3.1. A good agreement
was found. However, there are indications that the liquid film length is overestimated in this model. There-
fore, and extra step was taken by comparing it to the film cooling model of the software Rocket Propulsion
Analysis (RPA). In the end, this results in two different calibrations for the model.

4.3.1. Comparison to experimental data
Höglauer compared his CFD model to tests performed with a kerosene and gaseous oxygen engine from
the Technical University of Munich (TUM). This is the same engine that Kirchberger [7] used, albeit with a
different nozzle contraction ratio. A 3D-model of the engine can be seen in Figure 4.5. It consists of three
cylindrical sections and a nozzle section that are all individually cooled with water. This allows for heat flux
measurements. The film coolant is radially injected after the second small cylindrical section. The engine
properties can be seen in Table 4.1. As not all required data is given in [10], some parameters are determined
from different papers on the same engine or estimated to match the results without film cooling. This is in-
dicated in the table.

Figure 4.5: The engine used in the Höglauer tests [12], the film coolant is injected after the second (small) segment.

Höglauer used the heat flux data from the test to validate his developed CFD tool [10]. In the test, the film
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Table 4.1: The engine properties of the Höglauer tests.

Parameter Symbol Value Unit Source

Chamber pressure Pc 60 bar [10]
Oxidiser to fuel ratio OF 2.9 - [10]
Total mass flow ṁ 1.283 kg/s [10]
Film mass fraction µ 10 and 15 % [10]
Contraction ratio ε 2.8 - [10]
Regenerative coolant Water [7]
Regenerative coolant mass flow ṁcoolant 0.8 kg/s Estimated to match [10] w/o film cooling
Wall thickness 0.009 mm Estimated from [10]
Wall thermal conductivity k 391 W/mK Obtained from [92]
Upstream pressure P0 100 bar Estimated
Film coolant inlet temperature T0 298 K Estimated

mass fraction µwas 15%. The measured heat flux data has low spatial resolution as there are only four cooled
sections. Therefore, the obtained heat flux of the CFD tool is integrated to the same resolution and is then
compared to the test data. This was done for the case when no film cooling is present and for the case when
µ is 15%. Höglauer’s results can be seen in Figure 4.6 and the agreement between the experimental and nu-
merical heat flux is good. In order to compare the model described in this thesis, the numerical (CFD) data
from Höglauer is used as it has a better spatial resolution. As the integrated values match the test data, this
indirectly compares the results to test data.

Figure 4.6: The measured and calculated wall heat flux without (left) and with film cooling (right) from [10], µ = 15% and Pc = 60 bar;
note that two tests were performed.

Höglauer used kerosene as film coolant, so the model for validation of this thesis should use that as well. To
achieve this, the relevant properties of kerosene are required. CoolProp, which is used in the model, does not
have kerosene properties. Therefore, a mix of different literature for the conditions of the engine is used by
lack of a proper data set. The critical temperature and pressure are set to respectively 684.26 K and 23.44 bar
[38]. The isobaric specific heat versus temperature and pressure follows from [35] and the density from [34].
This provides a limited data set for the conditions of the tests, but it is not sufficient to model all conditions
in this thesis. Therefore, ethanol is still used as coolant substitute.

In the model in this work, the reference entrainment factor ΨL is calculated using Equation 4.10. Further-
more, the heat transfer coefficient obtained from the Bartz equation is scaled with 0.65. The thickness of the
wall is estimated to be 0.9 mm and the height cooling channel to be 2.5 mm (both estimated from [10]). The
results for the case when µ is 15% can be seen in Figure 4.7. It is zoomed in to the section right after the film
injection, which happens in the middle of cylindrical section, until the start of the nozzle.
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Figure 4.7: The heat flux of the model compared to the heat flux of the reference for µ=15%, OF 2.9 and Pc =60 bar.

As can be seen, the general trend of the heat flux when film cooling is present is similar as the reference data
and the transition point from liquid to gas is predicted spot on. When the liquid layer is present, the heat flux
stays low. Then, once the film coolant turns into gas, the heat flux increases rapidly and converges to the heat
flux without film cooling present. The gaseous part does not match the reference data exactly. The difference
of the gaseous part is minimum 6% and maximum 12%, except for the part where the heat flux increases
rapidly. This gives locally higher errors, but this effect on the temperature of the engine will be small.

It was found that the heat flux of the gaseous part changes by altering the reference entrainment ratioΨL . In
Figure 4.7 this value was calculated using Equation 4.10, but the velocity of the coolant is not exactly known
from the Höglauer test data as the upstream pressure and hole sizes are not specified and the coolant is in-
jected radially. For rocket enginesΨL lies between 0.025 and 0.06 [11]. The calculated value in Figure 4.7 was
0.0261. A calibration was performed to get a better match with the test data. ΨL was iterated and with a value
of 0.06 better agreement of the gaseous part was achieved, see Figure 4.8. Now the errors in the gaseous part
are 1.5% up to 0.34 m and afterwards it rises to 11%.

0.22 0.24 0.26 0.28 0.3 0.32 0.34 0.36 0.38
Location [m]

-5

0

5

10

15

20

25

30

H
ea

t f
lu

x 
[M

W
/m

2 ]

Model w/o film
Reference w/o film
Model with film
Reference with film

Liquid Gas

Figure 4.8: The calibrated heat flux of the model compared to the heat flux of the reference for µ=15%, OF 2.9 and Pc =60 bar with a
calibrated value forΨL of 0.06.
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To test if this calibrated model also works for other film mass fractions, it is compared to CFD data from
Höglauer with a film mass fraction µ of 10%. Note that Höglauer did not compare these results to experi-
ments. The heat flux obtained with the model compared to the reference can be seen in Figure 4.9 and it can
be seen that the match is good here as well. The heat flux with film cooling appears to be slightly larger than
the heat flux without cooling for location of 0.32 m and beyond, but this is mainly attributed to inaccuracy of
obtaining the data from [10] by use of a curve digitizer.
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Figure 4.9: The heat flux of the model compared to the heat flux of the reference for µ=10%, OF 2.9 and Pc =60 bar with a specified value
forΨL of 0.06.

Conclusions It can be concluded that the newly developed film cooling model that consists of a combina-
tion of the NASA Annex B model [11], the transpiration cooling effects of Shine’s model [52] and the trans-
critical liquid film behaviour as described in Höglauer [10] predicts the general trend of the film coolant well
when comparing it to rocket engine tests with transcritical kerosene film coolant [10]. Without any calibra-
tion, the liquid film length and the heat flux in the liquid section are estimated correctly. Afterwards, in the
gaseous part the heat flux is underestimated with a maximum difference of 12%. When calibration is applied,
this difference can be reduced to 1.5% in the section of interest.

However, only one real test data set was found and this uses a different coolant than the one in this thesis
(kerosene versus ethanol). This is a very limited data set to perform validation and calibration. It is rec-
ommend to acquire more data, either by a more extensive search in literature or, preferred, by doing own
experiments on the actual reference engine.

4.3.2. Comparison to film cooling model of Rocket Propulsion Analysis
Some notes should be made regarding the model developed in this work compared to other (empirical) film
cooling models available in literature. Other models commonly include a factor that accounts for the entrain-
ment of the liquid with the main flow. So, while a good match for the liquid film length between the test data
from Höglauer exists, this is a point of concern. Models that include an entrainment factor will give lower
liquid film lengths. This will change the wall temperature drastically. Therefore, the model is compared to the
film cooling model of the commercial software Rocket Propulsion Analysis (RPA) in the next section.

Rocket Propulsion Analysis has the option to do a thermal analysis on the chamber and include film cooling.
In the documentation [91], a gaseous and liquid film cooling model are described and while no mention is
made on how supercritical coolants are handled, the film cooling model gives outputs for supercritical con-
ditions as well. These cases have similarities to the liquid film cooling model. The underlying models follow
from Russian literature and are therefore not accessible to the author.

The liquid film cooling model works as follows: first a liquid is heated up to vaporization temperature, then
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the liquid keeps a constant temperature until evaporated and then a gaseous film cooling model is used. The
liquid section is similar to the one used in the model of this work. The convective heat flux heats up the film
and the radiation passes through and is the only source that heats up the wall. However, the temperature in-
crease per station is increased due to ’the stability of the film’. This increase depends on the Reynolds number
of the film and goes from no increase at a Reynolds number of 0 to an increase of 2 at a Reynolds number
of 5000. Once the film reaches vaporization temperature, this factor is not included anymore to determine
the evaporated mass flow. The evaporated mass flow mixes with the surface layer and creates a layer with a
new mixture ratio and this shields the film from heat. Once all coolant is gaseous, a gaseous coolant model is
used. This model depends on the ’Ievlev’s correlation for similar conditions’ and again this follows from Rus-
sian literature, so it is difficult to understand the underlying principles. As only the RPA manual is available
and the underlying literature cannot be used, the RPA model is used as a black box to compare the model
described in this work.

The engine used in RPA to which the model is compared is very similar to the reference engine. It is regener-
atively cooled with additional film cooling supplied at the injector. The engine contour is determined by RPA
and imported into the model of this thesis. The propellants are RP-1 and liquid oxygen, but the regenerative
and film coolant used is ethanol as RP-1 coolant properties are not well defined in RPA. The other properties
of the engine can be seen in Table 4.2. In the model, radiation is turned on and the heat transfer coefficient
is determined in both the model and RPA with the Bartz equation. A calibration factor of 0.886 is used on the
value of RPA as it was found that it gives a 11.4% higher value (as is shown in Appendix A). Two cases with film
coolant mass flow of 5% of the total mass flow (µ = 17%) and 10% of total mass flow (µ = 34%) are compared
and as a reference the heat fluxes without film cooling are given as well.

Parameter Symbol Value Unit Comment

Chamber pressure Pc 65 bar
Oxidiser to fuel ratio OF 2.4 -
Total mass flow ṁ 21.8 kg/s
Film mass fraction µ 17 and 34 %
Contraction ratio ε 3 -
Regenerative coolant Ethanol
Regenerative coolant mass flow ṁcoolant 6.41 kg/s Total fuel flow
Wall thickness 0.7 mm
Wall thermal conductivity k 220 W/mK
Upstream pressure P0 100 bar
Film coolant inlet temperature T0 298 K

Table 4.2: The engine properties for the RPA comparison.

The total heat heat flux for the case when µ is 17% and µ is 34% can be seen in respectively Figure 4.10 and
Figure 4.11. As expected, the liquid length following from RPA is shorter than the film cooling model used in
this thesis. For the case when µ is 17%, it can be seen that while the liquid film length is overestimated, once
the film coolant is gaseous it matches the RPA results better. In the region of the liquid section the maximum
error is 350% while in the gaseous part the smallest difference is between 17%, but this increases again up to
86% at the end of the nozzle. For the case when µ is 34%, the errors are larger and the differences are between
80% and 340% at the throat.

It is possible to calibrate the model of this thesis by changing the convective heat flux that goes into the liquid
film with a calibration factor and by changing the reference entrainment factor ΨL that alters the gaseous
behaviour. It was found that for the µ = 17% case the liquid length matched the RPA model by multiplying the
heat transfer coefficient by a factor 6. By using a specifiedΨL value of 0.003 the gaseous part can be matched.
Note that the latter is 10 times lower than the lower value seen in rocket engines as given by [11]. However,
also note that the calculated value ofΨL is already under this value anyway with a magnitude of 0.0082. The
heat flux of the calibrated model compared to the RPA film cooling model can be seen in Figure 4.12. The
differences in heat flux between the models in the majority of the cylindrical section and the throat is below
10%. In the first 0.1 m, the differences are 35% and after the throat the error gradually increases to 107%. The
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Figure 4.10: The total heat flux of the uncalibrated model compared to the RPA film cooling model for µ=17%, the coolant transitions to
gas/supercritical state at the start of the arrows.
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Figure 4.11: The total heat flux of the uncalibrated model compared to the RPA film cooling model for µ=34%, the coolant transitions to
gas/supercritical state at the start of the arrows.

latter is caused by the fact that the heat fluxes reduce to small numbers, so any error has a larger influence.
The absolute difference stays almost the same. In the regions of the most importance (the cylindrical part
and throat), the difference is below 10%.

To test if the same calibration factors also work on a different mass flow, they are used for the case whenµ 34%.
These results can be seen in Figure 4.13. The match between the models is less good at the end of cylindrical
section and the throat. The error peaks at 33% in the first 0.1 m and then reduces to 24 %. Afterwards, the
difference increases again gradually to 68%, but this is mainly caused by the fact that total heat flux drops.

Conclusions While the developed film cooling model was validated using test data and a good match was
achieved (subsection 4.3.1), an additional comparison was made to another film cooling model. The film
cooling model of Rocket Propulsion Analysis (RPA) shows greatly different results, especially for the liquid
length that is much shorter in RPA. The heat transfer to the liquid in the developed model had to be multi-
plied with a factor of 6 to achieve similar lengths as RPA. It should be noted that the RPA model is not validated
with test data and in the documentation no validation is provided either. Comparing it to Höglauer data will
be worthless as it is clear the results will be vastly different. So, while the RPA model is not validated, it will
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Figure 4.12: The total heat flux of the calibrated model compared to the RPA film cooling model for µ=17% with a calibration factor for
heat transfer coefficient of 6 and specifiedΨL of 0.003, the coolant transitions to gas/supercritical state at the start of the arrows.
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Figure 4.13: The total heat flux of the calibrated model compared to the RPA film cooling model for µ=34% with a calibration factor for
heat transfer coefficient of 6 and specifiedΨL of 0.003, the coolant transitions to gas/supercritical state at the start of the arrows.

be used alongside the developed model to provide a ’sensitivity’ to the film cooling performance. This is re-
quired as indications exist that the developed model - even though it matches with the scarcely available test
data - overestimates the liquid length [7].

The way the RPA results will be used, is by using the found calibration. So, the heat transfer to the liquid
is increased with a factor of 6 and the reference entrainment ratio of 0.003 will be used. This model will
be referred to the ’RPA calibrated’ model. The uncalibrated model that matches the Höglauer data will be
referred to as the ’uncalibrated’ model.

4.4. Film cooling results

Now that the film cooling model has been developed and validated, the required film coolant mass flow to
keep the temperature below the wall limit in the engine can be determined. Two different version of the
film cooling model were presented. The ’uncalibrated’ model does not use any calibration and matches the
Höglauer test data in liquid film length. The heat flux in the gaseous part is underestimated between 6%
and 12%. The other version of the model is the ’RPA calibrated’ model and was calibrated using the Rocket
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Propulsion Analysis (RPA) film cooling model. This model has a difference between 10% and 35% with RPA
depending on the location on the engine. The uncalibrated model predicts the lowest heat fluxes and the RPA
calibrated one higher ones. Therefore, the latter will predict more conservative film coolant mass flows.

For Inconel, the maximum temperature was determined to be 923 K. For copper, the limit is 723 K, see Ta-
ble 1.3. For both materials, the film coolant mass flow was iterated until a value was reached that caused
the temperature in the engine to be lower than the respective allowable maximum. The required coolant is
expressed as percentage of the total mass flow to later easily compare it to the transpiration cooling perfor-
mance. The results can be seen in Table 4.3. Note that these values are obtained with a 1D heat transfer
analysis and that in the throat this over predicts the temperature. This is the location of the highest tem-
peratures as can be seen in Figure 4.14 and Figure 4.15. Some small peaks are above the temperature limit
as it was difficult to get these below the limit, In reality, heat transfer in the axial direction occurs and thus
the required film coolant will be lower and these peaks will smooth out. Furthermore, the coolant channel
geometry was designed for an Inconel wall, but the same geometry is used to determine the behaviour of the
copper chamber. However, when using a copper chamber, the most optimum channel geometry will likely
be different. This is likely also the reason why the copper temperature shows some local minima at the throat.

In the table it can be seen that for the Inconel engine, the coolant total mass flow varies between 7.1% for the
uncalibrated model and 14.5% for the RPA calibrated model. In the latter case, this would mean that 49% of
the fuel is injected as film coolant. For the copper engine the percentage of total coolant varies between 5.0%
and 6.0%.

It follows from these results that an Inconel engine requires more film coolant compared to a copper one,
even though the allowed wall temperature is 200 degrees higher. This was expected as Inconel has a lower
thermal conductivity. Secondly, the spread of the results between the two calibrations is different for both
materials. The copper mass flow only varies 1% between the two calibrations, while for Inconel the differ-
ence is 7.4%.

Material Calibration Film coolant percentage [%]

Inconel Uncalibrated 7.1
Inconel RPA calibrated 14.5
Copper Uncalibrated 5.0
Copper RPA calibrated 6.0

Table 4.3: The percentage of film coolant compared to the total mass flow required to keep the maximum wall temperature in the whole
engine below the set limits for Inconel and copper.

4.5. Conclusions

As no film cooling model was found in literature that can model transcritical coolants, a new film cooling
model was developed. This model combines the NASA Annex B model [11], the transcritical liquid film be-
haviour as described in Höglauer [10] and the transpiration cooling effects of Shine’s model [52]. Comparing
the model to tests with a supercritical kerosene film cooled rocket engine shows that the behaviour is pre-
dicted well, especially the liquid film length. However, differences in magnitude of predicted heat fluxes
occurred. In the end two different calibrated version of the model are presented. The ’uncalibrated’ model
predicts the heat flux within 6% to 12% compared to the tests. The ’RPA calibrated’ model gives a higher heat
flux and differs to the film cooling model of Rocket Propulsion Analysis by 10% to 35%. Furthermore, this
calibration showed that if the right reference entrainment ratio is known, that the match for the gaseous be-
haviour can be quite precise.

The model was used to predict the film coolant required to cool the reference engine. For Inconel this varied
between 7.1% and 14.5% of the total mass flow depending on the calibration used. For copper this was 5.0%
or 6.0%. Assuming the worst case mass flows, this shows that Inconel needs 2.4 times more film coolant than
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Figure 4.14: The wall temperature on the hot side of the inner wall for the Inconel chamber for regenerative cooling and film cooling.
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Figure 4.15: The wall temperature on the hot side of the inner wall for the copper chamber for regenerative cooling and film cooling.

the copper chamber. This will lower the specific impulse of the engine. A full comparison between specific
impulse of the different cooling methods and different chamber materials will be given in the next chapter.

The two versions of the film cooling model show large differences in heat flux and thus in required film
coolant to keep the wall temperature below the limit. This difference is especially large for the Inconel engine,
where twice the coolant is required for the RPA calibrated version. This means that the uncertainty in the film
cooling model will introduce a large uncertainty in the final cooling analysis. It is difficult to determine which
model is more correct, due to the limited available test data. While the uncalibrated version matches with
some test data, a single match with data does not create a lot of confidence in the model. Therefore, it is rec-
ommended to find additional validation data or, ideally, perform tests with the film cooled reference engine
and measure the heat flux.



5
Comparison cooling techniques

In chapter 2 to chapter 4 the regenerative, transpiration and film cooling model have been described and
been validated. Now, these models can be used to perform a comparison between all cooling methods which
is applied to the reference engine, which was introduced in section 1.3. This comparison is treated in this
chapter. In section 5.1 the required coolant mass flow and the effect on the temperature and temperature
gradients are investigated. Then with these coolant mass flows, an estimation of the losses in specific impulse
of the engine is determined in section 5.2. The transpiration cooled engines require a thicker wall and are thus
heavier than the film cooled option. The dry mass differences caused by this are determined in section 5.3.
It was found that transpiration cooled engines have a better specific impulse but higher dry mass than a film
cooled option. Therefore, in section 5.4 a final comparison on the achieved delta-v is performed.

5.1. Wall temperature comparison

The comparison of the three cooling techniques is performed only for the cylindrical section of the engine.
The reason for this is threefold. Firstly, as the coolant is close to the critical point, it takes very long for the
solution to converge due to the spike in isobaric specific heat. Assuming that the cylindrical section has con-
stant properties allows for faster modelling of a large part of the engine. Secondly, the critical point of the
ethanol used is 62.7 bar. This is very close to the chamber pressure, but in the cylindrical section the coolant
is still supercritical. When the chamber pressure drops in the throat and beyond, the coolant will have a liquid
to gas transition and would require two-phase flow modelling. While transpiration cooling models exist that
can do this, this requires much more computational effort [39, 40]. Lastly, the cylindrical form of the energy
equations is used. This allows for the effect of modelling the temperature distribution in cylindrical walls.
However, at the convergent and divergent sections the coolant flow is normal to the wall, while the equations
model the temperature in ’pure’ radial direction. This means that the 1D heat transfer and the coolant flow
do not line up anymore.

The engine properties, engine contours and specifications for the regenerative cooled engine were given in
section 1.3. The shape and combustion gas properties do not change for the transpiration and film cooled
engine. The configuration of the transpiration cooled engine can be seen in Figure 5.1a. The coolant flows
through the inlet into a manifold that distributes the coolant uniformly over the porous wall. As a result, it is
assumed that the coolant in the manifold flows very slowly and the boundary conditions that were described
in chapter 3 are valid. In this analysis, the results are plotted as a function of coolant mass flow. For the
transpiration cooled engine, this mass flow is regulated by changing the wall thickness. The temperature was
evaluated for a pore size of 0.05 mm and 0.1 mm, but when plotted as function of mass flow, the results are
the same. The wall thickness is not important for the analysis discussed here, but will be used in section 5.3.
The nozzle is not cooled as the primary consideration of this analysis is the cylindrical section. It is clear that
if one wants to design an actual transpiration cooled engine, that the nozzle also needs to be cooled. Various
options exist for this: it can either be transpiration cooled too or this part can be regeneratively cooled and
then the injected transpiration coolant at the cylindrical part acts as film coolant in the nozzle.

81
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The film cooling configuration can be seen in Figure 5.1b. The film cooled configuration is exactly the same
as the regenerative cooled engine (described in section 1.3), except that additional coolant is injected at the
injector. The coolant is injected at the end of the nozzle and then flows towards the injector. There, part of
the coolant is then injected as film coolant. So, while the wall temperature is only evaluated at the cylindrical
part (indicated by the box), the nozzle is also modelled. The reason for this is that the coolant heats up in the
channels and this alters the injection conditions (temperature and pressure) of the film coolant. Lastly, the
regeneratively cooled engine is also completely modelled, but only the results of the cylindrical section are
used.

Inlet

Manifold

Porous wall

(a) Transpiration cooling configuration

Injector

Film cooling

Inlet

(b) Film cooling configuration

Figure 5.1: The configuration for the transpiration cooled section and the coolant flow (a) and for the film cooled engine (b).

Commonly, transpiration cooling performance is expressed as a function of blowing ratio F and film cooling
as a function of film cooling fraction µ. To allow for a comparison between the cooling methods, a common
parameter is required. Therefore, the cooling performance will be expressed as the percentage of injected
coolant required compared to the total mass flow in the chamber (so fuel and oxidizer combined).

The results for the maximum wall temperature for the Inconel chamber can be seen in Figure 5.2. The used
transpiration cooling data is for a porosity of 0.2 and pore size of 0.05 mm. However, as seen in chapter 3, the
porosity and pore size will not affect the results much when plotted as a function of mass flux.

The result for the regeneratively cooled chamber shows a maximum temperature of 1600 K. Clearly, the ref-
erence engine requires more than only regenerative cooling to be operational. In the figure, two lines for film
cooling are plotted: one for the uncalibrated model and one for the RPA calibrated one. The uncalibrated film
cooling model shows a constant temperature of around 600 K from a cooling percentage of 6% and higher.
From this point onward, the coolant stays liquid in the complete cylindrical part and thus the maximum wall
temperature attains an almost constant value of 600 K due to the radiation. The transpiration cooling results
are given by the blue line.

When comparing film and transpiration cooling, it can be seen that the transpiration cooling will yield lower
wall temperature for the same coolant mass flow. Taking the goal of the wall temperature to be 923 K, tran-
spiration cooling only requires around 2.5% cooling while the film cooling requires 5.4% or even 12.9% de-
pending on which calibration for the film cooling model is used. All results can be seen in Table 5.1, also for
the copper chamber discussed below.

In Figure 5.3 the maximum temperature gradients are plotted for the three cooling methods for the Inconel
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engine. It shows that the regenerative cooling has the highest temperature gradient. Furthermore, the gra-
dients from the film cooling and transpiration cooling are in the same order for the mass flux. However, the
film cooling requires a larger mass flux to keep the wall temperature below the limit. Thus, in this situation
the gradients will be lower. Taking this into account, the gradients for the transpiration cooled wall will be
two times higher.
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Figure 5.2: The maximum wall temperature versus the percentage injected coolant of the total mass flow for transpiration, film and
regenerative cooling for Inconel; pore size 0.05 mm and porosity of 0.2.
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Figure 5.3: The maximum wall temperature gradient versus the percentage injected coolant of the total mass flow for transpiration, film
and regenerative cooling for Inconel; transpiration cooling pore size 0.05 mm and porosity of 0.2.

The above results were for the Inconel engine. The maximum temperature and maximum temperature gra-
dient for the copper chamber can be seen in respectively Figure 5.4 and Figure 5.5. Again, the regeneratively
cooled case has a high temperature. However, the effect of the higher thermal conductivity is clear: the max-
imum temperature is only 846 K instead of the 1600 K for Inconel.

For transpiration and film cooling, the same behaviour as for the Inconel chamber can be seen. The transpi-
ration cooled engines generally require a lot less coolant than the film cooling ones. In the copper case, for
the maximum copper temperature of 723 K, the transpiration cooling needs 2.9% coolant mass flow and the
film cooling requires 5.0% to 6.1% depending on the film cooling model used. With regards to the maximum
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gradient, some differences appear with respect to the Inconel case. For copper, the transpiration cooling gra-
dients are generally lower than for the film cooling ones, while for the Inconel case they were equal. Again
considering that at the maximum temperature the coolant mass flows will be different: in the copper case the
gradients will then be equal.

Another observation can be made in the temperature results of both the Inconel and copper chamber. The
temperature steadily increases when the coolant mass flow is reduced, but at a temperature of around 520 K
the increase levels out for a short temperature range. This effect is present in both plots, but much more clear
in the one for copper. This point coincides with the critical point of the ethanol coolant. At this point, a large
peak in specific heat occurs. So, it is possible that this increases the cooling effectiveness around this temper-
ature and that this causes a plateau in temperature. However, it must be noted that around the critical point,
convergence of the solution is difficult and the convergence criteria had to be relaxed slightly, so it could also
be an artifact of this.
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Figure 5.4: The maximum wall temperature versus the percentage injected coolant of the total mass flow for transpiration, film and
regenerative cooling for copper; pore size 0.05 mm and porosity of 0.2.
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Figure 5.5: The maximum wall temperature gradient versus the percentage injected coolant of the total mass flow for transpiration, film
and regenerative cooling for copper; transpiration cooling pore size 0.05 mm and porosity of 0.2.
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Cooling method Comment Material Coolant required [%]

Transpiration Inconel 2.5
Film Uncalibrated Inconel 5.4
Film RPA calibrated Inconel 12.9
Transpiration Copper 3.0
Film Uncalibrated Copper 5.0
Film RPA calibrated Copper 6.1

Table 5.1: The coolant required as percentage of the total mass flow in the engine to keep the wall temperatures to the maximum
allowable temperature.

5.2. Specific impulse losses

The fuel is used as film or transpiration coolant and this creates a fuel rich zone next to the wall. This changes
the OF ratio in this region. This will result in a different, and in most cases, a lower flame temperature. In the
end, this will result in a lower specific impulse of the complete engine [23]. So, this means that for the refer-
ence engine, the regeneratively cooled engine has the optimum specific impulse as no coolant is injected. Of
course, this engine option is not feasible as the maximum temperatures of the materials are exceeded. It was
determined that the transpiration cooled engine requires less coolant than the film cooled option. The next
question that arises is: what will be the difference in specific impulse for these options?

The reduction in specific impulse can be modelled by assuming that two different gas layers in the rocket ex-
ist that do not mix. The OF ratios of these layers would result in a different specific impulse in case the whole
engine is modelled with the OF ratio of the individual layer. The resulting total specific impulse can then be
found by taking the mass flow average of these two flows, see Equation 5.1 [22, 23]. The overall OF ratio of the
engine will remain 2.4. So, the amount of coolant (the fuel) injected changes not only the OF of the layer next
to the wall, but also the OF ratio of the core stream.

Isptot
= ṁwall

ṁtot
Ispwall

+ ṁcore

ṁtot
Ispcore

(5.1)

A problem with this method is that the exact OF ratio in the wall layer is not known. This can be determined
using experimental methods or CFD modelling [23], but that is out of the scope of this thesis. Therefore, the
differences in specific impulse are given for a range of wall zone OF ratios from 0.01 to 2.4. The specific im-
pulses for different OF ratios are taken from NASA’s CEA [13]. The values used are for the vacuum specific
impulse.

Another problem that occurs is that ethanol has a lower optimal OF ratio (1.75 vs 2.60 of RP-1 with LOX), see
Figure 5.6. So, when ethanol is used to calculate the specific impulse in the wall zone, the OF ratio will actually
be closer to optimal. Thus, injecting more coolant actually increases the performance. This phenomenon is
definitely not realistic. Taking this into account, it is decided to determine the specific impulse for an RP-1
and LOX reaction, but the coolant mass flows used are those obtained with ethanol as coolant. So, while the
actual values in specific impulse might not be realistic, this analysis will still give a comparison between film
and transpiration cooling. Still, in the results plots presented below, both the results for RP-1 and ethanol are
given.

The specific impulses are determined for the coolant flows from Table 5.1. The vacuum specific impulses as
function of wall zone OF ratio for the Inconel and copper chamber can be seen respectively in Figure 5.7 and
Figure 5.8. It can be seen that if the specific impulse of ethanol is used that the Isp actually increases when
the OF ratio reduces from the overall ratio of 2.4.

For the most extreme case, which is the lowest OF ratio, the differences between the cooling methods can be
seen in Table 5.2. The differences are given with respect to the regenerative cooling case when no coolant is
injected. This case thus has the most optimal specific impulse which is 335.1 s.
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Figure 5.6: The vacuum specific impulse for RP-1 and ethanol combustion with liquid oxygen for a chamber pressure of 65 bar,
obtained using NASA’s CEA [13]; this shows the combustion without reductions due to the introduction of coolant in the chamber.
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Figure 5.7: The vacuum specific impulse given for different wall region OF ratios; for the different cooling methods and for the different
OF ratios for the Inconel engine.

It was determined that the RPA calibrated film cooling model for the Inconel engine requires 5.2 times more
coolant than the transpiration cooled engine. This will result in a reduction in Isp to 292.6 s. At the same OF
ratio, the transpiration cooled engine has an Isp of 331.4 s. So, this is a difference of 38.8 s which is a difference
of 13.3%. For the uncalibrated film cooled engine, the differences are less pronounced. This case has an Isp

of 323.9 s which is a difference of 7.5 s (2.32 %).

For the copper engine, the effects are less pronounced as the differences in coolant mass flows are smaller.
The RPA calibrated film cooling model gives an Isp of 321.6 s and the transpiration cooled case one of 330.7 s.
This is a difference of 9.1 s (2.83%). The uncalibrated film cooled Isp is 325.2 s which results in a difference to
the transpiration case of 5.5 s (1.69%).

The above results compared transpiration and film cooling to the regeneratively cooled engine. While this
gives the most optimal specific impulse, an engine with solely regenerative cooling will not be feasible as the
wall temperature is too high. By lowering the chamber pressure and/or the OF ratio, the heat transfer in the
engine can be reduced. It is analysed how much the chamber pressure and OF ratio have to change to make
a regeneratively cooled engine feasible. Lowering the chamber pressure and changing the OF ratio will also
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Figure 5.8: The vacuum specific impulse given for different wall region OF ratios; for the different cooling methods and for the different
OF ratios for the copper engine.

change the specific impulse. To keep it a fair comparison, only the temperature in the cylindrical section
is looked at. In the nominal case, the pressure at the end of the channel is 10 bar higher than the chamber
pressure. So, a minimum difference of 10 bar between the pressure at the end of the cooling channel and the
chamber pressure is set as a requirement.

For the Inconel chamber, it was impossible to find a chamber pressure and OF ratio combination that allowed
for only regenerative cooling. The wall temperature becomes lower, but not low enough.

For the nominal pressure of 65 bar, the copper chamber needs an OF ratio of 1.55 and this results in a total
mass flow to keep the chamber pressure of 23.9 kg/s. No changes were made to the coolant channel geometry.
The specific impulse of this option is 295.8 s which is 11.7% lower than the regenerative case with 65 bar. For
the copper engine, this is a larger decrease than the film and transpiration cooling. So, changing the OF ratio
to make use of a regenerative cooled engine is not worth it. The other option is to keep the OF ratio the same,
but to lower the chamber pressure. As less fuel is required, the velocity in the coolant channels becomes
lower and this reduces the heat transfer. Therefore, the height of the coolant channels is also changed by a
constant ratio along the complete length. The width of the channels and the number of channels remains
constant. A suitable case has a chamber pressure of 35 bar and a total mass flow of 12.0 kg/s and the height
of the channels is divided by 1.7. This option has an Isp of 334.1 s which is only 0.3% lower than the nominal
regenerative case. However, as the mass flow of the engine is 45% lower, the final thrust will also be 45% lower
assuming that the thrust coefficient remains constant. This means that almost twice the number of engines
is required to obtain the same thrust level.

Cooling method Comment Inconel Copper
Ispvac [s] Difference [%] Ispvac [s] Difference [%]

Regenerative 335.1 - 335.1 -
Transpiration 331.4 -1.10 330.7 -1.31
Film Uncalibrated 323.9 -3.34 325.2 -2.95
Film RPA calibrated 292.6 -12.7 321.6 -4.03
Regenerative Lower OF n/a n/a 295.8 -11.7
Regenerative Lower Pc n/a n/a 334.1 -0.3

Table 5.2: The vacuum specific impulses for the the case when RP-1 is used as coolant for the lowest wall OF ratio as given in Figure 5.7
and Figure 5.8.

From these results, it is concluded that transpiration cooling will give a better specific impulse. Furthermore,
similar to the temperature results, the differences between Isp for the different cooling methods are more



88 5. Comparison cooling techniques

pronounced for an Inconel engine than for a copper one. However, this depends on which calibration is used
for the film cooling model. If the uncalibrated model is used, the differences are very small between copper
and Inconel.

5.3. Engine dry mass

It was determined in the previous section that the transpiration cooled engines will have a higher specific im-
pulse than the film cooled ones. However, this comes at the cost of a higher engine dry mass. A thicker wall
is required to achieve the lower coolant mass flow for the pressure drop over the wall. An estimation of this
dry mass increase is given in this section, both for an Inconel and copper chamber. Again, this only focuses
on the cylindrical section of the engine.

The determination of the mass of the regeneratively and film cooled engine are discussed first. The film
cooled engine differs from the regeneratively cooled one only by the introduction of holes required for injec-
tion of the film coolant. So, the mass of both is seen as the same. The cylindrical section of regeneratively
and film cooled engine consist of three separate sections that all have a different mass, see Figure 5.9. The
geometry is given by the design of the reference engine and is listed below:

1. The inner wall with a thickness of 0.7 mm.

2. The cooling channels with a height of 3 mm and rib thickness of 2.54 mm. The number of cooling
channels is 70.

3. A close-out or shell on the outside that seals the channels. This thickness needs to be determined still
and the method is given below.

The thickness of the close-out still needs to be determined. As the engine is designed to be produced using
additive manufacturing, it is assumed that the close-out is made from the same material as the rest of the
wall. The thickness of the close-out can be calculated using the hoop stress of a cylinder, see Equation 5.2.
The yield stresses of the materials are used, which can be seen in Table 5.3. A safety factor on the pressure of
1.25 is used. The pressure used for the regenerative cooled engine is 100 bar which equals the pump outlet
pressure.

σ= Pr

t
(5.2)

The transpiration cooled wall consists of three sections, see Figure 5.10, and they are described below:

1. The porous wall: the thickness and porosity follow from the calculations performed.

2. A manifold between the porous wall and the close-out to ensure uniform coolant distribution. The
assumed height of this space is taken as 3 mm. In practice, some ribs will be required for strength or a
porous layer with a lower porosity can be printed here.

3. A close-out on the outside that seals the porous layers. Again a safety factor of 1.25 is used. However,
now the pressure used is only 66 bar as this is the manifold pressure. This means that a valve causes a
pressure drop between the pump outlet and manifold, see Figure 3.40.

Material Yield stress [MPa] Density [kg/m3] Source

Inconel 1200 8200 [41]
Copper alloy 500 8840 RFA

Table 5.3: The yield stresses and densities for the materials used in the mass calculations, all properties are for additive manufacturing
variants.

The results for the transpiration cooled engines can be seen in Table 5.4 for the two cases: one with a pore
size of 0.05 mm and one with 0.1 mm. In Table 5.5 the masses for the film and regeneratively cooled engine
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Figure 5.9: A representation of the regeneratively cooled wall. Figure 5.10: A representation of the transpiration cooled wall

can be seen. It shows that the cylindrical part of the chamber for the regeneratively and film cooled engine
have a mass of 3.34 kg and 5.27 kg for Inconel and copper respectively. The most optimal masses for the tran-
spiration cooled engine occur for the pore size of 0.05 mm. In this case, the masses are 15.2 kg and 45.6 kg
for Inconel and copper respectively. These masses are respectively 4.6 and 8.7 times higher than for the film
cooled engine. For the pore size of 0.1 mm the masses for the transpiration cooling become 78.8 kg and 167.8
kg, which is 23.6 and 31.8 times higher respectively.

In Table 5.5 it can also be observed that the wall thicknesses of the copper walls are higher than for the In-
conel ones when the same pore size is used. This has two reasons: firstly, the required coolant mass flow for
copper is lower, so a thicker wall is required to achieve this. Secondly, it was seen in subsection 3.5.5, that for
the same mass flow, the copper wall is thicker than the Inconel one.

Cooling method Material Film coolant Inner wall
thickness

Inner wall
mass

Close-out
mass

Total mass

[%] [mm] [kg] [kg] [kg]

Regen & film Inconel 5.4 to 12.9 0.7 2.25 1.09 3.34
Regen & film Copper 5.0 to 6.1 0.7 2.42 2.84 5.27

Table 5.4: The masses of the cylindrical part of the regenerative and film cooled engine for different materials.

Cooling method Material Pore size Trans.
coolant

Porous
wall
thickness

Porous
wall mass

Close-out
mass

Total mass

[mm] [%] [mm] [kg] [kg] [kg]

Transpiration Inconel 0.05 2.5 13.2 14.2 1.0 15.2
Transpiration Inconel 0.1 2.5 56.5 76.7 2.1 78.8
Transpiration Copper 0.05 2.9 32.4 42.0 3.6 45.6
Transpiration Copper 0.1 3.0 92.7 159.2 8.6 167.8

Table 5.5: The masses of the cylindrical part of the transpiration cooled engine to achieve the maximum allowable wall temperature.

The above relative mass increases are large, especially for the pore size of 0.1 mm. However, it is only de-
scribing the mass of the cylindrical section of the chamber and not the total engine mass. The latter will also
include other parts such as the injector and the turbo pumps. So, it would be interesting to have an estima-
tion of how much the total engine mass increases. The exact masses of all these parts are not available for the
reference engine. Therefore, work from Zandbergen [15] will be used to make an estimation on how much
the total mass of the engine will increase. Zandbergen developed mass estimation relationships for pump-fed
liquid rocket engines with thrust levels between 15 kN to 8 MN.
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For kerosene and LOX engines, two different mass estimation relationships are given in [15]. The most ex-
tensive one is used here which depends on thrust level, number of thrust chambers (one in this case) and
the expansion ratio. This equation had a fit of R2 of 0.987 and can be seen in Equation 5.3. The R2 is given
by Equation 5.4 where yi are the measured variables, ŷi is value estimated from the regression and ȳi is the
mean value of data points. Using the thrust of the reference engine of 68 kN and an expansion ratio of 15, an
engine mass of 126.8 kg is obtained.

m = (1.079 ·10−3 ·F +53.0165) ·10.0369 ·ε−0.00184 (5.3)

R2 = 1−
∑n

i=1(ŷi − ȳi )2∑n
i=1(yi − ȳi )2 (5.4)

To make an estimation of the total dry mass increase, it is assumed that the increase in cylindrical section
mass is the only increase. This is the most optimistic scenario for the transpiration cooled engine. Then the
mass increase for the Inconel engine with a pore size of 0.05 mm (the most optimum case) is 9.4%. The worst
increase is for the copper chamber with a pore size of 0.1 mm and equals of 128%. All increases can be seen in
Table 5.6. Note that the dry mass of the Inconel and copper regenerative and film cooled engine are the same.
This is caused by the fact that the dry mass correlation from Zandbergen does not account for differences in
material. For the delta-v calculation that follows, only the mass differences are used. The results show once
again the importance of the small pore size to achieve a thin wall. Furthermore, it also shows again that tran-
spiration cooling yields better result for the Inconel chamber compared to the copper one.

Material Cooling method Pore size [mm] Mass [kg] Increase [kg] Increase [%]

Inconel Film & regen 126.8 - -
Inconel Transpiration 0.05 138.66 11.86 9.4
Inconel Transpiration 0.1 202.26 75.46 59.5
Copper Film & regen 126.8 - -
Copper Transpiration 0.05 167.13 40.33 31.8
Copper Transpiration 0.1 289.33 162.53 128

Table 5.6: The mass increases compared to a dry mass for the regeneratively and film cooled engine, the regenerative and film cooled
mass are determined by the relation from Zandbergen [15] and the mass from Table 5.5 is added to find the transpiration cooled engine

mass.

5.4. Delta-v budget

It is clear now that transpiration cooled engines have a higher specific impulse than film cooled engines, but
they have a higher dry mass. To find out how the engines compare to each other, a delta-v calculation is
performed. This combines the changes in specific impulse and mass to make a comparison. The purely re-
generative cooled engines are not considered, as these are not feasible.

The velocity increase of the engine is given by the Tsiolkovsky rocket equation which can be seen in Equa-
tion 5.5. The inputs required for the delta-v calculation are the specific impulse, which was determined in
section 5.2, and the mass fraction. For the latter, the masses of a representative first stage that would utilize
the reference engine is used, see Table 5.7. This gives a mass fraction of 3.89 for the nominal case that uses
a film cooled engine. As the OF ratio of the wall layer is still unknown, the calculations will be performed for
the complete range of OF ratios.

∆v = 9.81 Isp ln(
m0

m f
) (5.5)
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Parameter Value Unit

First stage propellant 41000 kg
Total launcher wet mass 55200 kg
Number of engines 9 -

Table 5.7: The masses and other parameters used for the delta-v calculation.

With the mass fraction of the nominal case known, the delta-v can be determined using the specific impulse
of the film cooled engine. Then, for the transpiration cooled engine, the allowed extra dry mass can be cal-
culated to achieve the same delta-v. Finally, the determined mass increases can then be compared to the
obtained mass values from section 5.3.

An example calculation is given here for the worst case film cooling that occurs for the RPA calibrated model
and the lowest OF ratio. The specific impulse is 292.6 s. This yields a delta-v of 3897.2 m/s for the film cooled
engines. The specific impulse of the transpiration cooled engine at the same OF ratio is 331.4 s. This allows
for lowering the mass fraction to 3.32 to achieve the same delta-v. This corresponds to an extra allowed dry
mass of 3503 kg for the first stage. Divided by the required nine engines, this gives an allowed extra mass per
engine of 389.3 kg.

The results for the complete OF ratio range for both calibrations of the film cooling model and the Inconel
and copper chamber are presented in Figure 5.11. The markers indicate the OF ratio in the wall zone where
the transpiration cooled engine outperforms the film cooled engine. These values are also listed in Table 5.8.
When taking the masses from section 5.3 into account, it shows that the most optimal Inconel transpiration
cooled chamber (pore size 0.05 mm) starts becoming better than the film cooled engine at an OF ratio 1.77
for the calibrated model and at 2.14 for the RPA calibrated model. While the exact OF ratio in the wall layer
remains uncertain, these values appear to be achievable. No OF ratio exists where the Inconel chamber with
a pore size of 0.1 mm is better than the uncalibrated film cooled model. For the RPA calibration, it becomes
better at OF of 1.73.

The most optimal copper transpiration cooled chamber (pore size 0.05 mm) becomes viable at an OF ratio of
1.21 or 0.30 depending on the calibration of the film cooling model. The OF ratios are low and it is question-
able if these are reached in the engine. For the pore size of 0.1 mm, the transpiration cooled engine always
performs worse than the film cooled one.
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Figure 5.11: The allowed extra engine mass for the Inconel and copper transpiration cooled chamber compared to the different film
cooled engines for different film layer OF ratios; the markers indicate the OF ratio where below it the transpiration cooled engines

perform better. If no marker is given, the film cooled engine always performs better.
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Material Pore size Trans. Coolant Extra mass OF ratio in wall zone [-]
[mm] [%] [kg] Uncalibrated RPA calibrated

Inconel 0.05 2.5 11.86 < 1.77 < 2.14
Inconel 0.1 2.5 75.46 - < 1.73
Copper 0.05 2.9 40.33 < 0.30 < 1.21
Copper 0.1 3.00 162.53 - -

Table 5.8: The OF ratio in the wall zone for which the transpiration cooled engines outperform the film cooled engines with respect to
total delta-v achieved.

5.5. Conclusions

In this chapter, regenerative, film and transpiration cooling were compared when applied to the reference
engine. The results of the wall temperature of a purely regenerative cooled engine show that for both an In-
conel and copper engine, the wall temperature is above the allowable maximum temperature. The Inconel
wall reached a temperature of 1600 K where 923 K was allowed. The copper wall reached a temperature of 846
K where a maximum of 723 K was allowed.

When comparing transpiration and film cooling, the transpiration cooling resulted in lower temperatures for
the same coolant mass flow. The transpiration cooled Inconel engine needs a coolant mass flow compared to
the total mass flow of 2.5%, where film cooling requires 5.4% to 12.9% depending on which calibration of the
film cooling model is used. For the copper engine the results are closer and especially the spread for the film
coolant is smaller. The copper transpiration cooled engine needs 3.0% coolant flow while the film cooling
requires 5.0% to 6.1%.

The thermal gradients of the transpiration cooled engines are either equal with mass flow to the film cooled
ones for Inconel or smaller for copper. However, as film cooling requires more coolant, the Inconel transpi-
ration cooled engine will have two times higher thermal gradients than the film cooled engine. The gradients
for the copper engine will be equal for transpiration and film cooling.

As the transpiration cooled engines required less coolant, the specific impulse is higher. However, the dry
mass of these engines will be higher as they require a thicker wall to achieve the required pressure drop. The
exact differences are hard to quantify as the OF ratio in the fuel rich wall zone is not known. What is clear
is that it is unlikely that the copper transpiration cooled engine will perform better with pore sizes as small
as 0.05 mm. For the Inconel engine with pore size of 0.05 mm, the transpiration cooled engine is most likely
better. These results can change when smaller pore sizes are used and when the specified pressure drop over
the wall is lowered. Then, the transpiration cooled engines will start to perform better.

These results show that transpiration cooling for Inconel engines has more benefits than for copper ones. For
the copper film cooled engine, the temperatures are already lower and thus transpiration cooling does not
add a lot.

It is clear that the above results in delta-v depend largely on the pressure drop in the wall. A larger pressure
drop will cause a thinner wall and thus lower dry mass. The bed of packed spheres used to model the pressure
drop is not a shape that would be produced with additive manufacturing. Therefore, in the next chapter the
pressure drop of an additive manufactured porous wall is experimentally determined to compare it. Secondly,
other geometries are investigated to see if these can cause higher pressure drops.
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The preliminary conclusion on the use of additive manufacturing for a transpiration cooled rocket engine is
that the pressure drop over the wall is too low due to the fact that the minimal printable pore size is still too
large. This requires very thick walls to achieve reasonable mass flows that can compete with film cooling. The
above conclusion was based on calculations performed for a bed of packed spheres. For this shape, empirical
relations exist that describe the pressure drop. When using additive manufacturing, other shapes can and
will likely be used that are better suited for 3D printing. This is investigated by experiments on additively
manufactured porous walls with different geometries. Furthermore, a different geometry designed to cause
a larger pressure drop is tested.

In section 6.1 the two test goals and their reasoning are discussed. Then, in section 6.2 the test setup, the used
sensors and the data acquisition system are presented. Section 6.3 gives a short overview of the followed
test procedures. A bed of packed spheres is used to calibrate the test setup and this method is treated in
section 6.4. Then, the two test samples are described in section 6.5. The test results of the calibration sample
and the test samples are given in section 6.6. Finally, in section 6.8, the conclusions and recommendations
are given.

6.1. Test goals

A different geometry will alter the pressure drop in the wall. This is illustrated by tests from Moreira et al. who
looked into the permeability of cellular structures and found that the permeability deviated between 30%
and 480% from known empirical relations [93]. Furthermore, it might also be possible that by using additive
manufacturing, different shapes can be used that cause a larger pressure drop – which would be preferable.

Lastly, increased accuracy on the occurring pressure drop leads to a better accuracy of the resulting mass
flow. Mass flow in turn is the most important driving mechanism on the cooling performance: mass flow
multiplied with isobaric specific heat governs the cooling in the wall and the mass flow dictates the reduction
in (convective) heat transfer that reaches the wall. Therefore, the modelling of an additively manufactured
wall can benefit from better accuracy of the occurring pressure drop.

The goals of the experiment are as follows:

1. Find out how the pressure drop of additively manufactured porous geometries compares to the com-
monly used bed of packed spheres.

2. Find geometries that can be manufactured using additive manufacturing that provide higher pressure
drops over length.

A small recap of the relevant equations is presented here. In section 3.2, it was discussed that the pressure
drop over length in a porous wall follows the Darcy-Forchheimer equation, which is restated in Equation 6.1.
The pressure drop is a function of the superficial velocity v , the viscosity, the density and the permeability

93



94 6. Pressure drop experiments

coefficients KD and KF . In the experiments the mass flow is measured which can be converted into the su-
perficial velocity. Then using the occurring pressure drop, the permeability coefficients for that test sample
can be determined.

dP

dL
=− µ

KD
v − ρ

KF
v2 (6.1)

6.2. Test setup

An overview of the feed system used for the test can be seen in Figure 6.1. The main components are the
water tank and the test section. The latter is discussed in detail below. The water tank is pressurized using
pressurized air that comes from the pressurized air system in the workshop. It has a maximum pressure of 9
bar and is regulated by a manual pressure regulator. Two pneumatically operated ball valves are used: one to
pressurize the tank and one to open and close the water flow into the test section. A coriolis mass flow meter
is situated between the tank and the main valve. The pressure sensor is directly connected to the plenum in
the test section. Furthermore, the coriolis mass flow meter measures density and temperature of the water.

Water tank

Pressurization valve

Coriolis

Main valve

Test section

Pressure sensor

P

Pressurized air

Figure 6.1: The feed system for the test setup.

The test section can be seen in Figure 6.2. It consists of two stainless steel bulkheads welded onto a stainless
steel pipe. The plenum fills with pressurized water from the tank and then this flows through the sample. A
watertight seal between the sample and the test section is created using an NBR gasket. A mounting location
for the pressure sensor is present in the top bulkhead. The sample visible in the figure requires a spacer ring
to be able to clamp it in place, but the need for this depends on the exact sample. All test samples ’stick’ out
into the plenum. This is partly a result of the test section design, but also ensures that the inlet is provided by
undisturbed water.

6.2.1. Sensor
An OMEGA PD23-C-10 differential pressure sensor is employed to measure the pressure in the plenum with
respect to the ambient pressure. It has a measurement range of 0.2 to 10 bar. The mass flow is measured
using a TRICOR TCM 5500 coriolis mass flow meter. It has a maximum mass flow of 1528 g/s and is rated up
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Figure 6.2: The test section

to pressures of 345 bar. The accuracy of the sensors in discussed in subsection 6.6.4.

6.2.2. Data acquisition system
The data acquisition is a National Instruments CompactDAQ System and it can be operating using LabVIEW.
This system is able to control the valves and data logging. A sampling frequency of 1 kHz is used. An auto-
mated sequence is used to open the valves and to start the data logging, see next section for more details.

6.3. Test procedures

A summarized version of the test procedures is given below for the case when the test sample is installed in
the test section.

1. Fill the tank with water.

2. Set the pressure of the air to the required pressure by adjusting the pressure regulator manually.

3. Start the automatic sequence:

(a) Open pressurization valve to pressurize the water tank

(b) Open the main valve to start that water flow through the test section

(c) Let water flow until oscillations in pressure and mass flow stabilize

(d) Log data for 3 seconds

(e) Close main valve

4. Repeat test at (roughly) the same pressure.

As the test section is always open to the atmosphere on the downstream side, before starting the data acqui-
sition the water needs to flow for a few seconds to assure a stable water flow. Furthermore, some oscillations
in the pressure and mass flow measurements occur in the first instance after opening the valve. This is likely
aggravated due to the distance between the mass flow meter and the test section of roughly 2 meters. There-
fore, a delay between opening the valve and data acquisition is used. The following delay times resulted in
stable measurements: 3 seconds for the calibration sample, 5 seconds for the gyroid sample and 6 seconds
for the visco jet sample (the samples will be introduced in section 6.5).

Tests were repeated either two or three times at the same pressure setting. However, as the pressure is regu-
lated by a manual pressure regulator, the pressure in the repeated tests is not exactly the same. In some tests
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the water ran out and only air was flowing through the samples in part of the time when data was acquired.
These tests results were discarded.

6.4. Validation of test setup

To determine if the test setup is capable of measuring the pressure drop versus flow velocity, a validation of
the setup is performed. This validation is similar in approach as done in [1]. In that work a bed of packed
spheres with a porosity of 0.37 and particle diameter of 2.5 mm was used to determine the pressure drop over
length versus the superficial flow velocity. These results were then compared to the well established empiri-
cal relations that predict the pressure drop in a bed of packed spheres (see section 3.2). Good agreement was
found.

While in the work of [1] a custom made bed of packed spheres was used, in this work a commercial-off-the-
shelve solution is used. A bed of packed spheres can be found in filters and silencers. They are commonly
made from sintered bronze spherical particles. When knowing the particle size and porosity of the commer-
cial available parts, they can be used as a validation sample.

A standard 1" BSP silencer was used that can be seen in Figure 6.3. The sample can be mounted in a disk
which is then mounted into the test section. The threaded connection is sealed using Teflon tape. However,
a few problems occur with this sample. Firstly, a groove is present in the material to tighten the silencer. This
groove will affect the measurements as the thickness is not uniform. Secondly, the sides of the filter are open
and thus the flow is not one dimensional. This was solved by applying Teflon tape to the sides (see Figure 6.3).
The way the sample is mounted into the test section ensures that the pressure on the outside is higher than
on the inside. So, this will keep the tape ’sticking’ to the sample and will prevent radial inflow. Lastly, the
particle size is not uniform. It ranges between 0.2 mm and 0.315 mm as supplied by the supplier. Knowing
that the pressure drop depends on the particle size squared, this will result in a large variation of expected
pressure drop.

One missing parameter is the porosity. With the means that were available, it was impossible to measure the
exact porosity. Bed of packed spheres have a theoretical maximum porosity of 0.37 [1, 94] and this value is
used. The other properties of the sample can be seen in Table 6.1.

In section 6.6, the pressure drop from the additively manufactured samples (which are discussed shortly) are
compared to the relations for a bed of packed spheres. To make this a fair comparison, one would like to
remeasure the pressure drop of a bed of packed spheres produced using the same 3D printer. This would
account for variations in material such as surface roughness and inaccuracies introduced by the printing.
An attempt was made to 3D print a bed of packed spheres, but this was not successful as the pores were all
blocked.

Parameter Value Unit

Porosity 0.37 -
Particle diameter 0.2 to 0.315 mm
Thickness 4.3 mm
Inner diameter 26.1 mm
Outer diameter 33 mm

Table 6.1: The properties of the used calibration sample.

6.5. Test samples

Two different additively manufactured test samples will be used and they are discussed in this section. Both
samples were printed on a SLM 280 printer which is a selective laser melting (SLM) metal printer. The samples
are made from a copper alloy. The sole reason this material was used is that it was available. The pressure
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Figure 6.3: The used sample for validation of the test setup
threaded into its mounting plate.

Figure 6.4: A different view of the validation sample where the
difference in inner and outer diameter is visible, note that no Teflon

is applied yet.

drop should in theory not be influenced by the material properties, only by the geometry. However, when
comparing the 3D printed samples to additively manufactured objects made from steel alloys, it was ob-
served that the surface of the copper parts was rougher. However, no quantitative measure for the surface
roughness can be given.

As the main interests lies in the shape of the porous walls, a larger than absolute minimal possible pore size
was used. The smallest pore size is 1.5 mm instead of the possible 0.3 mm to 0.5 mm. It was difficult to ensure
powder removal of the parts at smaller sizes. However, with some effort the pore size could be reduced as
done in other works, see section 1.4. Once the samples were produced, they were installed in the test section
and then pressurized air was blown through them to make sure all powder was removed.

In the sections below, the two samples are treated in further detail.

6.5.1. Sheet gyroid sample
The first test goal is to see how the pressure drop in additively manufactured porous walls compares to com-
mon sintered walls. Using additive manufacturing to create porous walls firstly requires different geometries
due to limitations with printing. For example, shapes that need support material cannot be used as the sup-
port material within the wall cannot be removed. Secondly, 3D printing allows for the creation of different
shapes due to the flexibility in manufacturing that are not possible with traditional methods.

As the number of possible shapes is infinite, a single good representative shape is chosen. Quite extensive
studies are available in literature on additively manufactured porous structures, mainly in the research for
bone implants [95–97]. One class of shapes that is promising in these works are the triply periodic minimal
surfaces (TPMS). These shapes are given by mathematical equation that describe an infinite amount of rep-
etitions of its shape. The elements have the minimum possible area [96].

Al-Ketan et al. [97] performed mechanical strength tests of additively manufactured metal geometries on sev-
eral TPMS shapes. He found that the sheet gyroid was performing well with respect to peak stress and Young’s
modulus. Therefore, this shape was chosen as representative shape for additively manufactured porous walls.
The shape is given by Equation 6.2 [98] and the porosity can be changed by varying t . A value of t was iterated
until a porosity of (roughly) 0.2 was achieved. The gyroid shape was made in MathMod 1 and then imported
into a CAD program to transform it into a physical part that could be printed.

U = (cos(2πx)sin(2πy)+cos(2πy)sin(2πz)+cos(2πz)sin(2πx))2 − t 2 (6.2)

A unit cell of the geometry used in this work can be seen in Figure 6.5 and this shape is patterned several
times in all three directions to obtain the sample. The fluid flows on the inside of the ’tubes’. Note that the

1https://sourceforge.net/projects/mathmod/

https://sourceforge.net/projects/mathmod/
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nature of the sheet gyroid provides two open volumes that are not connected to each other. This unit cell was
patterned until a sample of six layers and a length of 51.65 mm was created. The final measure thickness was
slightly larger and this is used in the calculations. See Table 6.2 for the full list of properties and the sample is
displayed in Figure 6.6.

Parameter Value Unit

Porosity 0.223 -
Pore size 1.5 mm
CAD thickness 51.65 mm
Measured thickness 52.3 mm
Diameter 33.8 mm

Table 6.2: The properties of the additively manufactured sheet gyroid sample.

Figure 6.5: The shape of one unit cell of the sheet gyroid. Figure 6.6: The additively manufactured sheet gyroid sample.

6.5.2. Visco jet sample
The second test goal is to find a shape that creates a larger pressure drop. In the search to find a geometry that
creates a as large as possible pressure drop over length, the ’visco jet’ from The Lee Company2 was found. The
working principle is depicted in Figure 6.7. The fluid is injected into a chamber and starts spinning around in
it. Then it flows through a small hole in the middle of the chamber to the next one and the process is repeated.
This will result in a high pressure drop.

The Lee Company produces these shapes in disks that can be stacked on top of each other. For this work the
geometry has to be adapted for additive manufacturing. A single channel can be seen in Figure 6.8 and the
dimensions of a single cell can be seen in Figure 6.9. The corners are rounded to ensure it can be printed
without the use of support material, as this cannot be removed in the chambers. In one channel, a total of
eight repetitions occur and the complete sample has six of these channels. The total length of the sample is
less than the gyroid as it was feared that it would be difficult to remove the powder otherwise.

To define the visco jet as porous material is stretching the (poor) definition of a porous medium. The sam-
ple varies especially compared to the two other ones in the fact that the channels are not connected to each
other. Furthermore, it consists of six exit holes that are spaced far apart, see Figure 6.10. So, when injecting
the coolant into the chamber it is not uniformly distributed.

To ensure a comparison can be made to the other samples, an equivalent diameter of the sample is calculated
that gives it the same volumetric porosity as the other samples. This diameter can then be used to calculate

2https://www.theleeco.com/products/precision-microhydraulics/restrictors/lee-visco-jets/

https://www.theleeco.com/products/precision-microhydraulics/restrictors/lee-visco-jets/
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Figure 6.7: The working principle of the Lee visco jet [14].

the superficial velocity. See Table 6.3 for the diameter and the other properties.

Figure 6.8: A 3D representation on one ’channel’ of the visco jet
sample.

Figure 6.9: A drawing of one cell of the visco jet sample, dimensions
in mm.

6.6. Test results

In this section the test results are discussed. Due to the numerous experiments performed, not all raw data
can be presented. However, an example of the unfiltered data obtained for the validation sample can be
seen in Figure 6.11 for the measurement time of 3 seconds. This raw data is processed and presented for
the different samples in this section. The pressure drop is taken directly from the measurements and the
superficial velocity is calculated using Equation 6.3. It can be seen in the figure that the setup was not able to
keep a constant upstream pressure and thus the pressure drop and mass flow drop over the 3 seconds of test
time. Therefore, the superficial velocity is determined for every single measurement point and afterwards the
mean and standard deviation are determined.

v = ṁ

Aρ
(6.3)

6.6.1. Validation results
The results of the validation can be seen in Figure 6.12 and Table 6.4. The black lines represent the theoret-
ical upper and lower limit calculated using the Darcy-Forchheimer equation and the empirical relations for
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Parameter Value Unit

Porosity 0.223 -
Pore size 1.5 mm
CAD thickness 16.5 mm
Measured thickness 17.3 mm
Diameter 28.25 mm

Table 6.3: The properties of the additively manufactured visco jet sample.

Figure 6.10: The additively manufactured visco jet sample.

the permeability coefficients (see section 3.2). An upper and lower limit are given as the exact particle size is
unknown. So, the upper line represents the minimum particle size (0.2 mm) and the lower one the maximum
size (0.315 mm), as supplied by the manufacturer.

While only one experiment was performed, two data sets are plotted in Figure 6.12. During the experiment,
mass flow and pressure drop are measured. To obtain the superficial velocity, the mass flow has to be divided
by the area of the sample. However, due to the construction of the validation sample, the inlet area is larger
than the outlet area, see Figure 6.4. It turns out that the pressure drop depends heavily on the chosen area.
Therefore, two data sets are presented in the figure: one using the inner diameter and the other using the
outer diameter. This mean that the actual result will most likely be between these data sets. Depending on
the choice of particle diameter and then used diameter, the pore Reynolds numbers varies from 35 or 89 to
154 or 387.

Looking at the results, it can be observed that the data set using the outer diameter lies outside of the theoret-
ical range. The other data set is within the range and lies close the lower limit. These results do not provide a
precise calibration, which was to be expected due to the uncertainties with the sample. However, the results
are within the order of magnitude of the empirical relations. This provides confidence that the test setup is
designed and used correctly and that the subsequent data analysis is adequate.

6.6.2. Sheet gyroid
The results for the sheet gyroid sample can be seen in Figure 6.13 and Table 6.5. The error bars indicate the
standard deviation. The pore Reynolds number varied between 359 and 964 for these tests.

Using the data points, a quadratic trend line that intersect the origin can be obtained that has an R2 value
of 0.9999 which is given by Equation 6.4. The good fit with the quadratic function shows that the Darcy-
Forchheimer is the right equation to model pressure drop for this range of velocities.

∆P

∆L
= 26.712 ·105 · v +329.99 ·105 · v2 (6.4)

Using the coefficients from the trend line and taking a constant viscosity and density, the permeability coef-
ficient KD and KF can be determined. The water temperature for this test was 22.9 ◦C which gives a viscosity
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Figure 6.11: An example of the unfiltered data for pressure drop and mass flow for the validation sample.
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Figure 6.12: The pressure drop over length versus the superficial velocity of the experiment and the theoretical lower and upper ranges.

of 934 µPa · s and a density of 997 kg/m3. The value for KD is then 3.50·10−10 m2 and KF equals 3.02·10−5 m.

6.6.3. Visco jet
The pressure drop versus superficial velocity of the visco jet can be seen in Figure 6.14 and Table 6.6. The
range of superficial velocities is about ten times lower than for the gyroid which results in the standard de-
viation being relatively larger. The pore Reynolds numbers vary between 43 and 121 in these tests. Again, a
quadratic trend line is obtained which is given by Equation 6.5. It has a a R2 of 0.9998.

∆P

L
= 706.76 ·105 · v +72566 ·105 · v2 (6.5)

Subsequently, the permeability coefficients were determined. The water temperature was 22.1 ◦C which gives
a viscosity of 952 µPa · s and a density of 997 kg/m3. Then permeability coefficients are: KD equals 1.35·10−11

m2 and KF equals 1.37·10−7 m.

Now that the permeability coefficients of the test samples have been determined, they can be compared to
each other and to the empirical relations that describe the pressure drop in a bed of packed spheres.
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v σv ∆P σ∆P

[m/s[ [m/s[ [bar/m[ [bar/m]

0.262 0.0104 119.2 7.5
0.284 0.0122 128.7 7.0
0.312 0.0113 141.4 7.4
0.454 0.0135 225.9 7.6
0.490 0.0144 246.5 8.0
0.540 0.0258 268.3 8.4
0.655 0.0212 401.7 16.8
0.669 0.0206 418.1 14.8
0.802 0.0217 576.7 18.9
0.827 0.0206 611.2 17.6
0.910 0.0208 726.6 17.5
0.986 0.0234 834.2 23.5
1.119 0.0231 1052.8 25.6
1.146 0.0227 1103.5 22.8

Table 6.4: The processed data from the experiments with the validation sample and the standard deviation σ, for the minimum area of
534.6 mm2.

v σv ∆P σ∆P

[m/s[ [m/s[ [bar/m[ [bar/m]

0.2242 0.0071 23.0 0.62
0.2366 0.0073 25.0 0.66
0.2534 0.0080 28.0 0.67
0.3279 0.0085 44.6 0.77
0.3465 0.0086 49.0 0.74
0.4018 0.0091 63.9 0.84
0.4072 0.0089 65.3 0.99
0.4255 0.0102 70.7 1.32
0.5002 0.0115 95.5 2.25
0.5084 0.0115 98.4 2.03
0.5092 0.0108 98.8 1.87
0.5505 0.0111 115.4 1.77
0.6016 0.0118 135.9 2.02

Table 6.5: The processed data from the experiments with the sheet gyroid sample and the standard deviation σ.

6.6.4. Uncertainty analysis
A differential pressure sensor is employed to measure the pressure in the plenum with respect to the ambient
pressure. An OMEGA PD23-C-10 differential pressure sensor is used that has a measurement range of 0.2 to
10 bar and an accuracy of 0.2% of the maximum value, which results in an error of 0.02 bar.

The mass flow is measured using a TRICOR TCM 5500 coriolis mass flow meter. It has a maximum mass flow
of 1528 g/s and is rated up to pressures of 345 bar. The mass flow meter also provides the density and the tem-
perature of the fluid flowing through it. It has an inaccuracy of ± 0.3% of the measured value for mass flow
when liquids are used. However, at mass flows smaller than 3.5% of the maximum mass flow, the inaccuracy
increases. This happens at a mass flow of around 54 g/s. The accuracy then increases to ± 0.8% for a mass
flow of 23 g/s. No accuracy is given for mass flows lower than these values. The accuracy on the density is 1.0
kg/m3 and the temperature has an accuracy of 1 degree.

Knowing the accuracy of the sensors, an uncertainty analysis can be done. The uncertainty of the pressure
drop over length can be calculated by [99]:
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Figure 6.13: The pressure drop over length versus the superficial velocity of the gyroid sample and the obtained trend line; error bars
indicate 1σ in both directions.
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Figure 6.14: The pressure drop over length versus the superficial velocity of the visco jet sample and the obtained trend line; error bars
indicate 1σ in both directions.
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The superficial velocity is determined by:

v = ṁ

Aρ
= ṁ

πr 2ρ
(6.7)

The uncertainty then follows:

δv

v
=

√(
δṁ
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)2

+
(

2δr

r

)2

+
(
δρ

ρ

)2

(6.8)

When the geometrical uncertainties are neglected, this will result in the uncertainty of the instruments. The
pressure in the experiments varies between 0.513 bar and 8.3 bar. Then the uncertainties for pressure become
3.90% at the lowest measured pressure to 0.24% at the highest measured pressure. For the uncertainty in
superficial velocity the minimum error (at higher mass flows) is 0.32% and the maximum at lower mass flows
is 0.81%.
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v σv ∆P σ∆P

[m/s[ [m/s[ [bar/m[ [bar/m]

0.0274 0.0054 75.0 1.81
0.0278 0.0057 76.9 1.74
0.0288 0.0059 78.9 1.72
0.0429 0.0057 164.4 1.77
0.0436 0.0054 168.3 1.83
0.0446 0.0058 174.4 1.83
0.0544 0.0062 253.4 1.81
0.055 0.0064 260.0 1.78
0.0563 0.0061 268.1 1.77
0.0673 0.0061 375.7 1.82
0.0682 0.0064 385.8 1.76
0.0689 0.0060 397.1 1.86
0.0758 0.0070 474.7 1.88
0.0768 0.0062 480.2 1.77
0.0769 0.0067 478.3 1.89

Table 6.6: The processed data from the experiments with the visco jet sample and the standard deviation σ.

6.7. Analysis of test results

The obtained data can be used to compare the permeability coefficients of the different geometries and to
see how this will affect a transpiration cooled rocket engine.

6.7.1. Comparison permeability coefficients
The permeability coefficients of the geometries were determined from the trend lines in the previous section.
Comparing the permeability coefficients corrects the results for any differences in viscosity and density. The
KD and KF values are given in Table 6.7 along with the theoretical values for a bed of packed spheres with the
same porosity and particle diameter. Furthermore, the ratio of values of the samples compared to the bed of
packed spheres is given. Remember that lower values of KD and KF will yield a higher pressure drop. Below,
the differences in permeability coefficients are presented and discussed. How this will affect the actual pres-
sure drop and performance of a transpiration cooled wall is discussed later.

It can be seen that KD of the gyroid is 1.27 times higher than that of a bed of packed spheres. The KF value is
2.47 times higher. This means that the gyroid will yield a lower pressure drop than the bed of packed spheres.
The visco jet has a lot lower values for the permeability coefficients than the bed of packed spheres: 0.049
times for KD and 0.011 times for KF . So, the visco jet will create the highest pressure drop of all three geome-
tries.

Geometry ε Dp KD Ratio KF Ratio Re range Comment
[-] [mm] [m2] [-] [m] [-]

Bed of packed spheres 0.223 1.5 2.76·10−10 1 1.22·10−5 1 Empirical
Sheet gyroid 0.223 1.5 3.50·10−10 1.27 3.02·10−5 2.47 359 to 964 Experimental
Visco jet 0.223 1.5 1.35·10−11 0.049 1.37·10−7 0.011 43 to 121 Experimental

Table 6.7: The determined permeability coefficients for the tested shapes compared to the empirical ones for a bed of packed spheres,
all for the same volumetric porosity and a minimum pore size of 1.5 mm.

An attempt is made to link the outcomes of the experiments to the known theory about the pressure drop
in porous media. The first term in the Darcy-Forchheimer equation depends on viscosity, velocity and KD .
This term represents the friction losses in the medium and is the dominant term at lower velocities (i.e. lower
Reynolds numbers). The second term depends on the density, velocity squared and KF . This term represents
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the form drag due to solid obstacles in the flow [69] and this one will be more dominant at larger velocities.

Looking at the results from the experiments, the KD for the gyroid and the bed of packed spheres are almost
similar with a factor of 1.27, but the KF difference is larger with a value of 2.47. When looking at the geometry
of the gyroid, it can be seen that the channels are quite streamlined while the bed of packed spheres has many
’spheres’ blocking the flow path. So, it makes sense that the form drag in the gyroid is lower than the bed of
packed spheres. Exactly the result seen in the tests as well.

For the visco jet both permeability coefficients are a lot lower. This lower KD can be explained by the fact that
the visco jet is essentially a very long channel and thus the friction losses will be larger. Furthermore, every
time the fluid flows into the next chamber it discharges through a small orifice and this will increase the form
drag.

6.7.2. Effect on pressure drop

Now that the permeability coefficients are known, the effect on the actual pressure drop can be investigated.
The pressure drop depends on the permeability coefficient, but also on the flow velocity and the fluid prop-
erties. Therefore, at different fluid states and velocities, different pressure drops will occur. To narrow this
analysis down to the application in rocket engines, it is therefore important to use the relevant parameters.
As cooling fluid liquid ethanol is used as in most of the wall the fluid is liquid and only in the part close to the
wall it turns gaseous. The properties are evaluated at a pressure of 65 bar and a temperature of 298 K and they
can be seen in Table 6.8. From chapter 3, it is known that to get a wall temperature close to the maximum
temperature a mass flux of around 3.5 kg/(m2s) is required. Using the density from the table, this results in a
superficial flow velocity of 0.0044 m/s.

P [bar] T [K] ρ kg/m3] µ [Pas]

65 298 790.9 1.129·10−3

Table 6.8: The used properties for liquid ethanol, obtained using CoolProp [4].

Using this data, the pressure drop over length can be plotted for the three different geometries. As we are
interested in the relative pressure drop between the three geometries, the pressure drop over length is nor-
malised with respect to the bed of packed spheres. Furthermore, as the differences are large, they are plotted
on a logarithmic scale, see Figure 6.15.

In the figure it can be seen that the sheet gyroid and the bed of packed spheres are relatively close. The sheet
gyroid at the velocity of 0.0044 m/s has a pressure drop that is 0.76 times higher. The pressure drop of the
visco jet has a pressure drop that is 24.9 times higher at this velocity.

When applying these results to a cylindrical transpiration cooled wall, the analysis changes slightly. In this
case no constant velocity occurs. Due to the increasing flow area at larger diameters, the superficial velocity
reduces at these locations and this on its turn reduces the pressure drop largely. For the visco jet this would
not be the case as the channels are not interconnected and they will not change in flow area, they will just
be more spaced apart. This means if the switch from a bed of packed spheres to a visco jet is made, both
with a pore size of 0.4 mm and a porosity of 0.2, the wall thickness can go from »50 m to around 0.035 m.
With this thickness a maximum wall temperature is reached that equals the maximum allowed temperature
for Inconel. It should be noted that the visco jet does not distribute the coolant uniformly. So, in practice
some extra geometry should be added that ensures uniform distribution of the injected coolant. For the
gyroid shape, an even thicker wall is required compared to the bed of packed spheres as the pressure drop
was lower.
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Figure 6.15: The normalized pressure drop for the additively manufactured geometries, normalized to a bed of packed spheres, for
liquid ethanol

6.8. Conclusions and recommendations

The experiments performed on two additively manufactures porous walls had two goals. The first goal was to
see how additively manufactured geometries compare in pressure drop to a bed of packed spheres. The rea-
son for this is that a bed of packed spheres is used to model the pressure drop in this work and this allows for
a comparison. The sheet gyroid shape was selected as a representative shape for an additively manufactured
porous material as it had the best mechanical strength of various options. For a constant coolant velocity, the
pressure drop for the gyroid was only 0.76 that of the bed of packed spheres. So, while it is lower, it is still in
the same order of magnitude. This demonstrates that it is reasonable to use Ergun’s relation that prescribe
the pressure drop in a bed of packed spheres for other geometries. However, for more precise relations, the
experiments performed here need to be repeated for a range of porosities and pore sizes for the exact shape
used. Then, one gets an equation that determines the permeability coefficients depending on porosity and
pore size, similar to Ergun’s relations.

The second goal was to find a geometry that caused higher pressure drops. A single geometry with the highest
potential was selected: the visco jet shape. This geometry caused a pressure drop that was 24.9 times higher
for a constant coolant velocity when compared to the bed of packed spheres. As the coolant velocity in a
porous wall is not constant, it is estimated that the wall thickness for a pore size of 0.4 mm could reduce from
» 50 m to around 0.035 m. This is a huge reduction and might make it possible to use the current selective
laser melting (SLM) printing methods to make a transpiration cooled wall. However, the visco jet shape does
not ensure a uniform coolant injection, so additional solutions need to be found. Furthermore, powder re-
moval for this shape at a pore size of 0.4 mm will become very difficult.

So, changing the geometry of the porous wall is a potential solution to create a higher pressure drop. Some
other potential solutions were also indicated and presented below. It was already clear that the current small-
est pore size producible with the conventional SLM printers is around 0.3 mm to 0.5 mm. This is an order
of magnitude too large. Furthermore, SLM printers leave powder in the pores and this needs to be removed.
Depending on the geometry this is a tedious process or even completely impossible. A solution needs to be
found for these two problems when one wants to make use of additive manufacturing to create a transpira-
tion cooled rocket engine.

An option to create smaller pores is still using SLM printing but modifying the creation of the pores. Some-
times, when a SLM printer malfunctions, the resulted print is porous, see Figure 6.16. Normally, this is not
preferred as it compromises the integrity of the material. However, for transpiration cooling this might be an
option to create porous walls with smaller pore sizes. More research is required to find the required settings
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to exactly specify the required porosity and to achieve repeatable results.

While the above option might be a way to reduce the pore size, the problem with powder removal is not solved.
A potential solution for this would be to use a different metal 3D printing technique. An option is directed
energy deposition (DED) printing. In this case metal powder or a wire is only applied at the location where
material is needed and then melted by a laser [100]. This is similar to the many commercially available FDM
printers that can print plastic, but now with metal. DED is less developed than SLM printers and currently
the width of layers is on the order of millimeters. So, this is too large to be used at this moment. However, if
DED is developed further it might be good candidate.

Figure 6.16: A CT scan of a by SLM additively manufactured (too) porous wall.





7
Conclusions and recommendations

The primary research goal of this thesis was to compare regenerative, regenerative + film cooling and tran-
spiration cooling in liquid rocket engines and to see which cooling methods yields a higher total engine per-
formance for a 68 kN reference engine. The focus was on the wall temperature, the differences in specific
impulse and dry mass. The latter two can be combined in the total delta-v achieved. Inconel and copper
were used as wall materials to see the effect of using different materials. A secondary goal was to see if addi-
tive manufacturing could be used to produce the porous walls required for transpiration cooling.

A more elaborate discussion on the methodology will be given in section 7.3, but in short: three numerical
models were developed that can model the three different cooling methods and these were applied to the
reference engine. A new film cooling model was developed to model transcritical coolant behaviour by com-
bining three existing film cooling models. Two different calibrations of the film cooling model were presented:
a conservative and unconservative one. All cooling models were verified and validated using data from lit-
erature. The transpiration cooling model was used for a parametric analysis to answer some of the research
questions. All three models were applied to the reference engine to allow for the comparison in performance.
Additionally, experiments were performed on additively manufactured porous walls to see how the pressure
drop compares to conventional porous materials and to find a geometry that causes a larger pressure drop.

In this chapter, first the individual research questions are answered in section 7.1. Then, the answers are sum-
marized to answer if the main goals have been achieved in section 7.2. In this section, also recommendations
for the obtained results are given. Lastly, in section 7.3, the main conclusions and recommendations on the
methodology are given.

7.1. Answering research questions

The research questions are answered below. The main conclusions on the goals set will be summarized in the
section after.

1. Determine how regenerative, regenerative + film cooling and transpiration cooling compare with
respect to total engine performance for a 68 kN bipropellant liquid rocket engine.

(a) What are the differences in maximum wall temperature between the three cooling techniques
in steady state?

For both an Inconel and copper, the solely regeneratively cooled engines reach wall temperatures
above the material temperature limits. For Inconel and copper, temperatures of 1600 K and 846 K
are reached respectively. Both film cooling and transpiration cooling achieve lower temperatures,
depending on how much coolant is injected. Transpiration cooling requires less coolant than film
cooling to achieve the same temperature.

The transpiration cooled Inconel engine needs a coolant mass flow of 2.5% of the total engine
mass flow to achieve the maximum allowable temperature of 923 K. Film cooling requires 5.4% to
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12.9%, depending on which calibration of the film cooling model is used. The copper transpira-
tion cooled engine needs 3.0% coolant flow to achieve the maximum temperature of 723 K and
film cooling requires 5.0% to 6.1% depending on the calibration.

(b) What are the differences in thermal gradients in the wall between the three cooling techniques
in steady state?

The thermal gradients in the wall are highest for the regeneratively cooled engines. For Inconel,
the gradients of the transpiration cooled wall are equal to the film cooled one when plotted against
the coolant mass flow. However, film cooling requires more coolant to achieve the desired oper-
ating wall temperature. So, at this condition the thermal gradients in the film cooled engine will
be two times lower than for transpiration cooled engine. For the copper chamber, the thermal
gradients in the transpiration cooled wall are lower at the same coolant mass flow compared to
the film cooled engine. As a result, the gradients are equal between the two cooling methods at
the maximum wall temperature, as again the film cooled engine requires more coolant.

(c) What is the distribution of coolant in a transpiration cooled engine that will minimize the
coolant mass flow?

A simplified model was used to determine the coolant distribution along the axial length in the In-
conel transpiration cooled engine. While the absolute values for the coolant mass flow can deviate
30% with this model, it was found that the optimum coolant mass flux follows the same curve as
the heat flux in the engine. This means that it peaks around the throat and then drops steeply in
the nozzle.

(d) What are the differences in specific impulse between the cooling techniques?

The specific impulse of the regeneratively cooled engine is the highest with a vacuum specific
impulse of 335.1 s. Of course, this engine is not practical as the maximum wall temperatures are
exceeded. When coolant is injected into the chamber to cool it, either by transpiration or film
cooling, the specific impulse will be lower. A higher coolant mass injection will result in a larger
drop in specific impulse. However, no exact answer can be given on the change in specific im-
pulse. This depends on the mixture ratio of the zone close to the wall and this is value unknown.
However, for the worst case mixture ratio evaluated, the transpiration cooled engine has a specific
impulse of only 1.1% and 1.3% lower than the regeneratively cooled engine for Inconel and cop-
per respectively. For the Inconel film cooled engine, the differences are 3.3% to 12.7% depending
on the calibration used. For copper, they are 3.0% to 4.0% lower. So, while no exact number can
be given, it is clear that a transpiration cooled engine performs better regarding specific impulse
because less coolant is injected.

(e) What are the differences in engine dry mass of the different cooling techniques?

The regeneratively and the regeneratively + film cooled engine have the same dry mass and are the
lightest options. The mass of the transpiration cooled engine is larger as a thicker wall is required
to achieve the specified pressure drop over the wall. The results depend on the specified pressure
drop and the two other factors that determine the magnitude in pressure drop: the porosity and
pore size. The most optimal case for the transpiration cooled engine in this report has a pressure
drop of 1 bar, porosity of 0.2 and pore size of 0.05 mm. In this case the transpiration cooled engine
dry mass is 9.4% higher for the Inconel engine and 31.8% higher for the copper engine. When
the pore size increases to 0.1 mm, these differences increase to 59.5% and 128% respectively. This
shows the importance of creating thin walls by using small pore sizes.

(f) What are the differences in delta-v achieved by the reference engine for the three cooling tech-
niques?

The increased specific impulse of the transpiration cooled engines compensates for the increase
in dry mass. Again, exact numbers for the achieved delta-v differences are difficult to compare as
the specific impulse depends on the unknown mixture ratio in the wall zone. So, only an analysis
can be done that looks at which OF ratio the extra specific impulse outweighs the mass increase.
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The most optimal case occurs for an Inconel wall with a pore size of 0.05 mm. This wall has the
largest range of OF ratios where it will perform better than the film cooled option. For the Inconel
wall with a pore size of 0.1 mm, the results depend on the film cooling version used. Using the
conservative film cooling model shows that film cooling will always be better. Using the less con-
servative model, the transpiration cooled engine will perform better for a large range of OF ratios.
For the copper chamber with a pore size of 0.05 mm, a small range of OF ratios performs better
than the film cooled engines. For the copper chamber with a pore size of 0.1 mm, the film cooled
engine always has a higher delta-v than the transpiration cooled option.

(g) How do the above results change when copper is used as wall material instead of Inconel?

While the differences for the Inconel and copper chamber were also treated in the above research
questions, a general summary can be given here. It is concluded that transpiration cooling has
greater benefits compared to film cooling for Inconel chambers. The reduction in coolant required
when switching from film cooling to transpiration cooling is the largest for Inconel. The copper
engines require less film coolant in general, so it is less effective to use transpiration cooling. Fur-
thermore, copper transpiration cooled engines require thicker walls to achieve the maximum wall
temperature and this adds to the dry mass.

2. Determine if additive manufacturing of a rocket combustion chamber wall can be used to produce a
transpiration cooled 68 kN bipropellant liquid rocket engine that can compete with its regenerative
+ film cooled variant.

(a) Can the required wall properties for a transpiration cooled wall be produced using additive
manufacturing?

The focus on this question is not on the production of additively manufactured walls, but com-
paring the required properties to what is currently possible to 3D print. It was found that the
minimum pore size currently producible (between 0.3 mm and 0.5 mm), results in too thick walls.
These go up to more than 50 meters for the reference engine. For the Inconel engine, decent re-
sults were achieved using a pore size of 0.05 mm. So, the minimum pore size has to go down by an
order of magnitude to make transpiration cooling possible when using conventional porous wall
shapes.

Some pressure drop experiments were performed with additively manufactured porous walls. The
pressure drop of a 3D printed geometry was compared to the geometry used in the calculations.
This geometry is the ’bed of packed spheres’ and was used in the model as the pressure drop is
given by well established empirical relations. It was found that the pressure drop of the additively
manufactured shape was in the same order of magnitude, being 0.76 of the pressure drop of a bed
of packed spheres. Secondly, another porous shape was printed that produces a 24.9 times higher
pressure drop than the bed of packed spheres. While this shape cannot be immediately used as a
transpiration cooled wall due to a non-uniform coolant injection, this is a promising result.

(b) How does varying the porosity within the wall in radial direction affect cooling performance?

Varying the porosity in the wall has minimal effects on the temperature and temperature gradient.
It is best to keep the porosity as low as possible as this will lower the gradients and cause a higher
pressure drop that yields thinner walls. This will result in a lighter engine.

(c) How does the pore size and its variation within the wall affect cooling performance?

Varying the pore size in the wall has minimal effects on the temperature and the temperature
gradients. Similar to the porosity, it is best to keep them as low as possible such that a higher
pressure drop in the wall occurs and a thinner wall can be used. This will save on the dry mass of
the engine.
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7.2. Conclusions and recommendations of results

The main goal of this thesis was to see how a transpiration cooled liquid rocket engine compares with its
regenerative and film cooled variants. From this a more interesting question follows: does a transpiration
cooled engine perform better than its regenerative and film cooled variants? The answer to this question
is: it depends. From the developed models applied to the 68 kN reference engine, it is clear that the engine
needs additional cooling on top of regenerative cooling. When only regenerative cooling is used, the wall
temperature limits are exceeded. Transpiration and film cooling can both lower the wall temperature below
the material limit. Transpiration cooling results in lower temperatures than film cooling for the same coolant
mass flows and this is favorable for the achieved specific impulse. However, the conditions to achieve these
low mass flows require thick walls that add a lot of extra dry mass to the transpiration cooled engine. For the
engine with an Inconel wall with the smallest pore size analysed of 0.05 mm, transpiration cooling achieves
a higher delta-v than for the film cooled engine. However, for larger pore sizes and for the copper chamber,
film cooling starts to perform better.

The above shows that it depends mainly on two factors if a transpiration cooled engine performs better than a
film cooled engine. These factors are the wall thickness and the used film cooling model, and both have a high
uncertainty bound to them. Focusing first on the latter: two different calibration of the film cooling model
were presented. The version that was calibrated with the film cooling model of the software Rocket Propul-
sion Analysis (RPA) predicts higher heat fluxes and thus more coolant is required. This naturally makes the
transpiration cooled engines perform better. However, the ’uncalibrated’ model, which was validated with
the limited available test data in literature, requires less coolant and thus these film cooled engines perform
better with respect to delta-v achieved. So, to get a more precise answer on which cooling method actually
performs better, a more accurate (transcritical) film cooling model is required or more validation data needs
to be found to achieve higher confidence in either one of the models. A potential solution to this could be
CFD modelling, but the most ideal action would be to perform experiments with the film cooled reference
engine to obtain the actual heat flux in the engine.

The other aspect that introduces a large uncertainty in the analysis is the required the wall of the transpira-
tion cooled engine. This depends on the porosity, pore size and the specified pressure drop over the wall. A
pressure drop of 1 bar was used, while literature recommended one of 5 bar. The choice of these parameters
and the used porosity affects the wall thickness greatly, so ideally the minimum allowed value for each is cho-
sen. However, these minimum values are not known and it is recommended to find these via extra analysis
and/or testing. The porosity should be high enough to achieve uniform injection of the transpiration coolant
into the chamber. The pore size should be large enough to be producible and an analysis of other practical
effects, such as clogging, should be done. The pressure drop should be high enough to be able to handle
chamber pressure oscillations and provide enough resistance to achieve uniform distribution of the coolant
in the manifold.

The secondary goal was to see if additive manufacturing can be used to produce a transpiration cooled wall.
It was clear that the pore sizes currently producible with additive manufacturing are too large and cause a
too low pressure drop resulting in too thick walls. So, it is currently not possible to produce a competitive
transpiration cooled engine with additive manufacturing. To use additive manufacturing, either smaller pore
sizes should be printable or shapes with a higher pressure drop should be used. Pressure drop experiments
performed, showed that a different shape can cause pressure drops 24.9 times higher than the bed of packed
spheres shape used in the calculations. This is a promising result, but more research is required as this shape
does not provide a uniform coolant injection. Potentially, other shapes exist that provide a large pressure
drop and uniform injection or a hybrid shape can be made. This will then consist of a section causing a
higher pressure drop and a part achieving uniform distribution.

General recommendations for the use of transpiration cooling can be given. While this thesis showed that the
use in rocket engines might be difficult, potentially it can be used in applications where an increased mass
flow due to a lower wall thickness is a desirable effect. Two examples of these applications are injector faces
or pre-burners of the turbo pumps where extra propellant is injected as an enthalpy reducing agent. In the
latter case, no regenerative cooling is required and thus a lower pressure drop occurs in the system that can
increase the total efficiency.
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7.3. Conclusions and recommendations of methodology

An overview of the most important conclusions and recommendations of the methodology used are given in
this section.

Regenerative cooling model A simple 1D regenerative cooling model was developed that uses the Bartz
equation and NASA’s Chemical Equilibrium with Applications (CEA) to determine the convective heat trans-
fer. While it is likely that more extensive modelling such as 3D CFD will result in more accurate result, it is not
needed for the goal of this thesis. Errors introduced are used in all three cooling techniques and thus cancel
out. An easy step to improve the accuracy of the model would be to replace the radiative heat transfer model.
Currently, radiation is determined using empirical relations that only depend on gas pressure and gas tem-
perature. A more extensive model could be added that also lets the radiation depend on the wall temperature
and wall emissivity. Additionally, the complete regenerative cooling model can be improved by comparing it
to actual experimental data instead of more extensive CFD results. Ideally, one compares it to test data of the
reference engine as this also allows for calibration of the heat flux.

Transpiration cooling model It is possible to model a transpiration cooled wall using the local thermal
equilibrium (LTE) assumption and the local thermal non-equilibrium assumption (LTNE). The latter is more
complete, but requires more computational time. For the wall properties in this report, the heat transfer
within the wall is high and often the LTNE gives the same results as the LTE case. However, depending on
the boundary conditions, these solutions start to deviate. It was determined that for the correct boundary
conditions in a transpiration cooled rocket chamber wall, the LTNE case should be used.

The pressure drop in the wall was determined using empirical relations. Relations for a bed of packed spheres
were used. While the pressure drop experiments showed that an additively manufactured geometry has a
pressure drop in the same order of magnitude, the model can benefit largely from a better estimate of the
pressure drop. The pressure drop directly influences the required wall thickness and this has a direct impact
on the dry mass of the wall. This drives the delta-v comparison between a transpiration and a film cooled
engine. These relations can either be found by using similar experiments as performed in this work, but then
for a larger set of parameters such as different pore sizes and porosities. Alternatively, these relations can be
found using CFD analysis.

The heat transfer within the wall was also determined using empirical relations. Two different volumetric
heat transfer models were analysed. The results show that at the small pore sizes used for the main conclu-
sion of this report (< 0.1 mm), both models predict the same maximum temperature with a difference of only
1.8%. This is caused by the fact that at these small pore sizes, the heat transfer is very high and the solution
converges to the LTE case. Then, the solid and coolant are locally the same temperature and no volumetric
heat transfer coefficient is required. However, if one wants to do more research on the pore sizes producible
with additive manufactured walls (0.3 mm to 0.5 mm), differences up to 17% in temperature occur between
the two models. So, for these walls, the choice of volumetric heat transfer model will affect the results and
thus it is recommended to use an appropriate model for the porous shape used. For new shapes, these mod-
els can either be determined using CFD analyses or experiments.

An empirical relation (Meinert’s equation) was used to determine the reduction in convective heat transfer
from the hot gas to the wall caused by the blowing effects of the transpiration cooled engine. The coolant used
in this work had a molecular mass that was higher than the ones used in the experiments used to determine
the relation. It was found in the experiments that molecular mass has a decent influence on the reduction
in heat transfer. This reduction on its turn has a large effect on the final wall temperature, and therefore it is
recommended to repeat these experiments with the actual (liquid) coolant used.

While validation was performed on separate components of the transpiration cooling model, data in open
literature on the temperature distribution in an actual transpiration cooled rocket engine was not found.
Therefore, it is recommended to find this data, potentially by contacting institutions that have worked on
transpiration cooled engines, or perform own tests with a transpiration cooled engine. It must be noted that
measuring the temperature in a transpiration cooled engine will not be an easy task: using common caloric
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chambers to measure the heat flux will not be possible as the coolant is injected into the chamber and inserted
thermocouples will affect the flow in porous wall and might not be precise enough due to the high gradients
in wall temperature.

Film cooling model A new transcritical film cooling model was developed by combining three existing film
cooling models. The results matched with experimental analysis of a kerosene film cooled engine (differences
in heat flux below 12%). However, there are indications that this model gives very long liquid film lengths and
thus gives lower wall temperatures than other film cooling models. Therefore, two different calibrations for
the film cooling model were presented. One is the ’uncalibrated’ version and matches the test results. The
other one is the ’RPA calibrated’ version and this one is calibrated to the film cooling model used in the
commercial software Rocket Propulsion Analysis (RPA). The latter model gives higher wall temperatures for
the same coolant mass flow. As already mentioned in section 7.1, this uncertainty in the film cooling models
directly affects the comparison between transpiration and film cooling. Therefore, it is recommended to find
better models or additional validation data to see which one is more accurate.

General This work used simple numerical models to be able to quickly vary the parameters used. However,
two different models for transpiration and film cooling were used. In reality, film cooling should converge to
transpiration cooling when more and more injection points are added. A possible way to solve these prob-
lems is to do a CFD analysis for a limited amount of coolant flows and compare transpiration and film cooling
this way. A downside of this approach is that evaluating a large variation of parameters will be more time con-
suming, but this might not be needed anymore with the results from this thesis.

Lastly, the actual factor that determines if a wall can handle the heat loads are not the wall temperature and
the temperature gradients as used in this work, but the actual stress in the wall. To simplify the analysis in this
thesis, the material temperature that still gives a high yield strength was used as maximum wall temperature.
Secondly, the thermal gradients were analysed which are a measure for the thermal stress. However, to give a
real measure of the stresses, a more detailed structural analysis is required. Finite elements analysis could be
used to do this.
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A
Additional regenerative cooling model

verification

The regenerative cooling model is validated in chapter 2. As an additional verification step, a comparison to
the commercial software Rocket Propulsion Analysis (RPA) was made. RPA is an analysis tool used for con-
ceptual and preliminary designs of rocket engines. The comparison discussed in this chapter focuses on the
hot side heat transfer calculation. The same calculations are used in the transpiration and film cooling model
discussed in respectively chapter 3 and chapter 4.

As a verification case, a rocket engine is modelled with the regenerative cooling model of this thesis and with
RPA. Due to limitations, a constant hot side wall temperature of 700 K is taken. This still allows for a compar-
ison between the heat fluxes of both models.

A comparison between the convective heat transfer coefficient - determined in both models by the Bartz
equation (Equation 2.4) - can be seen in Figure A.1. The difference between the two can be seen in Figure A.2.
The two heat transfer coefficients differ with a maximum of 11.4%. An analysis was performed to explain this
difference. As the equations used are exactly the same and all inputs as well, the difference is attributed to a
different use of the Mach number. In RPA the Mach number is calculated using isentropic flow relations [101],
while in the current model, the values obtained from NASA’s CEA [13] at different area ratios are interpolated.
It is the opinion of the author that the latter is more logical.
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Figure A.1: The heat transfer coefficient of the model compared to
one obtained from RPA for the verification case.
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Figure A.2: The difference between the convective heat transfer
coefficient of the model and RPA.

The convective and radiation heat flux of both the model and RPA can be seen in Figure A.3 and the differ-
ences in Figure A.4. A difference of 11% in the convective heat transfer coefficient is present. The difference
between the radiative heat transfer is larger with a maximum of 170%, but this quickly drops to 35% in the
cylindrical part of the engine. As the radiative heat transfer in the current model is based on a simple empiri-
cal relation, it is to be expected that it differs from the more sophisticated RPA model.
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Figure A.3: The difference between the convective heat transfer
coefficient of the model and RPA.
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Figure A.4: The difference between the convective heat transfer
coefficient of the model and RPA.

The RPA model and the model described in this thesis show the same trends in heat transfer. However, an
error of 11.4% in magnitude for the convective heat transfer occurs. The radiative heat transfer also follows
the same trend as the one from RPA. The error of 35% is large. However, radiation heat transfer is difficult to
model and therefore this error is accepted.

Another aspect regarding the convective heat transfer is that both RPA and the model developed give a con-
stant convective heat flux in the cylindrical part of the engine. However, it is known from literature that the
heat flux predicted by the Bartz equation varies from actual one, especially in the cylindircal section [7, 48].



B
CoolProp validation for ethanol and

methane properties

The code developed in this thesis uses the freely available tool called ’CoolProp’ [4] to determine the transport
and thermodynamic properties of the coolants. To validate the accuracy of the obtained properties, the Cool-
Prop values are compared to the Chemistry WebBook of the National Institute of Standards and Technology
(NIST) [6] and REFPROP in this appendix. The main coolant used in this thesis is ethanol, and its properties
are compared in section B.1. A methane and LOX engine is used to validate the regenerative cooling model in
chapter 2 and thus the methane properties are also compared in section B.2.

B.1. Ethanol

The fluid properties of ethanol are not available in the NIST Chemistry WebBook, but are available in REF-
PROP version 8.0 which is a software tool also developed by NIST. A comparison between the density, isobaric
specific heat, viscosity and thermal conductivity of ethanol obtained using CoolProp and REFPROP can be
seen in Figure B.1 to Figure B.4.

The REFPROP database gives a validity range for the temperature between 120 K and 800 K and for pressures
up to 2800 bar. Furthermore, the uncertainties are given. The uncertainties are 0.2% for density and 3% in
heat capacity. For the viscosity the uncertainty is estimated to be 3% and this increases to 10% at pressures
of 1000 bar. For the thermal conductivity, the estimated uncertainty in the liquid phase is approximately 5%
and 10% in the vapor phase.

In the figures, it can be seen that the density has perfect agreement and that the isobaric specific heat has
perfect agreement except at the peaks close to the critical temperature. For 80 bar, the difference is 20% and
for 120 bar it is 7%. The viscosity also has perfect agreement. Lastly, the thermal conductivity differs slightly
from the REFPROP values where the maximum difference stays below 5%. The results are summarized in
Table B.1.

Property REFPROP uncertainties Differences with CoolProp Comment

ρ 0.20% 0%
cp 3% 0%-20% Large differences only at peak of cp

µ 3% 0%
k 5% 5%

Table B.1: Summary of the uncertainties for ethanol in REFPROP and the differences with CoolProp.
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Figure B.1: Comparison if the density of ethanol of CoolProp (markers) to the one of REFPROP (lines) at different pressures and
temperatures.

B.2. Methane

A comparison of the properties for methane between CoolProp and the NIST Chemistry WebBook can be
seen in Figure B.5 to Figure B.8. The properties for methane are valid for a temperature range between 90.7
K and 625 K. The uncertainties in density are 0.03% for pressures below 120 bar and temperatures below 350
K and up to 0.07% for pressures less than 500 bar. The heat capacities have an uncertainty of 1%. The uncer-
tainty in thermal conductivity of the dilute gas between 130 and 625 K is 2.5%. Excluding the dilute gas, the
uncertainty is 2% between 110 K and 725 K at pressures up to 700 bar. Near the critical point, the uncertainty
is 5% or greater. Lastly, the uncertainty in viscosity is 2%, except in the critical region where it is 5% [6].

In the four figures, it can be seen that the values obtained from NIST match the ones from CoolProp perfectly
for all properties. Taking into account the described accuracies of the NIST data and the match between the
NIST data and the CoolProp, it can be concluded that CoolProp is validated for the use of methane.

Property NIST uncertainties Differences with CoolProp

ρ 0.03%-0.07% 0%
cp 1% 0%
µ 2%-5% 0%
k 2%-2.5% 0%

Table B.2: Summary of the uncertainties for methane in NIST [6] and the differences with CoolProp.
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Figure B.2: Comparison of the isobaric specific heat of ethanol of CoolProp (markers) to the one of REFPROP (lines) at different
pressures and temperatures.
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Figure B.3: Comparison of the viscosity of ethanol of CoolProp (markers) to the one of REFPROP (lines) at different pressures and
temperatures.
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Figure B.4: Comparison of the thermal conductivity of ethanol of CoolProp (markers) to the one of REFPROP (lines) at different
pressures and temperatures.
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Figure B.5: Comparison of the density of methane of CoolProp (markers) to the one of NIST [6] (lines) at different pressures and
temperatures.
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Figure B.6: Comparison of the isobaric specific heat of methane of CoolProp (markers) to the one of NIST [6] (lines) at different
pressures and temperatures.
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Figure B.7: Comparison of the viscosity of methane of CoolProp (markers) to the one of NIST [6] (lines) at different pressures and
temperatures.
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Figure B.8: Comparison of the thermal conductivity of methane of CoolProp (markers) to the one of NIST [6] (lines) at different
pressures and temperatures.



C
Implementation of the transpiration

cooling model

Some parts of the implementation of the transpiration cooling model treated in chapter 3 are too extensive
for the main body. Therefore, they are discussed in this appendix.

From the required governing equations, the implementation of the continuity and momentum equation
(given by the Darcy-Forchheimer equation) are straightforward. The coolant properties vary in the wall due
to the change in pressure and temperature. This is taken into account by solving the equation for every single
location. The implementation of the energy equations is more extensive and is discussed in section C.1. Then
in section C.2, the used grid is described.

C.1. Code implementation energy equations

Two different options exist for the energy equations. One can assume that the heat transfer within the porous
wall is infinitely fast and that the solid and coolant are locally the same temperature. This is called the local
thermal equilibrium (LTE) assumption. If one assumes that the heat transfer is not infinitely fast and that the
solid and coolant can locally be different temperatures, the local thermal non-equilibrium (LTNE) assump-
tion is used.

The energy equations for both the local thermal equilibrium and the local thermal non-equilibrium require
further derivation to be implemented. Then they need to be rewritten as a system of first-order equations
to be used in the code. The energy equations are second order differential equations and a standard Matlab
function is used to solve these equations. For one iteration, the properties (density, velocity, etc.) are seen
as constant and then the ’bvp4c’ function can be used. Using a standard Matlab function was preferred due
to its robustness, but the speed of solving is reduced as the function requires many interpolations to find the
coolant properties. The further derivation and the system of first-order equations for the LTE and LTNE case
are discussed in the next sections.

C.1.1. Energy equation local thermal equilibrium
The energy equation for LTE for steady state in cylindrical coordinates was introduced by Equation 3.9 and
is restated in Equation C.1. To use the equation in the bvp4c Matlab function, it is required to write it as a
system of first-order equations. To obtain these, it first needs to be rearranged and this is done below. Note
that the thermal conductivity of the medium km is a function of radius and is thus not constant.
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This can be written in a system of first-order equations:

T ′
1 = T2 = dT

dr
(C.5)

T ′
2 =

ρc cpc vT2 − km
r T2 − d

dr (km)T2

km
(C.6)

Equation C.5 and Equation C.6 can be implemented in Matlab using the bv4pc function and after the bound-
ary conditions and an initial guess are specified, Matlab solves the differential equation.

C.1.2. Energy equation local thermal non-equilibrium
For the LTNE case, two energy equations are needed. First, the solid energy equation is worked out more. The
thermal conductivity of the wall is assumed to be constant. However, the porosity can vary within the wall.
To simplify the further derivation, an effective thermal conductivity is used defined by Equation C.7.

kseff (r ) = (1−ε(r )) ·ks (C.7)

The steady state solution in cylindrical coordinates was already given by Equation 3.12 and with the effective
thermal conductivity this becomes Equation C.8. The further derivation is as follows:
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The steady state liquid energy equation in cylindrical coordinates for LTNE is given by Equation 3.13 and
restated in Equation C.11. Again to simplify it, an effective thermal conductivity is used, see Equation C.10.

kceff (r ) = ε(r ) ·kc (r ) (C.10)
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The further derivation is discussed below. As the effective thermal conductivity changes radially as either the
thermal conductivity, the porosity or both change, the product rule is required:
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It is possible to place two differential equations in one system of differential equations in the Matlab bvp4c
function. This increases the solution speed compared to handling the solid and coolant energy equation
separately. To combine the energy equations in one system, the solid temperature is seen as T1 and the
coolant temperature as T3. The system of first-order equations is given by the four equations below and
consists of the rearranged solid and liquid energy equations derived above.

T ′
1 = T2 = dTs

dr
(C.13)
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This concludes the implementation of the energy equations in the Matlab code used in the model.

C.2. Grid

The grid used in the wall is a Chebyshev grid which has more nodes closer towards the end of the wall (the
combustion chamber side) compared to a regular spaced grid. Close to the combustion chamber, the gradi-
ents of the properties are higher, so a closer grid spacing is beneficial. The Chebyshev nodes can be found
using Equation C.17 and then the values from 0 to 1 are used and multiplied with the actual wall thickness.
An example of how the grid look like can be seen in Figure C.1 and it is clear that on the hot side of the wall
the nodes are spaced closer together.

xn = cos

(
2k −1

2n
π

)
,k = 1, ...,n (C.17)
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Figure C.1: An example of the Chebyshev nodes used as grid.
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Introduction
Transpiration cooling is an effective cooling method to shield surfaces from high heat fluxes such as rocket
engine combustion chambers. Recently, there has been revived interest in transpiration cooling with a focus
on using additive manufacturing techniques to produce the porous walls [1] [2]. This allows for easier pro-
duction and optimizing of the transpiration cooled wall compared to the commonly used sintered metals.
Furthermore, the material strength is higher than the sintered metals [1]. In the application of rocket en-
gines, transpiration cooling is mainly competing with the combination of regenerative and film cooling. The
potential benefits of transpiration cooling over film cooling are that a lower coolant mass flow is required to
achieve the same wall temperatures and thus reducing the losses in specific impulse. Secondly, the pressure
losses associated with the regenerative cooling channels can be reduced.

Discussion
Film cooling reduces the heat flow to the wall due to the presence of a film that ’shields’ the wall from the
heat. Transpiration cooling also uses this principle and adds extra cooling by the coolant flowing through
the porous wall. So, transpiration cooling and film cooling are similar in nature and if subsequently more
film cooling holes are added, the cooling converges to transpiration cooling. While comparisons between
regenerative and transpiration cooling have been made, a detailed comparison between film and transpira-
tion cooling is currently lacking in literature. Therefore, a numerical model is developed that allows for this
comparison and for rapid optimization of the parameters used.

The model is applied to a film cooled reference engine and allows for gaseous and supercritical coolants. One
dimensional heat transfer radial to the wall is considered. The transpiration cooling model can handle the
local thermal non-equilibrium (LTNE) and local thermal equilibrium (TLE) condition, but the LTNE is found
to be sufficient for the analysis. Furthermore, Darcy-Forchheimer’s law is used to model the coolant velocity
within the wall.

Conclusion
The temperatures and temperature gradients in the wall are compared and an estimation of the losses in
specific impulse is made. This paper presents the model and the outcomes of the comparison.
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